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TABLE II
SWING CONTRACTS (SCS) SUBMITTED BY THE FIVE SC DAM PARTICIPANTS WITH DISPATCHABLE GENERATION

Thermal Service Period Power Range Ramp Rate Range Available Price Performance Price

Gen Units [te, ts] [Pmin, Pmax](MW) [� RD, RU ](MW/h) ca($) φ($/MWh)

G1 [5, 24] [10, 110] [� 32, 32] 1500 14

G2 [1, 20] [10, 100] [� 50, 50] 1700 15

G3 [1, 24] [50, 520] [� 104, 104] 2000 25

G4 [4, 20] [20, 200] [� 60, 60] 1800 30

G5 [1, 24] [40, 600] [� 120, 120] 1600 10

Hour 1 2 3 4 5 6 7 8 9 10 11 12

NL2 213 203 276 270 296 184 205 261 298 256 163 209

NL3 126 136 179 162 170 101 137 183 205 153 102 114

NL4 160 153 207 203 223 138 154 196 224 192 123 157

Hour 13 14 15 16 17 18 19 20 21 22 23 24

NL2 266 293 307 198 225 220 262 219 170 258 221 297

NL3 187 207 208 135 134 145 155 151 104 172 137 190

NL4 200 220 230 148 169 165 197 164 127 193 166 223

Fig. 4. An illustrative net load forecast scenario for the five-bus test system.

Fig. 5. Reserve zones for the five-bus test system as determined by
hierarchical clustering.

C. Key Findings

Expected cost outcomes were calculated for the SC DAM
operating under three different methods for the adaptive updat-
ing of reserve zones: namely, the PTDF method proposed in
[17]; the weighted PTDF difference method proposed in [13];
and our new dynamic reserve method proposed in Section III.
As explained with care in Section II-C, expected cost for the

Fig. 6. The unit commitment determined by the SC DAM optimization using
our proposed new dynamic reserve method

SC DAM is the summation availability cost, performance cost,
and penalty cost for power supply excesses or deficits in real-
time operations.

Expected cost comparisons are presented in Table III. These
comparisons indicate that our new dynamic reserve method
results in the lowest expected cost.

TABLE III
EXPECTED COST UNDER THREE DIFFERENT DYNAMIC RESERVE METHODS

Method Reserve Zones Cleared SCs Expected Cost

[17] Z1:Bus 2, 3, 4 G1 G2 $187, 877.68

Z2:Bus1, 5 G3 G5

[13] Z1:Bus 2, 3 G1 G2 $186, 113.18

Z2:Bus 1, 5 G3 G5

Our Z1: Bus 1 2, 3, 4 G1 G2 $183, 611.70

method Z2: Bus 5 G3 G5

Under our method, the SC DAM optimization solution
clears the SCs submitted by G1, G2, G3, and G5; however,
the SC submitted by G4 is not cleared. The only informa-
tion communicated by the ISO back to G1-G5 is their unit
commitment status, i.e., whether or not their SC was cleared.
However, the SC DAM optimization solution also results in
a dispatch schedule for next-day operations that the ISO can
use as a planning device. The unit commitment and dispatch
schedule, shown in Fig. 6 and Fig. 7, respectively, reveal that
the ISO anticipates using G5 as a base-load unit due to its
relatively low performance cost.

Figure 8 reports additional information about the SC DAM
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Fig. 7. The power dispatch schedule determined by the SC DAM optimization
using our proposed new dynamic reserve method.

Fig. 8. Dynamically determined reserve ranges relative to forecasted net
load in Reserve Zone 1 under our proposed new dynamic reserve method.

optimization solution resulting under our method. By con-
struction, only Reserve Zone 1 has non-zero forecasted net
load. Fig. 8 depicts this forecasted net load together with
the lower and upper zonal reserve requirements RRL

1 (t) and
RRU

1 (t) determined endogenously for Reserve Zone 1 along
the SC DAM optimization solution path. Also superimposed
in Fig. 8 is the endogenously determined system inherent
reserve range SIRR with lower and upper range limits given
by RRmin(t) and RRmax(t) for each hour t. SIRR is a run-
time reserve measure that encompasses reserve from all zones;
see Section II for a detailed explanation of the SIRR.

As seen in Fig. 8, zonal forecasted net load is well covered
by the endogenously determined zonal reserve ranges resulting
from the SC DAM optimization under our proposed dynamic
reserve method. In particular, the width of these zonal reserve
ranges is typically wider than minimally required by the
d% reserve requirement percentage and varies over time in
response to anticipated system conditions.

V. CONCLUSION

This paper proposes a swing-contract day-ahead market
(SC DAM) optimization formulation that incorporates a new
dynamic reserve method for the adaptive updating of reserve
zones and zonal reserve requirements. The optimization for-
mulation is expressed as a mixed integer linear programming
(MILP) problem and solved using a standard MILP solver.

Comparative simulation studies are carried out for an SC
DAM operating over a five-bus transmission grid to test the
effectiveness of our new proposed dynamic reserve method.
Expected cost outcomes indicate that our method results in

lower expected costs of operation for the SC DAM than the
dynamic reserve methods proposed in [17] and [13].
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