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CHAPTER 1. INTRODUCTION

Many problems in science and engineering are becoming so computationally demanding that conventional sequential computers can no longer provide the required computing power. Researchers and application programmers are turning to machines with parallel computing capability which have the potential to provide that power. During the past decade, there has been a tremendous surge in understanding the nature of parallel computation [50,56,67,27]. The field of parallel computing has opened up new possibilities in the areas of algorithms, language and language extensions, and architectures [31,10,42,5]. A large number of parallel computers are commercially available. Shared memory parallel computers include Multiple Instruction Multiple Data (MIMD) machines such as Alliant, Cray, Encore, and Sequent. Distributed memory computers include MIMD machines such as Intel hypercube, Warp, and Transputer, and Single Instruction Multiple Data (SIMD) machines such as Connection machine, Distributed Array Processor, and Maspar. Use of these computers has been demonstrated in a number of application areas including scientific computing, signal and image processing, and logic simulation.

But there are many obstacles to full utilization of parallel computers. While the expectations are high, the performance of application programs on parallel
computers has not been impressive. It is true that some specific problems have been solved on specific computers with big gains in the time taken to solve the problem. There are no generally applicable methodologies to solve problems on parallel computers. One of the major problems is algorithm decomposition and task distribution in a parallel solution. Algorithms can be broadly classified into various classes based on the commonality of the approach taken [52,3]. Some of these classes (e.g., divide-and-conquer, dynamic programming, greedy, etc.) are well known. It occurred to us that instead of attacking the issue of decomposition and distribution in general, we should perhaps pick one class of algorithms and develop solutions to the decomposition and distribution problems. The class of algorithms we have chosen is divide-and-conquer.

One of the major problems in using parallel computers is the mismatch between the number of processes generated by the program and the number of processors available in the computer. In order to ensure that the program can be executed, we need to map the set of processes onto the set of processors based on some optimization criterion. However, this problem is known to be NP-complete. In this thesis, we focus on divide-and-conquer algorithms for MIMD computers. Divide-and-conquer algorithms form a large subclass of algorithms typically implemented on parallel computers. We propose an optimal strategy for implementing divide-and-conquer algorithms. This strategy bypasses the need for mapping. We also define an elegant measure of similarity that can be used for partitioning the set of processes. We consider the problem of obtaining a closed-form expression for the time complexity of a parallel program. It is very difficult to analytically derive an accurate expression for the time complexity. There are many factors like communi-
cation complexity, memory latency, etc., that can not be modeled precisely. Hence, we explore the possibility of using empirical methods. It is hoped that these methods would prove useful to experimenters involved in the study of parallel program behavior.

The rest of this dissertation is organized as follows. Chapter 2 consists of background work in the area and Chapter 3 contains an analysis of divide-and-conquer algorithms. In Chapter 4, we present various methods for implementing divide-and-conquer algorithms. Chapter 5 addresses the question of obtaining a closed-form expression for time complexity of a parallel program. Finally, Chapter 6 consists of conclusions and some ideas for future work.
CHAPTER 2. BACKGROUND

In this chapter, we introduce some of the terminology that is used in subsequent chapters. Previous work done in the area is briefly reviewed. The mapping problem is defined and some of the approaches to solving it are outlined. Also described are the simulated annealing method, cluster analysis and empirical analysis including the use of regression.

The Mapping Problem

After a program is written for a parallel computer the processing has to be distributed among different processors. This problem is called the mapping problem. The mapping problem is looked at from an idealized perspective of a real machine. But there are very complex issues that need to be addressed when actually executing a program and studying its behavior. We cease to be in the realm of elegant models and precise analysis. There are many interacting factors that influence program performance.

Many of the algorithms developed require a number of processors that is a function of the input size. Since in reality, the number of processors is usually bounded, there are serious problems when implementing such algorithms on actual parallel computers. Some researchers have addressed the problem of implementing
algorithms that require an unbounded number of processors by using the notion of virtual processors [56]. The programmer codes the algorithm assuming an unbounded number of processors is available. The program is preprocessed by mapping software that assigns multiple logical processors to a single physical processor. Typically a cost function is sought to be minimized. There are different versions of the mapping problem, but the issue of mismatch between number of processors needed and number of processors available is common to all of them. The mapping problem in full generality is NP-complete. Various heuristics have been used to solve the mapping problem. Two efforts at solving the mapping problem are worth considering. Next we will look at these efforts.

A software tool to solve the mapping problem for non-shared memory multiprocessors has been developed by Berman and Snyder [56,10]. They represent an instance of a parallel algorithm as a communication graph $G_i$ whose nodes represent processes and whose edges represent communication links between processes. The parallel algorithm is then a family of communication graphs $G_i$, one for each problem instance. To represent the target multiprocessor, they use an undirected Computation Graph $H$ in which the nodes are processors and the edges are data paths. The user inputs the algorithm and architecture using a graph description language. The mapping process can then be viewed as an embedding problem from $G_i$ into $H$. This is accomplished using three transformations: contraction, placement and routing.

Contraction Module addresses the following problem: Given an undirected graph with $m$ nodes, find a partition into at most $n \leq m$ groups such that a given cost function is minimized. Berman and Snyder tried using Simulated Annealing

Placement Module addresses the following problem: Given a graph $G$ with at most $n$ processes, find an embedding of $G$ into a grid with $n$ processors so that a given cost function is minimized. Berman and Snyder found both Simulated Annealing and Kernighan and Lin Algorithms [61] satisfactory.

Routing Module is an architecture dependent problem.

A major drawback with this approach is that for each instance of algorithm, the mapping problem needs to be solved. Berman and Snyder's approach requires that the problem size be known before execution. However, this may not be practical as in most cases the problem size is known only at run time.

Simulated Annealing Since simulated annealing is being used widely we have included an outline of the algorithm. This discussion is taken from [91]. Simulated Annealing belongs to a class of algorithms called Monte Carlo algorithms. Monte Carlo algorithms for optimization contain a random number generator associated with generation of points in the solution space.

Let $g(x)$ be defined on a finite set $D$. Assume that for each state $d$ in $D$ there exists a set $N(d)$ and an associated transition probability matrix $P_{dd'}$ such that $P_{dd'} > 0$ if and only if $d' \in N(d)$. Given any initial state, say $X_0 \in N(d)$, the proceeding states $X_1, X_2, \ldots$, are updated according to the following adaptive (annealing) algorithm.
\[ X_{k+1} = \begin{cases} \ Y_k & \text{with probability } p_k \\ \ X_k & \text{with probability } 1 - p_k \end{cases} \]

where \( Y_k \) is chosen from \( N(d) \) with probability
\[ P(Y_k = d' | X_k = d) = P_{dd'}, \]
\[ p_k = e^{-[g(Y_k) - g(X_k)]^+ / \sigma_k} \]

and \( \sigma_k, k = 1, 2, \ldots \) is a sequence (called a temperature schedule) of strictly positive numbers, such that \( \sigma_1 \geq \sigma_2 \geq \ldots \) and \( \sigma_k \to 0 \) as \( k \to \infty \).

The sequence \( X_1, X_2, \ldots \), produced so far presents a nonhomogeneous discrete time Markov chain. The probability \( p_k \) to choose \( Y_k \) (next potential state) increases with \( \sigma_k \) (the higher the "temperature" is, the more likely is that a "hill climbing" move is accepted) and decreases with \([g(Y_k) - g(X_k)]^+\). The shape of the function \( g \), the initial temperature, the rate of decrease of the temperature, and the number of iterations are all important parameters affecting the convergence and speed of convergence of the algorithm [78].

Let \( D^* \) denote the set of states in \( D \) where \( g \) achieves the global minimum. Hajek [78] discusses conditions under which
\[ \lim_{k \to \infty} P(X_k \in D^*) = 1 \]

and therefore the annealing algorithm converges to the global minimum.

**Cluster Analysis**

The use of clustering analysis for solving the mapping problem has been suggested by Pirktl [87] and Kim and Browne [62]. Clustering algorithms were first suggested by Pirktl and used recently by Kim and Browne. These algorithms are
\[ 1^\forall a, a^+ = a \text{ if } a > 0, \text{ and } a^+ = 0 \text{ otherwise.} \]
commonly used in statistics to classify a sample into one of several different populations.

We use Cluster Analysis to solve the following problem.

Given a set of objects, partition the set into groups such that variance within a group is small and variance between groups is large.

The basic objective in cluster analysis is to discover natural groupings of the objects. The inputs required are a similarity measure (or distance) and data from which similarities can be computed.

Following is an outline of Kim and Browne’s work. A parallel computation can be represented by a directed acyclic graph $G_C = (N_C, E_C)$, where $N_C = \{n_1, n_2, \ldots, n_l\}$ is a set of schedulable units of computation to be executed, and $E_C$ specifies scheduling constraints and data dependencies defined on $N_C$. A multiprocessor architecture can be represented by an undirected graph $G_P = (N_P, E_P)$, where $N_P = \{p_1, p_2, \ldots, p_m\}$ is a set of processors, and $E_P$ specifies interconnection topology among the processors. The basic problem is to find a mapping of $G_C$ onto $G_P$ which minimizes schedule length (or makespan) defined as:

$$\max_{1 \leq k \leq s} \sum_{i,j \in \phi} (\text{compi} + \text{comm}_{ij}),$$

where $\phi = \{\phi_1, \phi_2, \ldots, \phi_s\}$ represents a set of paths from the root node to the leaf node in $G_C$, node $n_j$ (assigned to processor $p_y \in N_P$ ($1 \leq y \leq m$)) is a direct descendant of node $n_i$ (assigned to processor $p_x \in N_P$ ($1 \leq x \leq m$)) in $G_C$, $\text{compi}$ is computation time of $n_i$, and $\text{comm}_{ij}$ is communication time from $n_i$ to $n_j$ ($\text{comm}_{ij} = 0$, if $p_x = p_y$ or $n_i$ has no direct descendants). An
optimal schedule is one which meets the criteria of minimum schedule length for a single parallel computation structure or the maximum total throughput for a set of simultaneously executing parallel computation structures.

One of the contributions of the work is to propose algorithms based on linear clustering. A linear cluster is a connected subgraph of a computation graph which is in the form of a linear list of schedulable units of computation. A computation graph is transformed into a virtual architecture graph (VAG) by linear clustering. The VAG may be transformed into another VAG by merging two or more linear clusters into one cluster.

After constructing a VAG which represents the optimal multiprocessor architecture for a given computation graph, they then find an optimal mapping of the VAG onto a physical architecture graph (PAG) which represents the target architecture.

**Empirical Analysis**

In the study of various systems we want to comment on interrelationships of various factors. We built a model to facilitate such a study. By a model of a system we mean a formal statement about interactions of different factors that contribute to understanding of the system.

There are several approaches to model building. Sometimes we can combine "known theory" with logical reasoning, to obtain the model. We start with some ground rules and derive the model. This is called conceptual modeling. The model can be deterministic or stochastic (probabilistic). In case of a deterministic model the behavior of the system is completely predictable, whereas in case of a stochastic
model we need to worry about some random fluctuations.

At the other extreme the system may be too complex or too difficult to model conceptually. Then we try to find the relationships between inputs and outputs based entirely on past behavior of the system. To put it in plain English we consider only past data and determine the relationships. This approach is called a purely empirical approach. The model we build can be used to predict future behavior of the system. But in reality a pure empirical approach is rarely used. We almost always have prior information about the system and we try to make use of that information. When we talk of an empirical model we do not mean a pure empirical model but we refer to empirical modeling assisted by prior information.

If we can explain system conceptually then there would be no need for an empirical approach. But due to a variety of reasons like lack of clear knowledge of the underlying mechanism and relationships, the complexity of complete specification, etc., it is often not possible to use the conceptual approach. When dealing with parallel programs we face such a situation.

Our approach to estimating the complexity of parallel programs involves measuring the factors that contribute to time complexity and the actual time taken by the parallel program. We then obtain an expression for parallel program complexity based on that data. We use a statistical technique called “Regression Analysis” to achieve this. The discussion on regression analysis is taken from [20].

Another important issue that we have to address when we want to execute a parallel program on a parallel computer is how to assign different processes to various processors. This is a very complex theoretical problem. There is no generally applicable fast (polynomial time) algorithm to solve the problem.
Regression Analysis The past twenty years have seen a great surge of activity in the general area of model fitting. Several factors have contributed to this, not the least of which is the penetration and extensive adoption of the computers in statistical work. The fitting of linear regression models by least squares is undoubtedly the most widely used modeling procedure.

The elements that determine a regression equation are the observations, the variables, and the model assumptions.

Notations We are concerned with the general regression model

\[ Y = X\beta + \varepsilon, \]  (2.1)

where

\[ Y \] is an \( n \times 1 \) vector of response or dependent variable;

\[ X \] is an \( n \times k(n > k) \) matrix of predictors (explanatory variables, regressors; carriers, factors, etc.), possibly including one constant predictor;

\[ \beta \] is a \( k \times 1 \) vector of unknown coefficients (parameters) to be estimated; and

\[ \varepsilon \] is an \( n \times 1 \) vector of random disturbances.

The identity matrix, the null matrix, and the vector of ones are denoted by \( I \), \( 0 \), and \( 1 \), respectively. The \( i \)th unit vector (a vector with one in \( i \)th position and zero elsewhere) is denoted by \( u_i \). We use \( M^T \), \( M^{-1} \), \( M^{-T} \), \( \text{rank}(M) \), \( \text{trace}(M) \), \( \text{det}(M) \), and \( \| M \| \) to denote the transpose, the inverse, the transpose of the inverse (or the inverse of the transpose), the rank, the trace, the determinant, and the spectral norm of the matrix \( M \), respectively.

We use \( y_i \), \( x_i^T \), \( i = 1, 2, \cdots, k \), to denote the \( i \)th element of \( Y \) and the \( i \)th row of \( X \), respectively, and \( X_j \), \( j = 1, 2, \cdots, k \), to denote the \( j \)th column of \( X \). By the
The notation "(i)" or "[j]" written as a subscript to a quantity is used to indicate the omission of the $i^{th}$ observation or the $j^{th}$ variable, respectively. Thus, for example, $X(i)$ is the matrix $X$ with the $i^{th}$ row omitted, $X[j]$ is the matrix $X$ with the $j^{th}$ column omitted, and $\beta(i)$ is the vector of estimated parameters when the $i^{th}$ observation is left out. We also use the symbols $e_{Y,X}$ (or just $e$, for simplicity), $e_{Y,X[j]}$, and $e_{X[j]}$ to denote the vectors of residuals when $Y$ is regressed on $X$, $Y$ is regressed on $X[j]$, and $X$ is regressed on $X[j]$, respectively.

Finally, the notations $E(\cdot), \text{Var}(\cdot)$, and $\text{Cor}(\cdot,\cdot)$ are used to denote the expected value, the variance, the covariance, and the correlation coefficient(s) of the random variables(s) indicated in the parentheses, respectively.

**Standard Estimation Results in Least Squares** The least squares estimator of $\beta$ is obtained by minimizing

$$
(Y - X\beta)^T (Y - X\beta)
$$

(2.3)

Taking the derivative of the expression 2.3 with respect to $\beta$ yields the normal equations

$$
(X^TX)\beta = X^TY
$$

(2.4)

The system of linear equations 2.4 has a unique solution if and only if $(X^TX)^{-1}$
exists. In this case, premultiplying the equation 2.4 gives the least squares estimator of $\beta$, that is

$$ \hat{\beta} = (X^T X)^{-1} X^T Y \quad (2.5) $$

In the Section 2 we give the assumptions on which several of the least squares results are based. If these assumptions hold, the least squares theory provides us with the following well-known results.

1. The $k \times 1$ vector $\hat{\beta}$ has the following properties:

   (a)  
   $$ E(\hat{\beta}) = \beta \quad (2.6) $$

   That is, $\hat{\beta}$ is an unbiased estimator for $\beta$.

   (b) $\hat{\beta}$ is the best linear unbiased estimator (BLUE) for $\beta$, that is among the class of linear unbiased estimators, $\hat{\beta}$ has the smallest variance. The variance of $\hat{\beta}$ is

   $$ \text{Var}(\hat{\beta}) = \sigma^2(X^T X)^{-1} \quad (2.7) $$

   (c)  
   $$ \hat{\beta} = N_k(\beta, \sigma^2(X^T X)^{-1}) \quad (2.8) $$

   where $N_k(\mu, \Sigma)$ denotes a $k$-dimensional multivariate normal distribution with mean $\mu$ (a $k \times 1$ vector) and variance $\Sigma$ (a $k \times k$ matrix).

2. The $n \times 1$ vector of fitted (predicted) values

$$ \hat{Y} = X\hat{\beta} = X(X^T X)^{-1} X^T Y = PY \quad (2.9) $$
where

\[ P = X(X^T X)^{-1}X^T \tag{2.10} \]

has the following properties:

(a) \[ E(\hat{Y}) = X\beta \tag{2.11} \]

(b) \[ Var(\hat{Y}) = \sigma^2 P \tag{2.12} \]

(c) \[ \hat{Y} \sim N_n(X\beta, \sigma^2 P). \tag{2.13} \]

3. The \( n \times 1 \) vector of ordinary residuals

\[ e = Y - \hat{Y} = Y - PY = (I - P)Y \tag{2.14} \]

has the following properties:

(a) \[ E(e) = 0. \tag{2.15} \]

(b) \[ Var(e) = \sigma^2(I - P). \tag{2.16} \]

(c) \[ e \sim N_n(0, \sigma^2(I - P)). \tag{2.17} \]
(d) \[ \frac{e^T e}{\sigma^2} \sim \chi^2_{n-k}, \] (2.18)

where \( \chi^2_{n-k} \) denotes a \( \chi^2 \) distribution with \( n - k \) degrees of freedom (d.f.) and \( e^T e \) is the residual sum of squares.

4. An unbiased estimator of \( \sigma^2 \) is given by

\[ \hat{\sigma}^2 = \frac{e^T e}{n-k} = \frac{Y^T (I - P) Y}{n-k}. \] (2.19)

**Assumptions**  The least squares results and the statistical analysis based on them require the following assumptions:

**Linearity Assumption** This assumption is implicit in the definition of model 2.1, which says that each observed response value \( y_i \) can be written as a linear function of the \( i_{th} \) row of \( X \), \( x_i^T \), that is,

\[ y_i = x_i^T \beta + \varepsilon_i, i = 1, 2, \ldots, n. \] (2.20)

**Computational Assumption** In order to find a unique estimate of \( \beta \) it is necessary that \( (X^T X)^{-1} \) exist, or equivalently

\[ \text{rank}(X) = k. \] (2.21)

**Distributional Assumptions** The statistical analyses based on least squares (e.g., the t-tests, the F-test, etc.) assume that
1. 

\[ X \text{ is measured without errors,} \] (2.22)

2. 

\[ \varepsilon_i \text{ does not depend on } x_i^T, i = 1, 2, \ldots, n, \text{ and} \] (2.23)

3. 

\[ \varepsilon \sim N_n(0, \sigma^2 I). \] (2.24)

**The Implicit Assumption** All observations are equally reliable and should have an equal role in determining the least squares results and influencing conclusions.

It is important to check the validity of these assumptions before drawing conclusions from an analysis. Not all of these assumptions, however, are required in all situations. For example, for 2.11 to be valid, the following assumptions must hold: 2.20, 2.21, 2.22, and part of 2.24, that is, \( E(\varepsilon) = 0 \). On the other hand, for 2.7 to be correct, assumption 2.23, in addition to the above assumptions, must hold.

**Iterative Regression Process** The standard estimation results given above are merely the start of regression analysis. Regression analysis should be viewed as a set of data analytic techniques used to study the complex interrelationships that may exist among variables in a given environment. It is a dynamic iterative process; one in which an analyst starts with a model and a set of assumptions and modifies them in the light of data as the analysis proceeds. Several iterations may be necessary before an analyst arrives at a model that satisfactorily fits the observed data.
CHAPTER 3. ANALYSIS OF DIVIDE-AND-CONQUER
ALGORITHMS

In this chapter, we develop some results about time complexity of divide-and-conquer algorithms on parallel machines. The empirical models that we obtain for the parallel time complexity of divide-and-conquer algorithms will be based on the theorems that we establish in this chapter. This chapter provides the analytical framework for model building.

In Section 3, we provide an expression for time complexity of parallel divide-and-conquer algorithms. We define two functions called divide-and-combine function and communication function to account for time spent in dividing a problem and combining solutions of subproblems, and time spent in communication. Often communication time is ignored in the analysis of parallel algorithms. But in reality, communication time is significant. Recently Leiserson and Maggs [67] have introduced a theoretical model called the D-RAM to account for interprocessor communication time. We observe that, more than individual complexities of divide-and-combine function and communication function, what really matters is the nature of the sum of these two functions. We consider the situations where the complexity of sum of divide-and-combine function and communication function is (1) $O(1)$ (constant) (2) $O(\log n)$ and (3) $O(n)$ (linear in $n$). We then prove a theo-
rem that helps us comment on the complexity of divide-and-combine function and communication function in case of \(O(\log n)\) parallel algorithms.

**Divide and Conquer Paradigm**

The time complexity of a divide-and-conquer algorithm is of the form:

\[
T(n) = \begin{cases} 
  T(n/k) + f_1(n) + f_2(n) + c & \text{for } n > x \\
  1 & \text{for } n \leq x
\end{cases}
\]

Where \(n\) is a positive integer, \(f_1\) and \(f_2\) are positive functions, \(k\) and \(x\) are positive integer constants, \(c\) is a real constant. Many of the commonly used divide-and-conquer algorithms satisfy above definition. Next we will consider an interpretation of \(T(n)\). We could assume that the problem at hand is subdivided into several problems each of size \(\frac{n}{k}\). Solving each subproblem takes \(T(\frac{n}{k})\) time. We will suppose that all the subproblems are solved in parallel. So \(T(\frac{n}{k})\) is time to solve subproblems. Typically a divide-and-conquer algorithm has three phases. They are

1. Divide the problem
2. Solve subproblems and
3. Combine the subproblem solutions.

Phase 2 has three stages. They are

a. send data for subproblems,

b. wait for solution of subproblems and

c. receive results.

We have seen that \(T(\frac{n}{k})\) is the time for solving subproblems. We will assume that \(f_1(n)\) accounts for time for dividing the problem and the time for solving sub-
problems. We will call \( f_1 \) divide-and-combine function. We will assume that each subproblem is solved on a different processor. This requires that subproblems be transmitted to the processors solving subproblems and the results be returned from processors solving subproblems. We have to account for this communication. We will use \( f_2(n) \) to account for time for communication. We will call \( f_2(n) \) communication function. Depending on the physical characteristics of the computer \( f_2(n) \) could mean the time for message passing or delay due to memory/bus contention or a combination of both.

We will consider different forms of functions for \( f_1(n) \) and \( f_2(n) \) and comment on the time complexity. First we will assume that \( f_1(n) \) and \( f_2(n) \) are constant functions. Next we will assume that both \( f_1(n) \) and \( f_2(n) \) are linear functions in \( n \).

**Divide-and-Combine and Communication Times are Constant**

Let us suppose \( f_1(n) = c_1 \) and \( f_2(n) = c_2. \) Then we have

**Theorem 1** Any divide-and-conquer algorithm with a constant divide-and-combine function and a constant communication function can be solved in \( O(\log n) \) parallel time.

**Proof:**

\[
T(n) = \begin{cases} 
T(n/k) + c_1 + c_2 + c & \text{for } n > x \\
1 & \text{for } n \leq x 
\end{cases}
\]

This can be written as

\[
T(n) = \begin{cases} 
T(n/k) + c & \text{for } n > x \\
1 & \text{for } n \leq x 
\end{cases}
\]
Without loss of generality let \( n = 2^l \) and \( k = 2^m \) where \( l \) and \( m \) are positive integers.

\[
T(n) = T(n/k) + c \\
= T(2^{l-m}) + c \\
= T(2^{l-2m}) + 2c \\
= T(2^{l-3m}) + 3c \\
\vdots \\
= T(2^{l-(\frac{l}{m})m}) + (\frac{l}{m})c \\
= 1 + \frac{c}{m} \log n \\
= O(\log n)
\]

**Divide-and-Combine and Communication Times are Linear**

Let us suppose \( f_1(n) = c_1 n + a_1, c_1 > 0 \) and \( f_2(n) = c_2 n + a_2, c_2 > 0 \). Then we have

**Theorem 2** Any divide-and-conquer algorithm with both divide-and-combine function and communication function linear in \( n \) can be solved in \( O(n) \) parallel time.

**Proof:**

\[
T(n) = \begin{cases} 
 T(n/k) + c_1 n + c_2 n + a_1 + a_2 + a_3 & \text{for } n > x \\
 1 & \text{for } n \leq x
\end{cases}
\]

Without loss of generality let \( n = 2^l \) and \( k = 2^m \) where \( l \) and \( m \) are positive integers. Let \( k_1 = c_1 + c_2 \) and \( k_2 = a_1 + a_2 + a_3 \)
\[ T(n) = T\left(\frac{n}{k}\right) + k_1 n + k_2 \]
\[ = T\left(\frac{2^l}{2^m}\right) + k_1 2^l + k_2 \]
\[ = T(2^{l-m}) + k_1 2^l + k_2 \]
\[ = T(2^{l-2m}) + k_1 2^{l-m} + k_2 + k_1 2^l + k_2 \]
\[ = T(2^{l-2m}) + k_1 [2^{l-m} + 2^l] + 2k_2 \]
\[ = T(2^{l-3m}) + k_1 2^l [2^{-2m} + 2^{-m} + 2^0] + 3k_2 \]
\[ \vdots \]
\[ = T(2^{l-1} - \frac{m}{m}) + k_1 2^l [2^{-(\frac{m}{m} - 1)m} + \ldots + 2^{-2m} + 2^{-m} + 2^0] + \frac{l}{m} k_2 \]
\[ = T(1) + k_1 n \left[ n \left( \frac{k}{k-1} \right) \right] + \frac{k_2}{\log k} \log n \]
\[ = T(1) + k_1 (n - 1) \left( \frac{k}{k-1} \right) + \frac{k_2}{\log k} \log n \]
\[ = O(n) \]

**O(log n) Parallel Divide-and-Conquer Algorithms**

In this section we identify some properties of \(O(\log n)\) parallel algorithms. In particular we will comment on the complexity of divide-and-combine and communication functions. We have

**Theorem 3** For any divide-and-conquer algorithm with parallel time complexity \(O(\log n)\) the sum of divide-and-combine function and communication function is \(O(\log n)\).

**Proof:** Let us suppose \(g(n) = f_1(n) + f_2(n)\).
\[ T(n) = \begin{cases} 
T(n/k) + g(n) + c & \text{for } n > x \\
1 & \text{for } n \leq x 
\end{cases} \]

Without loss of generality let \( n = 2^l \) and \( k = 2^m \) where \( l \) and \( m \) are positive integers.

\[
T(n) = T\left(\frac{n}{k}\right) + g(n) + c \\
= T\left(\frac{2^l}{2^m}\right) + g(2^l) + c \\
= T(2^{l-m}) + g(2^l) + c \\
= T(2^{l-2m}) + g(2^{l-m}) + c + g(2^l) + c \\
= T(2^{l-2m}) + g(2^{l-m}) + g(2^l) + 2c \\
= T(2^{l-3m}) + [g(2^{l-2m}) + g(2^{l-m}) + g(2^l)] + 3c \\
\vdots \\
= T(2^{l-\frac{l}{m}m}) + [g(2^{-(\frac{l}{m}-1)m}) + \ldots + g(2^{l-2m}) + g(2^{l-m}) + g(2^l)] + \frac{l}{m}c \\
= T(1) + [g(2^{-(\frac{l}{m}-1)m}) + \ldots + g(2^{l-2m}) + g(2^{l-m}) + g(2^l)] + \frac{c}{\log k \log n} \\
= O(\log n) + [g(2^{-(\frac{l}{m}-1)m}) + \ldots + g(2^{l-2m}) + g(2^{l-m}) + g(2^l)]
\]

We know that \( T(n) = O(\log n) \) and
\[
T(n) = O(\log n) + [g(2^{-(\frac{l}{m}-1)m}) + \ldots + g(2^{l-2m}) + g(2^{l-m}) + g(2^l)]
\]

Therefore,
\[
[g(2^{-(\frac{l}{m}-1)m}) + \ldots + g(2^{l-2m}) + g(2^{l-m}) + g(2^l)] = O(\log n)
\]
\( g(n) \) is a positive function.
Table 3.1: Time Complexity of Divide-and-Conquer Algorithms

<table>
<thead>
<tr>
<th>Communication Complexity</th>
<th>Divide-and-Combine Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>c</td>
<td>$O(\log n)$</td>
</tr>
<tr>
<td>$O(\log n)$</td>
<td>$O(\log n)$</td>
</tr>
<tr>
<td>$O(n)$</td>
<td>$O(n)$</td>
</tr>
</tbody>
</table>

Hence, $g(n) = O(\log n)$ q.e.d

It follows from Theorem 3:

**Theorem 4** Any divide-and-conquer algorithm with both divide-and-combine function and communication function of complexity $O(\log n)$ can be solved in $O(\log n)$ parallel time.

Table 3.1 summarizes the results obtained in this Chapter.
CHAPTER 4. IMPLEMENTATION ON MIMD MACHINES

In this chapter, we consider a subclass of algorithms, viz., divide-and-conquer, and offer a strategy for implementing them that eliminates the need for solving the mapping problem. The divide-and-conquer paradigm is a widely-used technique for algorithm design on sequential computers. It has been used in a variety of areas, for example, graph theory, matrix computations, computational geometry, FFT, etc. [52,3]. Philip Nelson [56,83] considers it to be one of the programming paradigms for parallel computers. Horowitz and Zorat [53] discuss special architectures for divide-and-conquer computers. Our focus will be on designing a methodology for implementing divide-and-conquer algorithms on a bounded number of processors.

Implementation on Bounded Number of Processors

This section examines the suitability of the divide-and-conquer paradigm from a practical point of view. The focus is on implementing concrete algorithms on parallel computers with a bounded number of processors, and studying the effect of this paradigm on the performance of the algorithms. A design technique for a divide-and-conquer paradigm is developed and analyzed for parallel computers with a bounded number of processors.

In Subsection 4 we present the divide-and-conquer paradigm and develop a
technique to ensure that an algorithm does not need any more processors than are available. Our technique does not assume knowledge of the problem size before execution. In Subsection 4 we modify our technique to minimize idle time for processors. Results based on experiments conducted at Argonne National Laboratories lead us to believe that our techniques for divide-and-conquer algorithms are quite useful in practice.

**Divide-and-conquer paradigm**

In this section we first describe the outline of a divide-and-conquer algorithm. We then suggest modifications to this outline that are suitable for parallel computers with a bounded number of processors.

The following is an outline of a divide-and-conquer algorithm:

```plaintext
basic divide-and-conquer
begin
  if problem size is small enough
  then
    solve the problem right away (*)
  else
    begin (**)
      subdivide the problem
      into subproblems
      solve the subproblems
      combine the solutions
    end;
```
In trying to obtain a parallel version of such a divide-and-conquer algorithm, the following problems have to be dealt with. Ideally, one would like to assign a distinct physical processor for each process (i.e., subproblem) of the divide-and-conquer strategy. However, this is not always possible as we have only a fixed number of processors. Our strategy in designing a parallel version is to ensure that the number of processes spawned by the algorithm does not exceed the number of processors available. The key issue in matching the number of subproblems to the number of available processors is to determine the right problem size that is "small enough" to serve as a cutoff point for executing parts (*) and (**) of the basic divide-and-conquer algorithm. In other words, the problem is similar to that of determining the optimal grain size on the multiprocessor.

We use the following notation in our analysis. The number of subproblems generated at each stage by the divide-and-conquer strategy is $K$. The problem size is $N$ and the number of available processors is $M$. In designing a parallel version, the goal is to determine a bound $x$ such that when the problem size is $\leq x$ then no subproblems are created and the problem is solved right away. An outline of the parallel version is as follows:

```plaintext
parallel divide-and-conquer-1
begin
  if problem size $\leq x$
    then
      solve the problem right away
  else
```

end.
begin
   subdivide the problem
   into K subproblems
   solve the subproblems
   in parallel
   combine the solutions
end;
end.

To complete the analysis, we need to derive a formula for determining \( x \). Since the number of subproblems spawned at each stage of the "divide" process is \( K \), the process graph is a \( K \)-ary tree. Processes that correspond to leaves of the process graph do not generate any subproblems. Hence, their size should be bounded by \( x \).

\[
x = \left\lfloor \frac{N}{K^y} \right\rfloor \quad \text{where} \quad y \quad \text{is the height of the process tree.}
\]

We want the largest value \( y \) such that,

\[
1 + K + \cdots + K^y \leq M
\]
\[
\frac{(K^y+1 - 1)}{(K - 1)} \leq M
\]
\[
y = \left\lfloor \log_K(M(K - 1) + 1) - 1 \right\rfloor
\]

In the above analysis, problem size was assumed to be a function of one variable, \( N \). It is easy to extend this analysis for the case where problem size is a function of many variables. Suppose problem size is a vector \( \tilde{N} = (n_1, n_2, \cdots, n_p) \).

Suppose the \( i^{th} \) variable has \( k_i \) subdivisions for the purpose of subdividing the problem. Then there are \( \prod_{i=1}^{p} k_i \) subproblems. The derivation for \( \tilde{x} \) is derived in a manner quite similar to that done above.

\[
\tilde{x} = (\left\lfloor \frac{n_1}{K^{y_i}} \right\rfloor, \left\lfloor \frac{n_2}{K^{y_i}} \right\rfloor, \cdots, \left\lfloor \frac{n_p}{K^{y_i}} \right\rfloor)
\]
Where \( y = \lfloor \log_K (M(K - 1) + 1) - 1 \rfloor \)

Can we do better?

This section improves upon processor utilization of the basic technique developed in the previous section. Between the time a processor spawns processes for solving subproblems and begins receiving solutions for subproblems, the processor is idle. We would like the processor to do some useful computation during this period. Next we describe how this can be done.

We could have a processor solve a fraction (say \( p, 0 \leq p \leq 1 \)) of the problem. The processor would create subproblems to solve \((1 - p)^{th}\) of the problem. We would like to choose \( p \) such that the time to solve \( p^{th} \) of the problem should be about the same as the time to solve the subproblems.

If \( T_P \) and \( T_S \) denote the parallel and sequential time complexity of the algorithms respectively, \( p \) may be obtained by solving the following equation.

\[
T_P \left( \frac{(1-p)N}{K} \right) = T_S(pN)
\]

Often it is difficult to obtain closed form expressions for \( T_S \) and \( T_P \). We can use statistical techniques for estimating \( p \) [82].

The value of \( x \) determined in the previous section now changes to:

\[
x = \ [(1-p)^{y+1} N / K^y]
\]

where \( y = \lfloor \log_K (M(K - 1) + 1) - 1 \rfloor \)

The revised algorithm would be:

\begin{verbatim}
parallel divide-and-conquer-2
begin
    if problem size <= x
\end{verbatim}
then
   solve the problem right away
else
   begin
      parbegin
      solve K subproblems of
         (1-p)th problem
      solve p th problem
      parend;
      combine the solutions
   end;
end.

Next we will consider an interesting special case when $p = L/K$ where $L$ is an integer between 0 and $K$. Then each process need only spawn processes to solve $(K - L)$ subproblems. The revised value for $x$ is:

$$x = \lceil N/(K - L)^y \rceil$$

where $y$ is the height of the process tree.

We want the largest value $y$ such that,

$$1 + (K - L) + \cdots + (K - L)^y \leq M$$

$$((K - L)^{y+1} - 1)/(K - L - 1) \leq M$$

$$y = \lfloor \log_{K-L}(M(K - L - 1) + 1) - 1 \rfloor$$

The revised algorithm would be:

parallel divide-and-conquer-3
begin
   if problem size \leq x
then
  solve the problem right away
else
begin
  parbegin
  have the (K-L) subproblems solved;
  solve L subproblems parend;
  combine the solutions end;
end.

An example

We have implemented some of the suggestions made in the previous section. We have used the mergesort algorithm for implementation. This algorithm was implemented on Intel iPSC (32 node) located at Argonne National Laboratories. The algorithm is a typical divide-and-conquer algorithm. The list to be sorted is split into two sublists and each one is sorted using merge sort. Then the sorted lists are merged. Details of Intel iPSC computer are provided in Appendix A. Techniques for programming iPSC are given in Appendix B.

For our implementation node 0 acted as the controller. Node 0 was responsible for generating data and collecting statistics. Timers on iPSC nodes give time in milliseconds. The clocks are updated every five seconds. Clocks on different nodes
Table 4.1: $p$ vs. time

<table>
<thead>
<tr>
<th>$p$</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1517145</td>
</tr>
<tr>
<td>0.1</td>
<td>948730</td>
</tr>
<tr>
<td>0.2</td>
<td>923790</td>
</tr>
<tr>
<td>0.3</td>
<td>1052955</td>
</tr>
<tr>
<td>0.4</td>
<td>1256215</td>
</tr>
<tr>
<td>0.5</td>
<td>1492670</td>
</tr>
<tr>
<td>0.6</td>
<td>1734125</td>
</tr>
<tr>
<td>0.7</td>
<td>1978870</td>
</tr>
<tr>
<td>0.8</td>
<td>2225445</td>
</tr>
<tr>
<td>0.9</td>
<td>2474710</td>
</tr>
</tbody>
</table>

are not synchronized.

The program was executed on cube varying in dimension from one to five. Problem size was varied from 100 to 10000 in steps of 100. We have used the technique presented in Section 4. This technique requires a value for $p$. Here $p$ is the proportion of problem to be solved sequentially. On each processor (except leaf nodes) $p^{th}$ of the problem is solved on the same node and $(1 - p)^{th}$ of the problem is divided to be solved in parallel. There in no easily obtainable closed form expression for $p$. We have executed the program for values of $p$ ranging from 0.0 to 0.9 in steps of 0.1. We have presented aggregates of time for each value of $p$ in table 4.1. Figure 4.1 contains a graph depicting the observations and predicted values is enclosed.

We fit a curve of degree to these data. The function is:

$$Time = f(p) = 1241091.29 - 1219076.97p + 3045469.70p^2$$

To obtain $p$ that minimizes $f(p)$:
\[
\frac{df}{dp} = -1219076.97 + 2 \times 3045469.70p = 0
\]

\[p_{opt} = 0.200145\]

What that means is that the time to solve \(1/5\text{th}\) of the problem sequentially is about same as the time to solve \(4/5\text{th}\) of the problem in parallel. However, we need to exercise caution in interpreting the results since the dimension of the cube is small.

A General Method

As defined in a previous chapter the mapping problem involves obtaining a mapping of processes in a program onto processors. There are two stages in solving the mapping problem. One involves partitioning the processes and the second stage involves assigning each partition to a processor. First we will explain our approach to partitioning of processes. We need to ensure that the number of partitions is less than or equal to number of processors available.

A new measure of similarity among processes

As stated in a previous chapter several researchers have considered the problem of code partitioning. One serious problem with the solutions offered is that sole criterion for partitioning the set of processes is the communication traffic between the processes. We propose consideration of another important criterion. That is the discordance of CPU requirement among processes within a partition/cluster. What this means is that we should try to partition processes such that within a partition
Figure 4.1: $p$ Vs. Time
CPU requirement for processes within a partition should be as disjoint as possible. We need to consider how to minimize the wait for CPU within a partition. Hence we have two important factors to consider when partitioning tasks/processes. They are:

1. Communication Traffic

2. Discordance of CPU requirement

We will next develop a measure of similarity based on these criteria. For each pair of distinct processes $i$ and $j$, we define a similarity measure based on $x_{ij}$ and $y_{ij}$. Here $x_{ij}$ indicates the amount of communication traffic between process $i$ and process $j$. This could be in bytes or some other units. $y_{ij}$ indicates the proportion of time process $i$ and process $j$ do not need the CPU at the same time. $y_{ij} \in [0,1]$. If there are $P$ processes in the program then we have $N = \frac{P(P-1)}{2}$ pairs of $(x_{ij}, y_{ij})$'s. Now we will define some statistics based on $(x_{ij}, y_{ij})$'s.

\[
\bar{x} = \sum_{i<j=1}^{M} \frac{x_{ij}}{N}
\]

\[
\bar{y} = \sum_{i<j=1}^{M} \frac{y_{ij}}{N}
\]

\[
\sum_{i<j=1}^{M} \frac{(x_{ij} - \bar{x})^2}{N}
\]

\[
\sum_{i<j=1}^{M} \frac{(y_{ij} - \bar{y})^2}{N}
\]

\[
\frac{(x_{ij} - \bar{x})(y_{ij} - \bar{y})}{N}
\]

\[
\frac{(y_{ij} - \bar{y})(x_{ij} - \bar{x})}{N}
\]
\[ r_{xy} = \frac{s_{xy}}{s_{xx}s_{yy}} \]
\[ r_{yx} = r_{xy} \]

We define two new variables
\[
\begin{align*}
    x'_{ij} &= \frac{(x_{ij} - \bar{x})}{s_{xx}} \\
    y'_{ij} &= \frac{(y_{ij} - \bar{y})}{s_{yy}} 
\end{align*}
\]

By subtracting \( \bar{x}, \bar{y} \) from \( x_{ij} \) and \( y_{ij} \) we are making \( x'_{ij} \) and \( y'_{ij} \) location independent. By dividing by \( s_{xx} \) and \( s_{yy} \) we eliminate units. \( x'_{ij} \) and \( y'_{ij} \) are called standardized variables.

\[
E(\hat{x}) = E(\hat{y}) = 0
\]

\[
V(\hat{x}) = V(\hat{y}) = 1
\]

Removing the units is necessary because we are going to combine \( x \)'s and \( y \)'s to define a similarity measure. It is possible that there is a correlation between \( x \)'s and \( y \)'s. If we do not eliminate the effect of this correlation the similarity measure will be distorted. The similarity measure that we propose is:

Similarity between processes \( i \) and \( j \) is defined as

\[
S(i, j) = \begin{pmatrix} x'_{ij} \\ y'_{ij} \end{pmatrix}' \begin{pmatrix} s_{xx} & s_{xy} \\ s_{yx} & s_{yy} \end{pmatrix}^{-1} \begin{pmatrix} x'_{ij} \\ y'_{ij} \end{pmatrix}
\]

\[
= \begin{pmatrix} x'_{ij} \\ y'_{ij} \end{pmatrix}' \begin{pmatrix} 1 & r_{xy} \\ r_{xy} & 1 \end{pmatrix}^{-1} \begin{pmatrix} x'_{ij} \\ y'_{ij} \end{pmatrix}
\]
For divide-and-conquer problems it is easy to estimate \( x_{ij} \)'s and \( y_{ij} \)'s. We will explain the algorithm in the next section. In general it is easy to determine \( x_{ij} \)'s but it is not easy to determine \( y_{ij} \)'s. One way to estimate \( y_{ij} \)'s would be to check the status of different processes every few time units. We need to set up a counter for every process pair. If we find that process \( i \) and process \( j \) are both running or one of them is running and the other is waiting for CPU then increment the counter for \((i, j)\). At the end of processing counter values need to be divided by total number of checks made. This would give us estimates for \( y_{ij} \)'s. The estimates are not precise but seem to be ok.

The method we have outlined can be easily extended to techniques that need to use more than two factors.

Computing the measure for divide-and-conquer problems

The Communication Graph (or Process Graph) of a divide-and-conquer algorithm is a \( K \)-ary tree, where \( K \) indicates the number of subproblems. The amount of communication between a node and its child depends on the problem and can easily be estimated. But how do we estimate CPU Discordance? Observe that nodes at the same height are expected to be executing at the same time. That means CPU Discordance between nodes at the same level is very low. In general CPU Discordance between two nodes would depend on the difference in the heights

\[
\begin{aligned}
\begin{pmatrix}
x_{ij} \\
y_{ij}
\end{pmatrix} &= \begin{pmatrix}
x_{ij}' \\
y_{ij}'
\end{pmatrix} \begin{pmatrix} 1 & -r_{xy} \\ 1-r_{xy} & 1 \end{pmatrix} \begin{pmatrix} x_{ij} \\
y_{ij}
\end{pmatrix} \\
&= \frac{1}{1-r_{xy}^2} (x_{ij}'^2 + y_{ij}'^2 - 2r_{xy}x_{ij}y_{ij})
\end{aligned}
\]
of the nodes. We also know that a node and any of it’s descendents would never need the CPU at the same time. That means the CPU Discordance between a node and any of its descendents is very high. Based on these observations, we state the following formula for determining CPU Discordance $y_{ij}$ between any two processes $i$ and $j$.

$$y_{ij} = \begin{cases} 0 & \text{if } i = j \\ height \text{ of the Process Graph} & \text{if } i \text{ is a descendent of } j \text{ or} \\ j \text{ is a descendent of } i \\ |height(i) - height(j)| & \text{Otherwise} \end{cases}$$

**Generally applicable methodology**

Using the measure of similarity that we have just developed we can now provide a widely applicable methodology for implementing divide-and-conquer algorithms on MIMD machines.

We will use the following notation:

- **N**: Problem Size
- **P**: Number of Processes in the Process Graph
- **K**: Number of Subproblems at each node
- **M**: Number of processors in the machine

Following is the sequence of steps involved in implementing a divide-and-conquer algorithm on a MIMD machine.

1. If the algorithm can be adapted to the technique used for implementing merge-sort then implement the algorithm with various values for $p$ and obtain a good
estimate of \( p_{opt} \). But there are many divide-and-conquer algorithms that can not be adapted to this method. Typically the problem lies in combining the solutions of subproblems. In such cases the subsequent steps need to be followed. One should keep in mind that the partitioning is done at run time.

2. Read the value of \( N \), the Problem Size

3. On some machines there are limits on total number of processes that can be generated. Or for reasons of efficiency we may want to limit the number of processes generated. Suppose the limit on the number of processes in the system is \( T \). If the number of processes required for the Problem of Size \( N \) is greater than \( T \) then determine a value of \( x \) according to the formula developed in Section 4. Else use \( x \) as stated in the algorithm.

4. Compute \( S(i,j) \) for \( 1 \leq i,j \leq P \). That is, compute the Measure of Similarity for each pair of the processes.

5. We need to map \( P \) processes onto \( M \) processors. In other words we want to partition \( P \) into \( M \) groups (or classes or clusters). Optimal partitioning problem is \( NP \)-Complete. We have tried using Cluster Analysis and Simulated Annealing methods for obtaining good partitioning. These two methods are approximate methods. They do not guarantee optimal solutions. There is no clear choice. Suppose the partitions are \( C_1, C_2, \ldots, C_M \).

6. Assign the partitions \( C_1, C_2, \ldots, C_M \) to \( M \) processors. The algorithm used for the assignment is machine dependent.
At this point we have assigned each process to one of the $M$ processors. Information about this assignment is available at each processor.

7. Next we will execute the following algorithm:

```
parallel divide-and-conquer-4
begin
  if problem size <= x
    then
      solve the problem right away
    else
      begin
        subdivide the problem
        into K subproblems
        assign the subproblems
        appropriate processors
        combine the solutions
      end;
end.
```

**Summary**

In this chapter we looked in detail at the question of implementing divide-and-conquer algorithms on MIMD computers. We have to take into consideration the fact that the number of processors in a computers is fixed. In other words the computer can not expand to fit the process graph of a problem. We have developed
techniques for implementing divide-and-conquer algorithms on MIMD computers. For some divide-and-conquer algorithms we can bypass the process of mapping. This method is illustrated by implementing mergesort algorithm. But there are many divide-and-conquer algorithms that are not amenable to this method. Then we propose a generally applicable technique for implementing divide-and-conquer algorithms. The key to this technique is the measure of similarity among processes that we define in this chapter. A notable aspect of this measure is that it considers not only the communication traffic between processes but also the contention for central processing unit (CPU) among processes that are assigned to the same CPU.
CHAPTER 5. PERFORMANCE MODELING

Parallel Program Complexity

In this section we address the following question:

How much time would a parallel program solving a problem of size \( N \) be expected to take when executed on an MIMD machine with \( K \) processors?

We are interested in studying the behavior of parallel programs when executed on an MIMD machine. We represent a parallel program by a graph \( G = (V, E) \), where \( V \) is the set of vertices and \( E \) is the set of edges. Each vertex \( v_i \) represents a process or a task in the program and each edge \((v_i, v_j)\) indicates that process corresponding to vertex \( v_i \) communicates directly with the process corresponding to vertex \( v_j \). Initially let us assume that each process is assigned to a different processor. For each program we really have a family of graphs, each corresponding to a problem size. The time to execute a parallel program depends on the problem size.

We had assumed that each process was assigned to a different processor. But on a real machine the number of processors available is bounded. The time to execute a parallel program depends on the number of available processors. So two
important factors in determining time complexity of a parallel program are problem size and number of processors available. Next we try to identify other factors. We have not yet accounted for the communication delays.

There are two important considerations in determining the time complexity. One is due to processing time and the other is due to the delay caused by communication. Processing time can be estimated by time to execute the program assuming communication delay is zero. Communication delays contribute significantly to the time complexity of a parallel program. We need to account for this. Communication delay can have two components. They are total message traffic and mean time to send one message.

We will model each of 1. processing time, 2. total message traffic, and 3. mean time to send one message as functions of number of processors and problem size.

Processing time is a function of problem size and number of processors. Let \( N \) indicate problem size and \( K \) indicate number of processors. \( PT \) indicates processing time

\[
PT = f_1(N, K)
\]

\( Y \) indicates total message traffic

\[
Y = f_2(N)
\]

\( Z \) indicates mean time to send one message

\[
Z = f_3(N, K)
\]

An Example

We have used mergesort algorithm for implementation. This algorithm was implemented on Intel iPSC (32 node) located at Argonne National Laboratories.
The algorithm is a typical divide-and-conquer algorithm. The list to be sorted is split into two sublists and each one is sorted using merge sort. Then the sorted lists are merged. Details of Intel iPSC computer are provided in Appendix A. Techniques for programming iPSC are given in Appendix B.

Using the estimated value of $p$ we have tried to obtain an estimate of time complexity of our implementation of mergesort in terms of problem size and the number of processors (actually the dimension of the cube). We have fitted a quadratic response surface to the data. For the 3D plots of actual values and the predicted values, see Figures 5.1 and 5.2 respectively. The equation is:

$$Time(s, d) = 17.3 + .7d - 6.4 \log(n) + .5d^2 - .5\log(n)d + .7\log^2(n)$$
time (actual) vs cube dimension*problem size

Figure 5.1: Plot of Time (actual) vs Cube Dimension*Problem Size
Figure 5.2: Plot of Time (predicted) vs Cube Dimension*Problem Size
CHAPTER 6. CONCLUSIONS

In this dissertation we addressed the question of how to make best use of parallel computers. While the problem of optimal utilization is very important, it is also very difficult. We have limited ourselves to a particular class of machines called MIMD computers. There are many MIMD computers in the market. The range of problems that can be solved on MIMD computers is very large. We have restricted our investigation to a class of algorithms called divide-and-conquer algorithms. Divide-and-Conquer is a well known algorithm design technique. There is a large number of problems for which efficient divide-and-conquer algorithms exist. It would seem that divide-and-conquer is a natural candidate for parallel processing.

One of the major questions a user of a parallel computer would have to address is how to distribute the load among available number of processors. While a general answer does not exist, we felt that we needed to consider the underlying algorithm design paradigm. There are several such paradigms (i.e., divide-and-conquer, greedy, dynamic programming, etc.). In this work we looked in detail at the question of implementing divide-and-conquer algorithms on MIMD computers. We have to take into consideration the fact that the number of processors in a computer is fixed. In other words the computer can't expand to fit the process graph of a problem. We have developed techniques for implementing divide-and-
conquer algorithms on MIMD computers. For some divide-and-conquer algorithms we can bypass the process of mapping. This method is illustrated by implementing mergesort algorithm. But there are many divide-and-conquer algorithms that are not amenable to this method. Then we propose a generally applicable technique for implementing divide-and-conquer algorithms. The key to this techniques is the measure of similarity among processes that we defined. A notable aspect of this measure is that it considers not only the communication traffic between processes but also the contention for central processing unit (CPU) among processes that are assigned to the same CPU.

We have also addressed the question of obtaining a closed form expression to estimate the time complexity of a parallel program. Obtaining an expression analytically is extremely difficult. There are a number of factors that can't be measured accurately. Actually the problems are similar to those faced by economists and social scientists trying to model various phenomenon. In attacking the problem at hand my own background in statistics came very handy. In many complex situations where analytical methods seem very difficult, empirical methods provide a viable alternative. That is what we have done to estimate parallel time complexity. We have identified some key factors and obtained data. Then we used SAS to obtain a reasonable model. However, one has to be very cautious in interpreting the results outside the range of data used to obtain the expressions.

When we consider the big picture of parallel processing we have only attacked some small problems. There remains a great deal to be done. One can look at problems involved in implementing other algorithm design paradigms (i.e., dynamic programming, greedy method, etc.) on parallel machines. From our experience,
looking at implementations from the point of view of the underlying design technique is a very powerful approach. We tend to think that this approach should be usable for other paradigms. There is also scope for improvement is refining the measure of similarity among processes that we proposed. Perhaps more factors can be introduced in the computation of the measure. The framework we have used can easily allow this.

On the question of parallel time complexity there is a lot to be done. We have proposed using empirical methods. There is always scope for refining the methods. Perhaps studying distributional properties would be very interesting. This can also help in commenting about the reliability/extensibility of the expression obtained. Right now we need to be very cautious in using the expression for time complexity outside the range of data that is used for obtaining the expression. Some of the statistical tests can’t be used because the underlying assumptions may not be valid.

We have opened a whole new area for further research. It calls for close interaction of computer scientists and statisticians. We should not believe that empirical methods are a panacea. Analytical methods are very important. In fact we need sound analytical basis for using empirical methods. A lot needs to be done about computing concrete parallel time complexity.
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GLOSSARY

Many of the definitions are necessarily imprecise and subjective.

**Cluster Analysis** A statistical technique used to identify groups (or clusters) based on observations.

**Decomposition** Division of labor among various processing elements.

**Distributed Memory Parallel Computer** A parallel computer where there is no common memory accessible to all processing elements.

**Divide-and-Conquer** An algorithm design paradigm that involves dividing a problem into subproblems, then solving the subproblems and combining the solutions of subproblems to obtain solution to the original problem.

**Empirical Methods** An approach to model building where the basis is the data collected.

**Hypercube** An arrangement of processor elements where every processor has a unique address in the range 0 to $2^k - 1$. Processors whose addresses differ in exactly 1 bit are connected. $k$ is called the order of the cube [90].

**MIMD** Multiple Instruction Multiple Data (Flynn's classification).
NP-Complete Informally, a problem that needs enormous amount of computation to solve.

Parallel Computer A computer capable of parallel processing.

Parallel Processing A kind of information processing that emphasizes the concurrent manipulation of data elements belonging to one or more processes solving a single problem [90]. Involves several processing elements.

Regression Analysis A statistical technique used to obtain a mathematical expression to describe the relationship between one variable (called dependent variable) and one or more variables (called independent variable(s)).


Shared Memory Parallel Computer A parallel computer where all processing elements have access to a common memory.

SIMD Single Instruction Multiple Data (Flynn’s classification).

Simulated Annealing An approximate optimization technique.

Supercomputer A general purpose computer capable of performing computations at a very high speed.
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APPENDIX A. HYPERCUBE COMPUTERS

Introduction

A hypercube is a multiprocessor system consisting of numerous processors communicating through an inter-processor connection network. Each processor has its own local memory module physically attached to it. Each processor and its associated memory constitutes a "node" of the hypercube.

The hypercube is a message-based Multiple Instruction Multiple Data (MIMD) machine. It has multiple independent processors, all running different processes which implement different segments of the problem. These processors communicate through explicit messages passed over the inter-processor connection network.

The topology of the hypercube is cubical. Because of its versatility, a number of other topologies like ring, mesh, etc., can be embedded in a hypercube. Some of the commercial versions of the hypercube that have been introduced in the market are intel's iPSC, NCUBE, AMETEK and Floating Point Systems T series.

Specifically, an n-dimensional hypercube consists of \( N = 2^n \) nodes. Each node has a direct physical link with \( n \) other nodes. Each node has a unique address (id). These addresses range from 0 to \( N-1 \). If we encode these addresses using bit vectors then two nodes \( i \) and \( j \) are neighbors if the bit encoding of their addresses differ in exactly one bit. Fig A.1 shows The configuration of a 3-cube.
The number of communication steps for a node i to communicate with another node j equals the number of bit positions in which the addresses of i and j differ. Since the address of every node in an n-cube can be encoded using bit vectors of length $log_2 N$, any two nodes can communicate using up to $log_2 N$ communication steps.

**Basic Description of Intel iPSC**

Intel iPSC is the first in a family of concurrent personal computers manufactured by Intel. It is designed to provide the research community with a reliable parallel computer and a basic programming environment. This could be used as a base to develop parallel programming techniques, program development tools and application programs [75].
The basic iPSC system consists of 2 main components:

1. Cube

The cube consists of a set of microcomputers linked according to the hypercube topology using high speed communication channels. Each microcomputer constitutes a “node” of the hypercube and has its own numeric processing unit and local memory. All communication among nodes is in the form of messages passed which are queued at the destination nodes. This is handled at each node by the resident Node Operating System (NX) and dedicated communication co-processors.

2. Cube Manager

The Cube Manager is a System 310AP microcomputer. This is connected to every node of the cube by an Ethernet communication channel. It provides a user interface to the cube. Specifically, it provides programming support, system management and diagnostics.

The basic iPSC System Structure is shown in Fig. A.2.

iPSC Hardware

The basic hardware for the various components of intel iPSC is described below

Node Hardware

- Each node is an independent computer based on Intel 80286 cpu and 80287 numeric processing unit.

- The local memory at each node consists of 512 Kbytes of NMOS dynamic RAM with byte parity.
Each node also has 64 Kbytes of PROM which contains an initialization program and a self-test monitor. This initializes the node at system power-up.

There are 8 bidirectional communication channels connected to each node. These are managed by dedicated 82586 communication co-processors. Seven of these channels physically link the nodes together and are used for node-to-node communication. The eighth is a global ethernet channel which provides direct access to and from the cube manager.

Cube Manager Hardware

The Cube manager is the system 310AP Multibus-based microcomputer which uses Intel's 80286 cpu and 80287 numeric processing unit. It contains a 140 megabyte Winchester disk, a 320 Kbyte floppy disk, a 45 megabyte cartridge...
tape and 2 megabyte ECC RAM memory.

- There are 2 cube manager-to-node communication links. One is used for global communication with the cube nodes. The other is used for diagnostics. The former links the cube-manager to the global communications co-processor on each node. This is a standard ethernet link. The diagnostic link is a separate path for communicating with the nodes. In the event of a failure, this alternate path is used to determine if the fault lies within the node or in the global communications channel.

**iPSC Software**

The cube manager is the programming station which has the necessary software for program development, system management and diagnostics. On the other hand, the software on each node consists mainly of the resident Node Operating System (NX) and a Node Confidence Test (NCT). A brief description of each is given below.

**Cube Software**

1. **Node Confidence Test (NCT)** - This resides on the PROM and runs automatically when the system is switched on. It initializes each node by enabling node memory, communications controllers, I/O controller, interrupt controller and cpu.

2. **Node Operating System (NX) -** This is loaded onto each node after initialization. The basic functions of the NX are

   - Inter Process Communication - provides the users with a powerful set of communication routines. Sending and receiving of messages can be
synchronous or asynchronous.

- *Process Management* - processes on a node are executed in a time-shared manner.

- *Physical Memory Management* - provides memory for each process as well as for message buffering.

- *Protected Address Space* - protection of the Node Operating System is hardware enforced. Therefore a user process cannot corrupt the Node Operating System or any other process.

**Cube Manager Software**  The cube manager software can be classified into 3 categories

1. **Programming and Development Software** -
   consists of the XENIX Operating System which is a derivative of the UNIX System 3. It also has all the standard XENIX tools (Microsoft's C compiler and other utilities) and additional tools developed at Intel.

2. **Cube Manager Commands** -
   These can be invoked from the terminal as commands. Some of the common functions performed by these routines are -

   - *Cube Access* - permits a user to gain exclusive access to the cube. There is also a command to release access to the cube. It should be noted that the hypercube is a single user system.

   - *Load Cube* - permits the user to load the nodes with the Node Operating System or the application processes.
• *Maintain a System Logfile* - keeps a log of system events. Each entry is date and time stamped so the sequence of events is preserved.

3. Diagnostics -

Diagnostic Software is mainly of 2 types - confidence tests and diagnostic tests. The confidence tests are used to check the integrity of the system prior to usage of the cube. The diagnostic tests on the other hand are used to isolate the faults at the board or system module level.

**Programming Concepts for Intel iPSC**

A parallel processing application program on the iPSC is implemented as a set of “node” processes and “cube-manager” (host) processes. Typically, a parallel application first requires distributing the input data from the cube manager to the nodes of the cube to set-up the initial data configuration. After receiving the data, each node process does its computation, communicating with other nodes for intermediate results if required and the final results are then communicated back to the host process.

The strategy for programming on the iPSC is -

• Decompose the problem into several independent parts. This decomposition process is constrained by the data dependencies of the computation involved in the problem. Each of the decomposed parts would correspond to a process. These processes could be the same program operating on different sets of data or unique programs. The structure of processes of a problem and their interaction can be represented as a process graph in which the nodes would
represent processes and an edge between two nodes signifies communication between the two processes.

- The next step is to place these parts onto the various nodes. In order to optimize the efficiency of the application, the processors need to be placed in such a manner as to minimize the communication steps required. Also, the processes need to be so designed and placed such that the entire workload is evenly distributed among the nodes.

**Introduction to cube manager and node libraries**

Communication among processes is crucial for any parallel processing application and this has to be explicitly handled by the programmer using routines provided by iPSC [75].

Before a host or node process can communicate with another process it needs to open a *communication channel*. The `copen` routine is used to create a communication channel and may be called within a node or host program. The `cclose` routine on the other hand is used at the end, to destroy any specified communication channel created previously.

The cube manager operating under XENIX, treats a channel as a device. A host process running on the cube manager can execute one device-related routine at a time. Consequently, a host process can send/receive only one message at a time. The nodes on the other hand have their own operating system which can support multiple channels. Node processes can therefore perform concurrent sends and receives if they have multiple channels open. On any particular channel the messages are sent sequentially.
Once a communication channel has been created by a process, it can start sending and receiving messages over that channel. Due to the different operating systems on the cube manager and the nodes of the cube, the procedures for sending and receiving messages are also different for the cube manager and the nodes.

The Node Operating System supports message passing both in synchronous and asynchronous mode. \texttt{send} and \texttt{recv} are non-blocking asynchronous routines. They initiate the transmission (receipt) of a message. When issued they return to the calling process as soon as the Node Operating System records the request. It is therefore the user's responsibility to check whether the operation has been completed using \texttt{status} routine. \texttt{sendw} and \texttt{recvw} routines on the other hand, are blocking, synchronous procedures. They return to the calling process only after the Node Operating System has actually finished the operation. Completion of a \texttt{sendw} operation does not imply the receipt of the message by the destination process, but merely that it has been sent.

\texttt{sendmsg} and \texttt{recvmsg} are the procedures for message passing on the cube manager. These are synchronous routines and very similar to \texttt{sendw} and \texttt{recvw}.

\texttt{type} is one of the parameters in send and receive routines. This is useful from a programmer's point of view as its value is user-definable (0 - 32767) and can be used by the programmer to identify different classes of messages. It should not be confused with variable types as supported by High Level Languages.

Node processes qualify message reception on the basis of \texttt{type}. A node process accepts a received message from the queue only if its \texttt{type} matches the request. Therefore, different values of \texttt{type} should be used to prevent messages from different processes or nodes from getting mixed up at the receiving node. On the cube
Figure A.3: Only message type 10 can be received by node process B

Figure A.4: The first message to arrive at the Cube Manager will be received manager however, the recvmsg procedure call can be fulfilled by a received message of any type. The type parameter in the recvmsg call is returned as a result of the call. Figs. A.3 and A.4 illustrate the use of type.

The Execution Environment

All application programs run as a set of processes. They reside in the available local memory at each node and the cube manager. The processes communicate through communication channels. Buffers are used at each node to store messages that are either destined for that node or are transitory in nature. The 3 important
aspects of the execution environment are discussed below [75].

1. Processes -

An application program would consist of a set of routines or processes. A copy of the node programs reside in each node's memory. These execute concurrently on the nodes and the cube manager.

Node processes differ from host processes as they are incapable of I/O. They rely on the cube manager process for I/O.

iPSC allows multiple processes at each node. The 5 dimensional iPSC has an upper limit of 20 processes per node. The actual number of processes that can run on a node is determined by the following -

- The amount of local memory available at each node. Even though each node has 512 Kbytes of memory associated with it, the NX (Node Operating System) and message buffers occupy roughly 200 Kbytes of it, leaving 312 Kbytes of available memory for the node processes.
- The number of buffers actually allocated. The number of buffers to be allocated is specified when loading NX with the load command. The allowed minimum and maximum for a 32-node iPSC are 25 and 300 respectively and the default is 100 buffers per node.
- The size of the individual processes.
- The use of dynamic storage allocation (using "malloc" in C). NX allocates 64 Kbytes of memory at a time to facilitate the supply of memory to "malloc" calls. If the size of available memory is less than 64 Kbytes then all of it is allocated.
Processes on the iPSC are referred to by a *process id* (pid) and the *node id* (nid). Id's are assigned to a process when it is loaded onto the nodes of the cube. On the other hand the host process id's are assigned by XENIX when the host process is executed. For an n-dimensional cube the node id's range from $2^n - 1$. The cube manager has a fixed id of -32768 (0x8000).

Processes pass messages among each other to communicate intermediate results of their computation and to co-ordinate activities. The destination pid and nid are specified as parameters in the `send` routine call. The actual routing of messages is transparent to the user and is done automatically by NX using the shortest paths. The messages sent are queued at the destination. Usually the sender specifies a value for *type* in the call. The destination node checks for a match of the received type value with the specified value of *type* in the `recv/recvw` routine call. The message is accepted only if a match occurs.

All messages are passed by "*value*" and not "*by reference*" as there is no concept of shared memory in the intel iPSC. This also applies to processes communicating within a node as they are treated exactly the same as processes communicating across nodes.

2. **Buffers** -

NX uses System Buffers to store messages. The number of buffers to be allocated needs to be specified during system startup using `load` command. The space occupied by the buffers is not available for the user processes.
Each buffer is 1044 bytes in length. A 5-dimensional intel iPSC has an \textit{allowed} minimum and maximum of 25 and 300 buffers respectively. This range may not coincide with the \textit{effective} minimum and maximum of any particular application. For example, an application may require at least 75 buffers per node to execute even though the allowed minimum is 25. On the other hand by allocating a large number of buffers (say 300), the size of available memory may be reduced to such an extent that it may not be possible to load the user processes onto the node itself. Therefore, the optimal number of buffers needs to be determined for any application. This may be done by doing a worst case analysis (in terms of the messages passed) of the program or more simply by using a hit and trial approach. This approach is to do nothing unless the program hangs and if so, increase the number of buffers allocated.

3. Channels -

A channel is a 64 byte block of memory that holds information about a message sent or received. The information in a channel consists of the source \textit{nid} and \textit{pid}, destination \textit{nid} and \textit{pid}, message length and message location.

A channel is created by the \textit{copen} routine. The same channel can be reused for consecutive send's/receive's. But, if a process needs to send/receive multiple messages simultaneously then it needs to open a channel for each of the simultaneous send's/receive's.

At this point, it should be noted that it is important to separate consecutive runs of an application by flushing all outstanding messages as they may interfere with the next run. The cube manager command \texttt{loadkill} may be used...
between runs for this purpose.

NX flushes all messages in a node, regardless of pid when the cube manager uses the Ikill routine and specifies all processes (-1) on that node. The cube manager routines Iwait or Iwaitall also flush all messages destined for a specific process at the completion of that process.
APPENDIX B. PROGRAMMING INTEL iPSC

The source code for a parallel application has to be compiled to obtain the executable version of the program. Since most parallel application programs consist of node and host programs, both need to be compiled separately. The executable files of the node programs can then be loaded onto the cube and executed. This chapter will highlight the steps involved in preparing the source code for execution and the command sequence used to finally run the parallel program [75]. All this will be illustrated by means of a sample application program. The final section provides some helpful tips on debugging parallel programs on the Intel iPSC.

Development Steps

Let us assume that the cube manager (host) and node programs reside in the files "host.c" and "node.c" respectively. We implicitly make the assumption that the node program is the same for each node even though different nodes may do different computations based on their node's id. The invocation sequences for compiling the host and node programs are different and hence they have been treated separately.
Developing cube manager processes

The development of the cube manager process consists of compiling all the host programs separately. If the host program uses math libraries then the user has an option of using either Intel or Microsoft math libraries.

The invocation sequence for compiling “host.c” is given below. This assumes that there is a single host program.

```
cc -Alfu -o host host.c /usr/ipsc/lib/Llibcel.a
    /usr/intel/lib/cel287.a /usr/ipsc/lib/choast.a
```

where:

- `-Alfu`: creates a file to conform to Intel's "large" model. However to use data objects larger than 64 Kbytes, the `-Alhu` option has to be specified in order to use the "huge" model.

- `-o host`: Names the output file "host".

- `host.c`: Name of the file to be compiled.

- `/usr/ipsc/lib/Llibcel.a
  /usr/intel/lib/cel287.a`: Intel math libraries. The Microsoft math libraries can be used instead of the Intel math libraries by specifying `-lm` instead of the Intel library names. This option links in Microsoft's math library "Llibm.a".
Developing Node Processes

The development of a node process consists of 2 steps - compilation and binding. Again, in case there is more than one node program then each will have to be compiled separately.

The invocation sequence for

1. Compilation -

   cc -Alfu -K -O -c node.c

   where :

   - -Alfu : Creates a file to conform to the “large” model. The other option is to use the “huge” model (-Alhu).
   - -K : Does not include stack probes in the output module.
   - -O : Optimizes the generated code.
   - -c : Does not invoke "Id". Stops after producing the “.o” file, without binding.
   - node.c : Source code file name.

2. Binding -

   Id -Ml -o node /lib/Lseg.o /usr/ipsc/lib/Lctrl0.o node.o \
   /usr/ipsc/lib/Llibcnode.a /usr/ipsc/lib/Llibmnode.a

   where :
- **-M1**: Creates a "large" model C application.
- **-o node**: Names the executable file "node".
- **/lib/Lseg.o**: Defines "large" model segments.
- **/usr/ipsc/lib/Lcrtn0.o**: C runtime start-up library.
- **node.o**: Name of file to be linked. All the compiled modules to be linked must be listed here.
- **/usr/ipsc/lib/Llibcnode.a**: C library containing versions of malloc, free, calloc, realloc and sbrk which get memory directly from the NX.
- **/usr/ipsc/lib/Llibmnode.a**: The Intel math libraries "Llibcel.a" and "cel287.a" may be substituted for the Microsoft math library "Llibmnode.a".

The steps involved in developing a parallel application on the Intel iPSC can be greatly simplified by the use of makefiles. These can be used to develop both the the host and node programs. A copy of this makefile exists in "/usr/ipsc/examples/nx_c/ring" in a file called "makefile". This makefile can be tailored to suit any particular application by substituting the host program name for "host" and the name of the node program for "node".

**A Sample Application**

The parallel application program being considered in this section is for broadcasting a message (character string) from the cube manager to all nodes of the hypercube. The host program prompts the user for the message that is to be
broadcast. The inputted string is then sent to node 0, which acts as the source and broadcasts the received message to the other nodes.

This broadcasting proceeds along the branches of a Binomial Spanning Tree embedded in the cube and rooted at node 0. This will be discussed in greater detail in Chapter 5. For the moment, based on the embedding of the above tree, we can classify the nodes of the cube as leaf nodes and non-leaf nodes. The leaf nodes are those that have a 1 as the highest order bit in the binary encoding of their node id's. The rest constitute the non-leaf nodes. A non-leaf node i receives the message from its parent which is uptree and then sends it to all its children. The node id's of the children are determined by complementing the leading zero's (one at a time) in the binary encoding of i. Therefore all the children of any node i are neighbors of i. The broadcast operation is over once all the leaf nodes receive the message. Every node, leaf and non-leaf, acknowledges the receipt of the message by sending the message back to the cube manager. The communication between nodes is shown in Fig. B.1.

It should be noted that even though the leaf and non-leaf nodes perform different set of actions, the node program as listed below is the same for all the nodes. Typically, the node program for any parallel application is organized such that the different nodes perform distinct pieces of the same program. This approach simplifies the development process.

The cube manager process can be compiled by using the invocation sequence -

```
% cc -Alfu -o host host.c /usr/ipsc/lib/host.a
```

or

```
% make host
```
Figure B.1: The Structure of Communication in the Broadcast Application
This produces the executable file “host” on the cube manager. The node program may be compiled and bound by using the invocation sequence -

% cc -Alfu -K -O -c node.c
% ld -Ml -o node /lib/Lseg.o /usr/ipsc/lib/Lcrtn0.o \  
    node.o /usr/ipsc/lib/Llibnode.a

or

% make node

This produces the executable file “node” on the cube manager. This can now be loaded into the cube. It is simpler to generate both processes using the “make” facility.

% make both

These processes can be run by using the following command sequence.

% getcube

Obtains exclusive access to the cube. In case the cube is currently being accessed, an appropriate message is displayed and the user has to try again.

% cubelog -I logf

Defines a log file “logf” (user specified name) in the current directory. Transfers logging from the system logfile “LOGFILE” in “/usr/ipsc/log” to “logf”.

% tail -f logf &

Used to display log file entries on the screen if desired.

% load -c

loads the NX into the cube. This is executed only once before the first run of the application. It need not be used between runs.
% host

Run the application. The host process loads the node processes using "load" routine. It is also possible to load the node processes by using the "LOAD" command.

Debugging

The simplest way of debugging C programs on the Intel iPSC is by having print statements as check points to trace the control flow in the source code. The nodes of the cube are incapable of I/O so two alternative ways are used to print the debug messages.

• Using syslog routine.

• Packing the debug messages and sending them to the cube manager. The host process can receive these messages and print them out using standard XENIX I/O routines.
The syntax of syslog routine call is given below.

```c
int mypid;
char message[50];

syslog(mypid, message);
```

Textual messages as well as numeric data can be written into the message buffer `message[]` by using `sprintf`. A call to `syslog` results in an entry being made in the user specified log file (the default is `/usr/ipsc/log/LOGFILE`). These entries are time stamped and also include the id of the node (i.e., mypid) where it was invoked.

The other alternative is to explicitly package debug messages and send them to the cube manager for display on the terminal. One way of implementing this is by having a separate host process which waits for debug messages from the nodes and prints them out. In this way debug messages can be handled separately from the normal messages that are passed from the nodes to the cube manager.
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