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ABSTRACT

Calculation of attenuation and dispersion spectra for a general anelastic body may be posed as an inversion problem. We observe the time-dependent strain due to "instantaneous" changes in stress in order to characterize the anelastic response. This experimental technique reaches a range of frequencies which is lower than that used in resonance bar experiments, but we can make only indirect measurement of the viscoelastic properties. We employ the most general anelastic model which states that the observed compliance is due to the summed effect of an arbitrary spectrum of mechanisms. The analysis requires the solution of Fredholm integral equations of the first kind. It is well known that this problem is ill-conditioned so that any numerical scheme will have to involve some smoothing to obtain accurate solutions. The present work employs Butler's method of constrained regularization which takes advantage of the fact that the solution is positive and uses data dependent smoothing. This work indicates that the imposition of the positivity constraint makes the computation of the solution much better conditioned. Computations with the method of constrained regularization employing near-optimal smoothing demonstrate its superiority over the method of Shapery for obtaining accurate solutions when the data are very noisy.

INTRODUCTION

The behavior of viscoelastic materials can be characterized in several different but related ways (Ferry, 1970; Christensen,
The most common measurements for the linear mechanical response are forced oscillation measurements as a function of frequency, and stress relaxation and creep measurements as a function of time. In this paper the mechanical response of a viscoelastic material is characterized by means of low strain creep and creep recovery experiments. The theory is based on the hypothesis that materials possess a complex structure and that viscoelasticity is reflected in the distribution function of the strain retardation time, $\tau$, i.e., the retardation spectrum $X(\tau)$. The spectrum $X(\tau)$ is related directly to the creep function by a linear Fredholm integral equation of the first kind with an exponential kernel.

The principal objective of this paper is to present an example of the numerical inversion of the first kind integral equation for the distribution functions using a method of constrained regularization (Butler et al., 1981; Wahba, 1981). However, for completeness, we give some background information on the formulation of the integral equation for the distribution function in the next section.

**DISTRIBUTION FUNCTION**

Consider a state in which the stress is specified in terms of a unit step function

$$\sigma(t) = \sigma_0 H(t) ,$$

where $\sigma_0$ is the applied stress and $H(t)$ is the unit step function. The creep relation then becomes

$$\varepsilon(t) = J(t)\sigma_0 ,$$

where $\varepsilon(t)$ is the strain and $J(t)$ is the creep function. The typical behavior in creep is initially a step change in time (instantaneous elasticity) followed by an increase over time with a decreasing slope (retarded elasticity or anelasticity) which may or may not approach an asymptote as $t$ becomes large, depending on whether the material has undergone inelastic deformation or flow. Upon removal of the stress, there is an initial elastic recovery followed by anelastic recovery. The value of the creep function at large times after removal of the load determines the amount of inelastic deformation or flow that has taken place. For viscoelastic materials this permanent deformation gives a measure of the viscosity of the material.

The standard linear solid is the simplest mechanical model which mimics the behavior of the solid described above. It is a three parameter model consisting of a Voigt solid in series with a
spring. Creep under constant stress then follows an exponential relation

\[ J(t) = [J_0 + ΔJ(1-e^{-t/τ})] H(t) \quad , \]  

(3)

where the time constant, \( τ \), is the retardation time of strain and \( ΔJ = J_o - J_0 \). The model of a complex solid consists of a multiplicity of simple elements placed in series. The stress is the same in cell elements, whereas the total strain is the sum of the strains in each element. For this complex solid, the creep function is given by

\[ J(t) = [J_0 + \sum_{i=1}^{N} ΔJ_i (1-e^{-t/τ_i})] H(t) \quad , \]  

(4)

where \( N \) is the number of elements used to model the solid, \( ΔJ = \sum ΔJ_i \) and \( τ_i \) is the time constant for each element. In the limit, the discontinuous system approaches a continuous one characterized by the distribution function, \( X(τ) \), of retardation times, \( τ \). \( X(τ) dτ \) is the contribution to the total creep which has a retardation time between \( τ \) and \( τ + dτ \). This gives the creep function in terms of the distribution function

\[ J(t) = J_o + \int_0^∞ X(τ) (1-e^{-t/τ}) \quad dτ, \quad t ≥ 0 \]  

(5)

and

\[ \int_0^∞ X(τ) \quad dτ = ΔJ \]  

(6)

In solving for the spectrum \( X(τ) \), it is more convenient to rewrite Eq. (5) in the form

\[ Kf = \int_0^∞ k(t,s) f(s) \quad ds = g(t) \quad , \]  

(7)

where we have used the following change of variables

\[ s = 1/τ \]  

(8)
\[ X(\tau) = s^2 f(s), \quad (9) \]

and

\[ g(t) = J(\infty) - J(t). \quad (10) \]

Clearly, equation (7) is a Fredholm integral equation of the first kind with a Laplace kernel, i.e., \( k(t,s) = e^{-st} \).

METHOD OF SOLUTION

An approximate solution of the integral equation

\[ \int_{0}^{\infty} f(s) e^{-st} ds = g(t) \quad 0 < t < \infty, \quad (11) \]

where \( g(t) \) has a bounded range \([g_0, g_N]\), may be obtained by one of two ways. One way is to write down an analytic expression for the distribution function \( f(s) \) which allows calculation of the data function \( g(t) \) and then comparing the calculated and measured curves. A second approach consists of deducing the distribution function from the experimentally given data set. However, a major difficulty is the sensitivity of the solution obtained to small perturbations in \( g(t) \). Because of this property, the integral equation is referred to as ill-conditioned (Franklin, 1970; Tihonov, 1963). If \( f(s) \) is replaced by

\[ f(s) + A \sin \omega s, \]

then \( g(t) \) is replaced by

\[ g(t) + \frac{A\omega}{t^2 + \omega^2}. \]

For \( \omega \gg A \),

\[ g(t) + \frac{A\omega}{t^2 + \omega^2} \approx g(t). \]

This shows that large-amplitude, high frequency oscillations in the solution \( f(s) \) correspond to imperceptible changes in the calculated data function \( g(t) \).
To cope with the ill-conditioning, the integral equation is replaced by a stabilized problem

$$K_\alpha f_\alpha = g$$  \hspace{1cm} (12)

which has the properties that $f_\alpha \to f_0$ as $\alpha \to 0$ and the sensitivity of $f_\alpha$ to small perturbations in $g$ decrease as $\alpha$ increases. Here $\alpha$ is a positive constant. In this paper we use the Butler et al. (1981) method of constrained regularization to stabilize the problem. In that approach, the approximate solutions $f_\alpha$ are defined by

Minimize $\psi(f) = \sum_{i=1}^{N} \left( \int f(s) \exp(-st_i) \, ds - g(t_i) \right)^2 + \alpha \| f \|^2$,

subject to the constraint $X(\tau) \geq 0$, i.e., $f(s) \geq 0$. Here $\| \cdot \|$ denotes the Euclidean $\mathbb{R}^N$ vector norm. The smoothing parameter $\alpha$ may be chosen according to the algorithm described in Butler et al. (1981). It should be noted that the Butler algorithm sometimes gives a value of $\alpha$ which is too large, and in that case $\alpha$ is chosen by experience. Alternatively, it is possible to choose $\alpha$ by Wahba's (1981) technique. Her technique is more reliable than Butler's, but it is also considerably more expensive. We have much more experience with Butler's method than with Wahba's. With the positivity constraint, the stabilized problem is equivalent to

$$f(s) = \max \left( 0, \sum_{j=1}^{N} c_j e^{-st_j} \right), \hspace{1cm} (13)$$

$$Kf - g + \alpha c = 0, \hspace{1cm} (14)$$

with

$$Kf = \int f(s) e^{-st} \, ds. \hspace{1cm} (15)$$

We now have a matrix equation

$$(M(f) + \alpha I) c = g \hspace{1cm} (16)$$

with

$$M_{ij}(f) = \int_{\text{supp } f} e^{-st_i} e^{-st_j} \, ds. \hspace{1cm} (17)$$
Since $M$ is symmetric and positive semi-definite, $(M+\alpha I)$ is non-singular. Note that $c$ enters non-linearly in the matrix equation so we solve it using Newton's method.

NUMERICAL EXAMPLE

Recent analysis has shown the method of constrained regularization gives good results to problems with known solutions (Thigpen et al. 1982). Here, we give an application of the method to invert spectra from the creep function for a commercial grade polymethylmethacrylate specimen. The experimental creep function for this material is depicted by a solid line in Fig. 1. The retardation spectrum obtained by the method of constrained regularization is illustrated by the solid line in Fig. 2. Here, we observe three peaks in the spectrum at approximately 0.0005 sec, 0.09 sec, and 0.6 sec, respectively, representing different retardation mechanisms. The two slower relaxations may be associated with the commonly observed $\beta$ relaxation, an effect attributed to the rotation of $-\text{COOCH}_3$ side groups (McCrum et al., 1967). Anelastic effects associated with the presence of water appear in measurements at 20°C, but typically at periods much shorter than 0.0005 sec, the period of the broad peak in Fig. 2. Cautious interpretation is also advised since the sampling rate for the original data acquisition is 0.02 sec.
The dashed curve depicted in Fig. 2 represents the spectrum obtained by approximating the data by a rational function, expanding it by partial fractions, and solving the integral equation by inspection. That is, we used essentially Shapery's (1962) method to solve Eq. (11). It is clear from the comparison of the two techniques that the ill-posed nature of the problem pollutes the solution obtained by Shapery's method. The peak in the spectrum at $\tau = 0.0005$ sec is not observed, and we know from physical grounds that the spectrum must be positive. Nevertheless, this method does give a solution which matches the data. See the dashed curve in Fig. 1. Here the comparison is as good as that obtained by constrained regularization (dot-dash curve, Fig. 1).

CONCLUSION

The method of constrained regularization does not guarantee an optimum solution to first kind integral equations. We have shown, however, that the technique provides significant improvements over more direct methods of solution such as the method of Shapery, particularly when the data are noisy. The main difficulty in implementing regularization is choosing a suitable smoothing parameter $\alpha$. The method proposed by Butler et al. (1981) for choosing $\alpha$ gives reasonable results, but because the problem is so ill conditioned, this point deserves further investigation.
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DISCUSSION

R.M. Bevensee (Lawrence Livermore National Laboratory): Did your solutions, in fact, have at least one eigenvector with zero eigenvalues?

L. Thigpen (Lawrence Livermore National Laboratory): Very close.

R.M. Bevensee: I suspect that if you took such an eigenvalue vector out and solved the problem, you'd get pretty nearly the right answer.

L. Thigpen: We thought of using the single value decomposition where you actually remove the single eigenvalues, but this is only one technique. There are numerous techniques for solving integral equations of the first kind, and we had chosen this method. We're going to try to pursue it as far as we can go, and then we may try other techniques.

D.O. Thompson (Ames Laboratory): Can you apply this to a heterogeneous system that has, say, many relaxation times?

L. Thigpen: In fact, we did make up some example problems. I have an example here where we have made up a problem with two distinct sets of relaxation times. This was an ideal problem again where I had a solution. We were able to resolve those peaks very clearly at the right relaxation time for the peak, and we then computed the attenuation because, again, we could solve for an exact solution. We computed the attenuation for noise levels of 2%, 10% and 20%. These were just arbitrary, because one of the questions is how much noise is going to be in the system. We got almost overlaying results for each case. The differences between the exact and the computer solutions were just characteristic of the noise, but they were very good solutions.