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Estimating the Total Ultrasound Attenuation Along the Propagation Path by Applying Multiple Filters to Backscattered Echoes From a Single Spherically Focused Source

Timothy A. Bigelow
Department of Electrical and Computer Engineering and the Department of Mechanical Engineering, Iowa State University, Ames, IA

Abstract

Quantifying the correlation length of the tissue microstructure has shown potential for differentiating between benign and malignant tumors. To implement these advances in the clinic, the total frequency-dependent attenuation along the propagation path must be determined on a patient specific basis. Previously, an algorithm was developed to estimate this attenuation using echoes from multiple sources. In this study, the developed algorithm was extended to echoes from a single source by filtering the echoed signal into multiple frequency bands. This step was needed because it would be challenging to scan exactly the same tissue region using multiple sources in the clinic. Computer simulations and phantom experiments were conducted to verify the attenuation could be determined by filtering the echoes from a single source. The simulations utilized a spherically focused single-element source (5 cm focal length, f/4, 14 MHz center frequency, 50% bandwidth) exposing a homogeneous tissue region (Gaussian scattering structures with effective radii of 5 to 55 μm at a density of 250/mm³, attenuation of 0.1 to 0.9 dB/cm·MHz).

The phantom experiments utilized a spherically focused single-element source (5.08 cm focal length, f/4, 7.5 MHz center frequency) exposing a 0.5 dB/cm·MHz homogeneous glass bead phantom. The computer simulations and phantom experiment confirmed that the total attenuation along the propagation path can be determined by appropriately applying multiple filters to the backscattered echoes from a single source.

I. Introduction

Quantifying the tissue microstructure scattering correlation length by processing ultrasound echoes from tissue regions of interest has shown potential for improving many areas of diagnostic ultrasound [1]-[6]. When quantifying the tissue microstructure, the backscattered power spectrum from the tissue region of interest (ROI) is first compared with the backscattered power spectrum of a known target in order remove the transmission/filtering characteristics of the ultrasound source. Then, the impact of the frequency-dependent attenuation along the propagation path leading up to the ROI is removed, leaving only the backscatter coefficient as a function of frequency. The backscatter coefficient can then be compared with an assumed model for the tissue scattering, yielding an effective scatterer diameter and acoustic concentration which can be used to quantify the scattering within a particular region. If the attenuation along the propagation path is not correctly included, then the backscatter coefficients and subsequent estimates of scatterer diameter and acoustic concentration are meaningless. Therefore, to quantify the tissue microstructure, the total frequency-dependent attenuation along the propagation path must be accurately determined.
Determination of the total attenuation is difficult because both attenuation and scatterer correlation length modify the backscattered power spectrum [2], [7].

Previously, many different approaches have been utilized to determine the attenuation along the propagation path. Some have restricted their analysis to time domain methods by quantifying only the change in backscatter with propagation depth [8], [9], but these approaches assume that the tissue is homogeneous whereas real tissue is largely inhomogeneous. Others have attempted to estimate the total attenuation by first decomposing the tissue into smaller homogeneous regions, estimating the local attenuation within each region, and then summing these attenuations weighted by the length of each homogeneous region to obtain an estimate of the total attenuation [10], [11]. Unfortunately, summing estimates of the local attenuation is challenging because of the large, locally homogenous region sizes needed to accurately estimate the local attenuation (~30 to 50λ) [12], [13]. Furthermore, the process is highly computationally intensive and prone to errors as the errors can accumulate with increasing propagation depth. Another approach that has been attempted, termed the spectral fit algorithm, involves simultaneously estimating both scatterer correlation length and total attenuation from backscattered ultrasound echoes [7], [14], [15], but this approach is highly dependent on having the correct model for tissue scattering.

Recently, a new algorithm [16], [17] was developed that estimated the total attenuation along the propagation path by processing echoes from multiple sources used to scan the same tissue region. The algorithm only needed echoes from a single ROI to obtain an estimate of the total attenuation between the source and the ROI, even though the algorithm did not assume that the tissue was homogeneous between the source and the ROI. Furthermore, the algorithm was only weakly dependent on the scattering properties of the tissue, making it much more robust than the spectral fit algorithm. However, the new algorithm still had several shortcomings. Namely, the algorithm required multiple ultrasound sources, limiting its future clinical utility because it would be challenging to scan the same tissue region with multiple ultrasound sources. Therefore, the goal of this study was to address these shortcomings and develop a more robust and clinically implementable algorithm. In this paper, the algorithm will be derived for implementation using a single ultrasound source and computer simulations will be utilized to find the dependence of the single source (SS) algorithm on ROI size. Lastly, the SS algorithm will be verified using echoes obtained from a tissue-mimicking phantom.

II. Derivation of SS Algorithm

Previously, we derived an algorithm for estimating the slope of the total attenuation along the propagation path assuming a linear dependence on frequency and demonstrated that the algorithm yielded accurate results in computer simulations [16], [17]. One difficulty in implementing the algorithm, however, is that it requires scanning the same tissue region with multiple single-element spherically focused sources. Because this would be difficult to achieve in vivo, we re-derive the algorithm in this section by applying multiple Gaussian-shaped filtering functions to the echoes from a single source.

Our original algorithm was derived by first assuming that the backscattered power spectrum returned from a tissue region was approximately Gaussian. Therefore, after correcting for local attenuation and diffraction effects in the scattering region, the backscattered power spectrum would be given by [16], [17]
where \( f_0 \) is the expected spectral peak frequency and \( \sigma_0^2 \) is the bandwidth of the backscattered spectrum. In this equation, \( k \) is the wave number, \( \alpha_o \) is the effective attenuation coefficient for the intervening tissue layers between the ultrasound source and the ROI, and \( z_T \) is the distance between the aperture plane of the source and the ROI. \( |V_{\text{plane}}(f)|^2 \) is the backscattered power spectrum that would be returned from a rigid plane placed at the focal plane in a water bath and captures the power spectrum of the transmitted signal and the frequency response of the ultrasound source. Because the backscattered power spectrum is assumed to be Gaussian, \( k^2|V_{\text{plane}}(f)|^2 \propto \exp\left(-\frac{(f-f_0)^2}{2\sigma_0^2}\right) \). The final term in the equation, \( F(\omega,a_{\text{eff}}) \), is the form factor that describes the frequency dependence of the backscatter and is related to the tissue microstructure \([2],[18]\). \( F(\omega,a_{\text{eff}}) \) has been shown to be approximately proportional to \( \exp(-A\rho) \) for most scattering models where \( A \sim (2\pi a_{\text{eff}}c)^n \) with \( a_{\text{eff}} \) being the effective radius of the tissue microstructure, \( c \) being the speed of sound in the tissue, and \( n \approx 2 \) \([17]\). Therefore, as was shown in \([16],[17]\), \( f_0 \) and \( \sigma_0^2 \) are given by

\[
\begin{align*}
    f_0 & \approx f_0 - 4z_T \alpha_o \sigma_0^2 - z_T A f_0 \\
    \sigma_0^2 & \approx \frac{\sigma_0^2}{1+An\sigma_0^2}.
\end{align*}
\]

Hence, \( f_0 \) depends on both the attenuation along the propagation path and the frequency dependence of the backscatter, whereas \( \sigma_0^2 \) only depends on the scattering.

After applying a Gaussian filter, the backscattered power spectrum from (1) is given by

\[
E \left[ |V_{\text{scan}}(f)|^2 \right]_{\text{Compensated, Filtered}} \propto \exp\left(-\frac{f-f_c^2}{2\sigma^2} - \frac{(f-f_0)^2}{2\sigma_0^2}\right) \exp\left(-\frac{(f-f_0)^2}{2\sigma_0^2}\right),
\]

where \( f_c \) and \( \sigma_c^2 \) correspond to the center frequency and bandwidth of the filter, respectively. Eq. (3) can be simplified by multiplying out the terms in the exponent and removing any terms that are constants with respect to frequency, yielding

\[
E \left[ |V_{\text{scan}}(f)|^2 \right]_{\text{Compensated, Filtered}} \propto \exp\left(-\frac{1}{2\sigma_c^2} \left(f^2 - 2f_c f + \frac{f_c^2}{\sigma_c^2} \cdot f + \frac{f_0^2 - 2f_0 f + f_0^2}{\sigma_0^2} \cdot \frac{f_0^2 - 2f_0 f + f_0^2}{\sigma_0^2}\right)\right),
\]

where \( f_0 \) is the expected spectral peak frequency and \( \sigma_0^2 \) is the bandwidth of the backscattered spectrum. In this equation, \( k \) is the wave number, \( \alpha_o \) is the effective attenuation coefficient for the intervening tissue layers between the ultrasound source and the ROI, and \( z_T \) is the distance between the aperture plane of the source and the ROI. \( |V_{\text{plane}}(f)|^2 \) is the backscattered power spectrum that would be returned from a rigid plane placed at the focal plane in a water bath and captures the power spectrum of the transmitted signal and the frequency response of the ultrasound source. Because the backscattered power spectrum is assumed to be Gaussian, \( k^2|V_{\text{plane}}(f)|^2 \propto \exp\left(-\frac{(f-f_0)^2}{2\sigma_0^2}\right) \). The final term in the equation, \( F(\omega,a_{\text{eff}}) \), is the form factor that describes the frequency dependence of the backscatter and is related to the tissue microstructure \([2],[18]\). \( F(\omega,a_{\text{eff}}) \) has been shown to be approximately proportional to \( \exp(-A\rho) \) for most scattering models where \( A \sim (2\pi a_{\text{eff}}c)^n \) with \( a_{\text{eff}} \) being the effective radius of the tissue microstructure, \( c \) being the speed of sound in the tissue, and \( n \approx 2 \) \([17]\). Therefore, as was shown in \([16],[17]\), \( f_0 \) and \( \sigma_0^2 \) are given by

\[
\begin{align*}
    f_0 & \approx f_0 - 4z_T \alpha_o \sigma_0^2 - z_T A f_0 \\
    \sigma_0^2 & \approx \frac{\sigma_0^2}{1+An\sigma_0^2}.
\end{align*}
\]

Hence, \( f_0 \) depends on both the attenuation along the propagation path and the frequency dependence of the backscatter, whereas \( \sigma_0^2 \) only depends on the scattering.

After applying a Gaussian filter, the backscattered power spectrum from (1) is given by

\[
E \left[ |V_{\text{scan}}(f)|^2 \right]_{\text{Compensated, Filtered}} \propto \exp\left(-\frac{f-f_c^2}{2\sigma^2} - \frac{(f-f_0)^2}{2\sigma_0^2}\right) \exp\left(-\frac{(f-f_0)^2}{2\sigma_0^2}\right),
\]

where \( f_c \) and \( \sigma_c^2 \) correspond to the center frequency and bandwidth of the filter, respectively. Eq. (3) can be simplified by multiplying out the terms in the exponent and removing any terms that are constants with respect to frequency, yielding

\[
E \left[ |V_{\text{scan}}(f)|^2 \right]_{\text{Compensated, Filtered}} \propto \exp\left(-\frac{1}{2\sigma_c^2} \left(f^2 - 2f_c f + \frac{f_c^2}{\sigma_c^2} \cdot f + \frac{f_0^2 - 2f_0 f + f_0^2}{\sigma_0^2} \cdot \frac{f_0^2 - 2f_0 f + f_0^2}{\sigma_0^2}\right)\right),
\]
Recombining the terms in the exponent in (4) yields

\[
E\left[|V_{\text{scat}}(f)|^2\right]_{\text{Compensated, Filtered}} \propto \exp\left(-\frac{(f - f_{oc})^2}{2\sigma_{oc}^2}\right),
\]

(5)

where

\[
\frac{\sigma_{oc}^2}{\sigma_c^2} = \frac{\sigma_c^2}{\left(1 + \frac{\sigma_c^2}{\sigma_w^2}\right)} \frac{f_c + \frac{\sigma_c^2}{\sigma_w^2}}{\sigma_c^2}.
\]

(6)

Similarly, the reference spectrum obtained from the echoes from a rigid plane placed at the focal plane after applying the filter is given by

\[
E\left[|V_{\text{scat}}(f)|^2\right]_{\text{Reference, Filtered}} = k^4|V_{\text{plane}}(f)|^2 \exp \left(-\frac{(f - f_{oc})^2}{2\sigma_{oc}^2}\right)
\]

\[
\propto \exp\left(-\frac{(f - f_{oc})^2}{2\sigma_{oc}^2}\right) \exp\left(-\frac{(f - f_{oc})^2}{2\sigma_{oc}^2}\right).
\]

(7)

A rigid plane is the simplest reference target for spherically focused transducers, but other references, such as a tissue-mimicking phantom with known scattering and attenuation properties, could also be used. The expression in (7) can be simplified by combining the exponents and keeping only the frequency-dependent terms to preserve the proportionality as was done previously, yielding

\[
E\left[|V_{\text{scat}}(f)|^2\right]_{\text{Reference, Filtered}} \propto \exp\left(-\frac{(f - f_{oc})^2}{2\sigma_{oc}^2}\right),
\]

(8)

where

\[
\frac{\sigma_{oc}^2}{\sigma_c^2} = \frac{\sigma_c^2}{\left(1 + \frac{\sigma_c^2}{\sigma_w^2}\right)} \frac{f_c + \frac{\sigma_c^2}{\sigma_w^2}}{\sigma_c^2}.
\]

(9)

When implementing our algorithm with multiple sources, we found the attenuation by finding the downshift in spectral peak frequency between the backscattered power spectrum from the tissue and the backscattered power spectrum from our reference (i.e.,

\[
\tilde{f}_0 - \tilde{f}_{oc} \approx 4z, \sigma_0\sigma_{oc}^2 + \sigma_{oc}^2 \tilde{f}_0
\]

Therefore, when implementing the algorithm using filtering, the downshift in spectral peak frequency between the filtered spectrum from the tissue and the filtered spectrum from the reference needs to be determined. This downshift is given by
To simplify (10), we can show that the filtered bandwidth from the reference, $\sigma_{oc}^2$, is related to the filtered bandwidth from the tissue, $\sigma_{wc}^2$, by

$$\sigma_{oc}^2 \approx \sigma_{wc}^2 \left(1 + An\sigma_{wc}^{-2}\right),$$

where we have only kept the first-order terms in $An\sigma_{wc}^2$ as was done previously [16], [17]. The higher-order terms can be neglected because $An\sigma_{wc}^2$ is on the order of $(k_0a_{eff} \cdot (BW_{source}/100))^2$, where $k_0$ is the wave number for the center frequency of the transducer and $BW_{source}$ is the percent bandwidth of the source. Because the frequency dependence of backscattered echoes is dominated by scattering structures with $k_0a_{eff} < 1$ and $BW_{source} < 50\%$ for most sources, $An\sigma_{wc}^2 < 0.25$, allowing the higher-order terms to be ignored. Using this approximation, (10) becomes

$$\left(f_{oc} - f''_{oc}\right) = \left(f_0 - f''_{o}\right) \frac{\sigma_{wc}^2}{\sigma_{oc}^2} + \left(f_c - f_{o}\right) An\sigma_{wc}^{-2} \frac{\sigma_{wc}^2}{\sigma_{oc}^2}.$$

If we then substitute in $f_0 - f''_{o} \approx 4z_{1}\alpha_{o}\sigma_{o}^{-2} + \alpha_{o}^2 f_{oc}$ found previously, and continue to neglect higher-order terms in $An\sigma_{wc}^2$, (12) can be simplified to yield

$$\left(f_{oc} - f''_{oc}\right) \approx 4z_{1}\alpha_{o}\sigma_{oc}^{-2} + An\sigma_{wc}^{-2} f_{oc},$$

which is very similar to the expression found previously, for which multiple single-element sources were used to find the total attenuation [16], [17]. Therefore, applying multiple filters to a single source is effectively the same as scanning the same tissue with multiple sources, allowing us to implement our algorithm on a single source.

III. Computer Simulation Results Validating SS Algorithm

The implementation of our algorithm using a single source was initially validated using echoes from a 14-MHz, 50% 3 dB bandwidth on transmit, spherically focused source with a 5 cm focal length and an f-number of 4. The source exposed a homogeneous half-space with a sound speed of 1540 m/s and attenuation between 0.1 and 0.9 dB/cm·MHz so that we could assess the dependence of the algorithm on attenuation. The scattering structures within each half-space had Gaussian correlation functions—that is, form factor of $F_\gamma(f,a_{eff}) = e^{-0.827(k_0a_{eff})^2}$—with an $a_{eff}$ from 5 to 55 $\mu$m and were positioned at a density of 250/mm$^3$ (~5 scatterers per resolution cell for a 14-MHz transducer). Each half-space had a constant
attenuation and a single scatterer size. The spectral peak frequency of the echoes received by this source was approximately 6 to 13 MHz depending on the attenuation of the half-space.

In these initial simulations, a total of 3 Gaussian filtering functions were applied to the power spectra spanning the entire usable frequency range. The center frequencies, $f_c$, for these filters were determined automatically by the code from

$$
\begin{align*}
f_1 &= f_{\text{min}} + \frac{f_{\text{max}} - f_{\text{min}}}{4}, \\
f_2 &= f_1 + \frac{f_{\text{max}} - f_{\text{min}}}{4}, \\
f_3 &= f_2 + \frac{f_{\text{max}} - f_{\text{min}}}{4},
\end{align*}
$$

(14)

where $f_{\text{max}}$ and $f_{\text{min}}$ correspond to the largest and smallest frequencies in the $-20$ dB bandwidth of the received power spectrum. Once the values of $f_c$ were set, the bandwidths of the filters, $\sigma_c$, were determined by finding the percent bandwidth that resulted in $f_{\text{min}}$ corresponding to the smallest $-10$ dB frequency for the first filter. All of the filters then used the same percent bandwidth. For each filter,

$$
\xi(f_c) = \frac{f_c - f_{\text{oc}}}{4zT \sigma_{\text{oc}}} \approx \alpha_o + \frac{An}{4zT} f_{\text{oc}}
$$

(15)

was calculated. In addition,

$$
\xi(f_o) = \frac{f_o - f_{\text{oc}}}{4zT \sigma_{\text{oc}}} \approx \alpha_o + \frac{An}{4zT} f_{o}
$$

(16)

was also found from the unfiltered spectrum, providing 4 distinct values $\xi$ which could be used to find $\alpha_o$. The selection of the number of filters applied and the determination of the percent bandwidth of the filters (i.e., $f_{\text{min}}$ corresponding to $-10$ dB frequency for first filter) was not optimized in this study, because our goal was to only demonstrate the feasibility of the algorithm. It may be possible to further improve the performance of the algorithm by optimizing these parameters in the future.

Also, to reduce the impact of deviations of the spectra from the Gaussian approximation away from the spectral peak, the spectra from the reference and the tissue were aligned by initially finding an approximate value for the attenuation given by [17]

$$
\alpha_{\text{guess}} = \text{mean} \left\{ \xi(f_o) \right\}.
$$

(17)

The reference power spectrum was then multiplied by $\exp(-4\alpha_{\text{guess}}zTf)$ so that the spectral peaks of the sample and the reference would be in the same frequency bands. The intermediate step of first finding an approximate value for the attenuation reduces the impact of variations in spectral shape from the Gaussian approximation.

When we first developed our algorithm for multiple sources, we found that the optimal window length (i.e., spatial resolution) was 4.36 mm for our frequency range and the optimal number of power spectra to average to estimate $E[|V_{\text{scat}}(\hat{f})|^2]_{\text{compensated}}$ was 25 [16]. However, a single source cannot cover the same bandwidth as multiple sources, resulting in
less information being available for the algorithm. Therefore, we decided to re-determine the optimal window length and number of echoes for our SS algorithm. The optimization was done using 1000 echoes from the simulated half-spaces with attenuations from 0.1 to 0.9 dB/cm-MHz and an effective scatterer radius of 25 μm. Initially, the number of independent RF echoes used to determine $E[|V_{\text{scat}}(f)|^2]_{\text{compensated}}$ was set to 100 and the window length used to gate the echoes was varied from 2.2 to 8.8 mm, as shown in Fig. 1. The precision of the SS algorithm is fairly constant with increasing window length, whereas the accuracy continues to improve until stabilizing around 6 mm. Therefore, we selected a window length of 6.6 mm, just past the stabilization point, as the optimal value for the remaining simulations. A window length of 6.6 mm corresponds to approximately $60\lambda$ at the 14 MHz spectral-peak transmit frequency of our source and corresponds to 26 to 56$\lambda$ for the received signal depending on the attenuation of the half-space (recall that the spectral peak frequency varied from 6 to 13 MHz depending on the attenuation).

After determining the optimal window length, the number of echoes used to determine $E[|V_{\text{scat}}(f)|^2]_{\text{compensated}}$ was varied from 10 to 100, with the results shown in Fig. 2. When varying the number of echoes, the accuracy of the algorithm is constant but the precision improves as the number of echoes increases. However, the improvement in precision is minimal after about 40 to 50 echoes, therefore 50 echoes was selected as the optimal value in the rest of the simulations.

After determining the optimal number of echoes and window length, the performance of the algorithm for varying scatterer sizes was determined by utilizing the echoes from the half-spaces with an attenuation of 0.5 dB/cm-MHz and scatterer effective radii from 5 to 55 μm. The accuracy and precision of the algorithm for these cases is shown in Fig. 3. The algorithm is able to accurately estimate the total attenuation slope independent of scatterer size. However, there is still a slight degradation in the accuracy of the algorithm as the scatterer size increases. This is likely caused by neglecting higher-order terms in $A_n\sigma_s^2$, which is proportional to the square of scatterer size.

### IV. Tissue-Mimicking Phantom Experiment Validating SS Algorithm

After completing the computer simulations, phantom experiments were conducted using a single spherically focused transducer (Panometrics-NDT Immersion Transducer, Olympus NDT Inc., Waltham, MA) to validate the algorithm. The ultrasound transducer had a focal length of 5.14 cm, as measured by maximizing the echoes received from a rigid plane in the focal region. The center frequency for the transducer was 7.5 MHz, as measured when the plane was placed at the focus. The pulse-echo data was obtained via a pulser/receiver (Panametrics Model 5900, Panametrics, Inc., Waltham, MA) connected to an oscilloscope (DPO2014, Tektronix, Inc., Beaverton, OR) which saved the echoes to a computer. The computer also controlled a custom three-axis positioning system (Velmex, Inc., Bloomfield, NY) which scanned the transducer across the surface of the phantom in a raster scan pattern with a step size of 0.5 mm. The phantom used in the experiments was a standard GAMMEX 406 LE (Middleton, WI). The scattering targets in this phantom are glass beads (~160 beads/mm$^3$) with a mean diameter of 35 μm embedded in a background material made from condensed milk and gel [19]. The 406 LE phantom has two different separated regions with attenuations of 0.5 and 0.7 dB/cm-MHz, as reported by the manufacturer and independently confirmed in previous experiments. In our current experiment, backscattered ultrasound echoes were only obtained from the 0.5-dB/cm-MHz region.

In the experiment, 500 echoes were obtained with the focus of the transducer positioned 2.23 cm into the phantom. This depth was selected so that none of the reverberations from the surface of the phantom would be in the focal region while insuring a reasonable signal-
to-noise ratio (SNR) for our echoes. The SNR was found to quickly degrade as we moved the focus deeper into the phantom because of the relatively low power available from our pulser/receiver. The maximum excitation available from our 5900 is a 32 μJ impulse. To further improve our SNR, the echoes were averaged 512 times by the scope before being transferred to the computer during the scan. Our final SNR was approximately 34 dB, as determined by comparing the echo data from the phantom to the noise signal on the scope when the transducer was transmitting into a large water bath.

After obtaining the echoes, the data was windowed with a rectangular window centered at the focus and grouped into sets to yield estimates of the backscattered power spectrum. The width of the rectangular window was varied from 10 to 70λ (2.05 to 14.4 mm) in steps of 5λ, where λ was the wavelength at 7.5 MHz (spectral-peak frequency for transducer) in the phantom. Recall that the optimal window length in our computer simulations was ~60λ. Initially, 50 echoes were combined in each set yielding 10 estimates for the power spectrum. Later, the number of echoes per set was reduced to experimentally determine the impact on the accuracy and the precision of the algorithm. After calculating the power spectrum, the spectra were corrected for focusing and local attenuation as has been described previously [18], [20], [21]. In addition, the spectra were also compensated for transmission through the acoustic window of the phantom using transmission coefficients reported in [22]. An example power spectrum received from the phantom using 50 echoes per set and a rectangular window size of 12.3 mm (~60λ) is shown in Fig. 4. In all of our power spectra from the phantom, we observed a secondary spectral peak around 1.5 MHz which is indicated the circle in Fig. 4. This sub-peak was not observed in our reference spectrum obtained by placing a rigid planar target in the focal plane and may be due to electrical interference from some unknown source in the building at the time of the experiment. Because the source of the sub-peak was not known and the peak was located at the edge of our usable spectrum, we decided to only use frequency values greater than 2.4 MHz in addition to our previous constraint of using only the −20 dB bandwidth of the received spectrum. Therefore, \( f_{\text{min}} \) was given by \( f_{\text{min}} = \max([f_{\text{min}}] - 20\text{dB} 2.4 \text{ MHz}) \) when processing the phantom data.

The accuracy and precision of the SS algorithm when implemented with echoes from a tissue-mimicking phantom as a function of rectangular window length is shown in Fig. 5. There is an increase in both accuracy and precision with increasing window length. The improvement in accuracy (Fig. 5, solid curve) is very similar to the improvement observed previously in the computer simulations [Fig. 1(a)]. The improvement in precision with increasing window length observed in the phantom experiments (Fig. 5, error bars) but not the computer simulations [Fig. 1(b)] can possibly be attributed to the smaller number of echoes used to estimate the power spectrum in the phantom experiments when finding the optimal window length (i.e., 50 versus 100). Based on these results, a rectangular window length of 30λ (6.16 mm) was determined to be optimal in the phantom experiments.

After determining the optimal window length, the number of echoes used to estimate the power spectrum in the lateral direction was varied from 5 to 50, with the impact on accuracy and precision shown in Fig. 6. There is a slight improvement in the accuracy and the precision of the estimates with increasing number of echoes, with the optimal value being about 40 to 50 echoes. Although the improvement in precision is expected based on the earlier computer simulations, the slight improvement in the mean with increasing number of echoes is surprising and warrants further study. Regardless, the optimal number of echoes is approximately the same in both the computer simulations and phantom experiments for our algorithm.
V. Discussion

In this paper, we modified an earlier algorithm for estimating total attenuation along the propagation path, which required multiple sources on backscattered echoes, so that it could be implemented using echoes from a single source. This was accomplished by applying multiple Gaussian filters to the backscattered echo data, effectively creating multiple virtual sources. The modified algorithm was then verified using computer simulations and phantom experiments. When using the optimal number of echoes to estimate the power spectrum and the optimal window length to restrict the echoes to a finite region of interest, the accuracy of the attenuation estimates was found to be better than 5% and the standard deviation of the estimates was found to be better than 10% in both the simulations and phantom experiments. Therefore, our algorithm can successfully determine the total attenuation along the propagation path using echoes from a single source, as would be the most conducive for clinical implementation.

When testing the algorithm, we observed that the optimal window size used to gate the time domain waveforms in the computer simulations was 60\(\lambda\) (6.6 mm), but the optimal window length in the phantom experiments was only 30\(\lambda\) (6.16 mm). Although the optimal window length in millimeters is similar, the length in wavelengths is very different. The apparent difference results because the important parameter when setting the window length is the length of the pulse, not the wavelength of the pulse. Fig. 7 shows the normalized pulses received from a rigid plane placed at the focal plane (i.e., reference echoes) for the transducer used in the simulations and the phantom experiments. Notice that both pulses have approximately the same length (~0.3 \(\mu \text{s}\)). Because the pulse lengths are the same, it makes sense that the optimal window lengths would also be the same (i.e., ~6 mm or 13 pulse lengths).

Another surprising feature of both our computer simulations and our phantom experiments is the slight bias in the mean as the amount of data used to obtain the estimates is reduced. For example, in Figs. 1 and 5 the mean attenuation error increases with decreasing window length. This decrease does not correspond to spectral distortions caused by convolving the spectrum with the windowing function, because these distortions have been shown to only be significant for window lengths less than ~10\(\lambda\) [14], [21]. Therefore, further study is needed to determine the origin of this bias in the estimates with decreasing window length.

Although the algorithm presented in this study is performing well thus far, several concerns need to be evaluated before the algorithm can be implemented in the clinic. First, the algorithm needs to be modified and implemented on echoes using a clinical array as opposed to the single-element spherically focused sources used in this study. The main challenge when using arrays would be the need for a tissue-mimicking phantom as opposed to a rigid plane placed at the focal plane when acquiring a reference spectrum for the ultrasound source. Second, the algorithm assumes that the total attenuation along the propagation path is linearly dependent on frequency (i.e., \(a_{\text{total}} \equiv a_{\text{tf}} + a_{\text{p}}\)). The algorithm then finds the attenuation slope, \(a_{\text{p}}\), which is the only parameter needed in most tissue characterization applications. Although the linear approximation is valid over the bandwidth of most sources [23], the attenuation of tissue is inherently nonlinear. Therefore, the impact of a nonlinear frequency-dependent attenuation on the performance of the algorithm and subsequent tissue characterization applications needs to be evaluated. Lastly, the validation of the algorithm thus far has been with echoes with relatively high SNR (approximately 30 dB). Some of the echoes in clinical applications would have considerably poorer SNR, resulting in less usable bandwidth over which to apply the Gaussian filters and degrading the accuracy and the precision of the algorithm. This degradation with SNR should be quantified in the future.
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Fig. 1.
The (a) accuracy and (b) precision of the SS algorithm in decibels per megahertz versus window length used to gate the time domain waveforms for half-space attenuations of 0.1 to 0.9 dB/cm-MHz for a scatterer size of 25 μm when grouping the waveforms into sets of 100 when determining $E[|V_{\text{scat}}(f)|^2]_{\text{compensated}}$. 
Fig. 2. The (a) accuracy and (b) precision of the SS algorithm in decibels per megahertz versus the number of echoes used to determine $E[|V_{\text{scat}}(f)|^2]_{\text{compensated}}$ for half-space attenuations of 0.1 to 0.9 dB/cm-MHz for a scatterer size of 25 μm when using a window length of 6.6 mm to gate the time-domain waveform.
Fig. 3. Plot of mean and standard deviation of error in attenuation slope in (a) percent and in (b) decibels per megahertz versus the effective radius of the scatterers in the half-space for the SS algorithm. The window length used in this simulation was 6.6 mm, and 50 independent echoes were used when estimating the power spectra. The error bars correspond to one standard deviation above and below the mean value.
Fig. 4.
Example power spectrum from the phantom using a rectangular window of 12.3 mm (~60λ) and grouping the waveforms into sets of 50 when determining E[|V_{\text{scat}}(f)|^2]_{\text{compensated}}. The circle corresponds to a secondary spectral peak that was observed in all of our spectra from the phantom but was not present in our reference echoes obtained by placing a rigid plane in the focal plane.
Fig. 5.
Plot of mean and standard deviation of error in attenuation slope in (a) percent and in (b) decibels per megahertz versus the rectangular window length used to gate the time-domain signals for echoes from the 0.5 dB/cm-MHz tissue-mimicking phantom with the focus of the transducer positioned 2.23 cm into the phantom using the SS algorithm. Fifty independent echoes were used when estimating the power spectra. The error bars correspond to one standard deviation above and below the mean value.
Fig. 6.
Plot of mean and standard deviation of error in attenuation slope in (a) percent and in (b) decibels per megahertz versus the number of echoes used to determine $E[|V_{\text{scat}}(f)|^2]_{\text{compensated}}$ for the 0.5 dB/cm-MHz tissue-mimicking phantom with the focus of the transducer positioned 2.23 cm into the phantom using the SS algorithm. The rectangular window length used to gate the time-domain signals was 6.16 mm.
Fig. 7.
Normalized echoes received from a rigid plane placed at the focal plane (i.e., reference echoes) for the transducer simulated in the computer simulations and the transducer used in the phantom experiments.