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On a robust document classification approach using TF-IDF scheme with
learned, context-sensitive semantics.

Abstract

Document classification is a well-known task in information retrieval domain and relies upon various indexing
schemes to map documents into a form that can be consumed by a classification system. Term Frequency-
Inverse Document Frequency (TF-IDF) is one such class of term-weighing functions used extensively for
document representation. One of the major drawbacks of this scheme is that it ignores key semantic links
between words and/or word meanings and compares documents based solely on the word frequencies.
Majority of the current approaches that try to address this issue either rely on alternate representation
schemes, or are based upon probabilistic models. We utilize a non-probabilistic approach to build a robust
document classification system, which essentially relies upon enriching the classical TF-IDF scheme with
context-sensitive semantics using a neural-net based learning component.
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Abstract

Document classification is a well-known task inarrhation
retrieval domain and relies upon various indexdogemes

to map documents into a form that can be consunyed b
classification system. Term Frequency-Inverse Damim
Frequency (TF-IDF) is one such class of term-weighi
functions used extensively for document represimtat
One of the major drawbacks of this scheme is thighbres
key semantic links between words and/or word megmin
and compares documents based solely on the word
frequencies. Majority of the current approacheg thato
address this issue either rely on alternate reptason
schemes, or are based upon probabilistic modelsutize

a non-probabilistic approach to build a robust doent
classification system, which essentially relies omp
enriching the classical TF-IDF scheme with context-
sensitive semantics using a neural-net based tearni
component.

I ntroduction

Documents classification comprises automatic assegr

of a set of documents into predefined classes leprming
system (classifier) that has been trained on sirdégaa-sets

of test documents. Within this context, documeudeiing

is the activity of mapping a document into a form
that can be consumed by a classification systemer&ke
document indexing models exist, many of which rety
feature extraction, dimensionality reduction, orthboln
feature extraction, the associated document isc#ylyi
represented as a feature vector encoding presénoards,
syntactic entities, or semantically linked tagsg @anterm-
weight is computed for each such feature. This
representation, called the bag-of-words approackector
space model is decently effective in relatively ieas
classification tasks and in cases where the doctamen
contains (and are identified by) unambiguous keysor
However, this approach performs poorly when the
document contains closely-linked words like synoaymn
polysemes. The problem arises from the fact thah su
schemes ignore key semantic links between wordsrd w
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meanings and compare documents representationsl base
solely on the word frequencies. Although several
approaches have been proposed to address thisakriti
issue over the past decade, even the best classific
systems have showed only marginal improvement&idn
critical survey on the subject in 2002, Sebastiani
hypothesized:

.. No system is considerably superior to others and
improvements are becoming evolutionary. The
effectiveness of automated text categorization is
unlikely to be improved substantially..

In face of these underlying limitations, one of fwssible
approaches would be to deviate from inductive learn
and achieve a substantially deeper understandinthef
document structure using NLP techniques. However,
before trying to develop such complete understanaifi
natural language text, we try to find out the ektef
improvement in performance that we can achieve
extending the document representation beyond thients
of the document itself using non-probabilistic ayggmhes.
We thus restrict ourselves to the inductive metheuts try
to enrich the TF-IDF vector with extra words (incter
space) that are in tleontextof the document. These words
are acquired by utilizing a neural-net componeat tmas
been trained on(document, word)pairs to determine
whether the wordin the pair is in the context of the
document. This component is modeled by buildingrupo
the notions explained in [1]. In the next sectiae, discuss
some of the related work and prior-art on document
classification, followed by our approach. Then, pvesent
some preliminary results and comparisons and finall
conclude the paper with a discussion on researaftgre

for future work.

by

Related Work

Within the sphere of general textual classificatiearious
attempts have been made to extend the basic bagerdé
approach. There have been studies to augment ht mwit




grams [2] or statistical language models [3]. I thasic
vector-space model, a documentis represented as a
vector instanc&/ (or a sparse instance for efficiency) with
elements of the formg((w), i), whereg (.) is a function of
the frequency of occurrence of the i-th rooted wfirda
dictionary D) for the documenfl. One of the common
implementation ofg is given by TF-IDF methodology,
which definegy (w) w.r.tT as:

g (w) =t . log (N/ dif), where tf denotes the number
of occurrences ofwi in T, N the total number of
documents andjfi denotes the documents in whi@iq
occurs.

Thus, Tf-IDF essentially stresses the similarity tafo
documents if they're composed of the same wordsaand
mentioned before, it doesn't take into considenatioe
semantic links between the words. There have bieeles
on the use of dimensionality reduction techniqusshsas
Probabilistic Latent Semantic (Probabilistic LSApaysis
[4], which seeks a k-generative model for word
occurrences in a document. This method essentiédly to
replace the vector-space model by a latent-spacdeimo
Other variants of Probabilistic LSA have been also
proposed; however, we won't pursue these further &ed
would remark the fact that our approach is unigueugh

in that it focuses on enriching the TF-IDF vectostance
with context-specific and semantically relevant esr
found using a non-probabilistic approach explaiivethe
next section.

Proposed Approach

The approach comprises training Meural Network for
Text RepresentatiorNNTR) and Neural Network for
Document ClassificatiofNNDC), followed by the actual
classification task.

Training NNTR M odel

The first step is to first train a neural-net @ocument,
word) pairs for a training collection of documents and a
dictionaryR of chosen words. The target for the network is
high / low depending on whetheord is in thecontextof

the documentThis context for the training set is decided
by a domain expert, or using one of the approached
mentioned in [5]. The simplest way is to defoentextas a
containment relation and output high if the word is
contained in the document. This network is basedhen
Neural Network for Text Representatiorodel explained

in [1]. It uses one-hot encoding scheme for therd
vectors and TF-IDF for document vectors. Furthenses
three multi-layer perceptrons (MLP), one for word /
document vectors each and one to combine the autput
from the first two MLPs. The intent is to relate a
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distributed and rich representation of words ta thfathe
documents, whenever the word lies within the cantex
the corresponding document.

Training NNDC M odel

Next, we train another neural-net, which would nbe/
used for the actual document classification. We ta
Neural Network for Document Classificatioft is the
creation of the input vector (both for training and
classification) to this network that makes our sgst
unique when compared with other similar implemeores
(explained below).

Let V denote the vector instance created by applying TF-
IDF on an input documefit Then, as before:

V={(g ), i)|i€D} Ouniquey €T

Now, we find out all the semanticaliglevantwords inR
for T byinvokingNNTR (vy, T, ij €R.

We denote the set of all sucalevantwords by Z and
extendD by Z,i.e., D = D [ Z. Further, we modifyV to
reflect all the words in the set Z, wigh(.) value equal to a
parameters to be adjusted during training phase. Let us
denote this modified vector instance\as

Finally, we trainNNDC on the modified vectoY' over all
the test documents.

Implementation Details

The system implementation basically utilizes the k#&/e
library API [6]. We use the core functionality from
MultilayerPerceptronand extend it to create NNTR and
NNDC networks and finally hook it all up in
ContextSensitiveClassifiewe're still working on some of
the implementation aspects concerning the TF-IDterfi
(WordVector) and parser. A brief architectural oxew is
provided in the diagrams below.
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Preliminary Results

We used the20NewsGrouptest data samples for out
experiments. These data sets contain documentpepiou
into directories by their class types. We chose
talk.religion.miscandalt.atheismclasses with reduced set
of 25 documents each, for initial testing. For NNTR
training, we manually added relevant keywords eglab

the two classes. This was relatively hard sincecthraext

of the chosen classes is somewhat overlappi#lgion &
atheism. We compared the averaged precision and recall
for NNDC for inputs as vector instan¥e(simple TF-IDF)
andV' (TF-IDF with NNTR). For testing, NNDC had 4
hidden layers, and a dictionary sizB) (of ~2300. The
table below shows the results obtained. We're gryim
come up with more comprehensive tests on larger and
varied data sets.

Measure Result oimstance | Result on instance
vectorV vectorV’
Precision 0.816 0.889
Recall 0.708 0.827

Discussion and Future Work

A method for document classification based on aickad
version of TF-IDF model was suggested in this papke

key idea used was to add some context-specific svtod
the existing document representation during thenitrg

and classification phases. These context-specifcdsy
were derived from NNTR model explained in [1]. The
overall model is amenable to many enhancements and
investigations. It would be interesting to see\ifthaining
NNTR on larger clusters afordsalong withdocument®r
wordswith subsets of documents (sentences for example),
would it be possible to extract more elaborate
representations from the documents and train more
effectively to classify according to the context. dlso

needs to be seen how much would this approach aéte
larger and more complicated (fuzzier) data sets.
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