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Abstract

We propose a new generalized multiple-instance learning (MIL) algorithm, MICCLLR (multiple-instance class conditional likelihood ratio), that converts the MI data into a single meta-instance data allowing any propositional classifier to be applied. Experimental results on a wide range of MI data sets show that MICCLLR is competitive with some of the best performing MIL algorithms reported in literature.

1. Introduction

Dietterich et al. [5] introduced the multiple-instance learning (MIL) problem motivated by his work on classifying aromatic molecules according to whether or not they are "musky". In this classification task, each molecule can adopt multiple shapes as a consequence of rotation of some internal bonds. Dietterich et al. [5] suggested representing each molecule by multiple conformations (instances) representing possible shapes or conformations that the molecule can assume. The multiple conformations yield a multiset (bag) of instances (where each instance corresponds to a conformation) and the task of the classifier is to assign a class label to such a bag. Dietterich’s proposed solution to the MIL problem is based on the standard multiple-instance assumption, that all the instances in a bag, in order for it be labeled negative, must contain no positively labeled instance, and a positive bag must have at least one positive instance. The resulting classification task finds application in drug discovery, identifying Thoredoxin-fold proteins [19], content-based image retrieval (CBIR) [11, 24, 2], and computer aided diagnosis (CAD) [7].

Several approaches to MIL have been investigated in the literature including a MIL variant of the backpropagation algorithm [14], variants of the k-nearest neighbor (k-NN) algorithm [20], the Diverse Density (DD) method [10] and EM-DD [23] which improves on DD by using Expectation Maximization (EM), DD-SVM [4] which trains an SVM in a feature space constructed from a mapping defined by the local maximizers and minimizers of the DD function, and MI logistic regression (MI/LR) [15]. Most of these methods rely on the assumption that a bag is positive if and only if it has at least one positive instance. Alternatively, a number of MIL methods [21, 17, 3] have a generalized view of the MIL problem where all the instances in a bag are assumed to participate in determining the bag label.

Against this background, we introduce MICCLLR, a new generalized MIL algorithm which relies on class conditional likelihood ratio (CCLLR) statistics derived from the MI training data to map each bag into a single meta-instance and trains a support vector machine (SVM) classifier from the meta-instances data. Our experimental results on a broad range of real world and artificial data sets show that MICCLLR has a consistent and comparable performance to the state-of-the-art MI methods.

The rest of this paper is organized as follows: Section 2 summarizes the formulations of the MIL problem and overviews two related MIL methods, TLC [21] and statistical kernel [8], that uses the same idea of mapping each bag into a single instance. Section 3 introduces our method. Experimental results on data sets from two MI classification tasks and on artificially generated data sets is given in Section 4. Section 5 concludes with a brief summary and discussion.
2 Preliminaries

2.1 Multiple-Instance Learning

In the standard (single-instance) supervised classifier learning scenario, each instance (input to the classifier) is represented by an ordered tuple of attribute values. The instance space \( I = D_1 \times D_2 \times \ldots \times D_n \), where \( D_i \) is the domain of the \( i \)th attribute. The output of the classifier is a class label drawn from a set \( C \) of mutually exclusive classes. A training example is a labeled instance in the form \( \langle X_i, c(X_i) \rangle \) where \( X_i \in I \) and \( c : I \rightarrow C \) is an unknown function that assigns to an instance \( X_i \) its corresponding class label \( c(X_i) \). For simplicity we consider only the binary classification problem in which \( C = \{-1, 1\} \). Given a collection of training examples, \( E = \{\langle X_1, c(X_1) \rangle, \langle X_2, c(X_2) \rangle, \ldots, \langle X_n, c(X_n) \rangle\} \), the goal of the (single-instance) learner is to learn a function \( c^* \) that approximates \( c \) as well as possible.

In the multiple-instance supervised classifier learning scenario, instead of labeling single instances, the task of the classifier is to label a bag of instances. Under standard MIL assumption, a bag is labeled negative if and only if all of its instances are negatively labeled and a bag is labeled positive if at least one of its instances is labeled positive. More precisely, Let \( B_i \) denotes the \( i \)th bag in a set of bags \( B \). Let \( X_{ijk} \in I \) denotes the \( j \)th instance in the bag \( B_i \) and \( X_{ijk} \) be the value of the \( k \)th feature in the instance \( X_{ijk} \). The set of MI training examples, \( E_{MI} \), is a collection of ordered pairs \( \langle B_i, f(B_i) \rangle \) where \( f \) is an unknown function that assigns to each bag \( B_i \) a class label \( f(B_i) \in \{-1, 1\} \). Under the standard MIL assumption \([5]\), \( f(B_i) = -1 \) iff \( \forall X_{ijk} \in B_i, c(X_{ijk}) = -1 \); and \( f(B_i) = 1 \) iff \( \exists X_{ijk} \in B_i \), such that \( c(X_{ijk}) = 1 \). Given \( E_{MI} \), a collection of MI training examples, the goal of the multiple instance learner is to learn a good approximation function of \( f \). It should be noted that the function \( f \) is defined in terms of a function \( c : I \rightarrow C \). However, learning \( c \) from the MI training data is challenging since we have labels only associated with bags and we do not have labels for each instance. In other words, for instances within a negative bag, we can assign a negative label to each instance but for instances in a positive bag, we do not know which of them has a positive label.

2.2 Generalized Multiple-Instance Learning

A generalization of the MIL problem has been considered by Weidmann et al. \([21]\) and Tao et al. \([17]\). In this setting, all the bag instances contribute the label assigned to the bag and negative bags may contain some positive instances. Instead of a single concept, the generalized MIL problem considered a set of underlying concepts and requires a positive bag to have a certain number of instances in each of them. Weidmann et al. \([21]\) explored three different models for the generalized MIL. In presence-based MIL, a positive bag must contain at least one instance in each of the underlying concepts. The threshold-based MIL model requires each positive bag to have a minimum number of instances in each concept. Finally, in the count-based MIL model, the number of instances in each concept is bounded by a lower and lower threshold. It should be noted that the standard MIL problem is a special case of the presence-based MIL problem when the number of concepts is one. Therefore, a generalized MIL classifier is expected to be able to deal with data sets that confirm to the standard MIL assumption. The two-level MIL classifier (TLC) \([21]\) and methods based on MI kernels \([17, 8]\) offer examples of multiple instance learning under the generalized MIL assumption. Several recent papers \([21, 17, 8, 15]\) have reported good performance of these generalized algorithms on the Musk data sets \([5]\) in which the bags are labeled according to the standard MIL assumption.

2.3 Two level classifier

As the name suggests, the “two level classifier” \([21]\) has two classifiers trained from the data at two different levels of abstraction. The first classifier is trained from the MI data at the instance level by assigning the label of each bag to its instances and assigning a weight to each instance such that bags of different size will end up with the same weight. Specifically, each instance in a bag \( B_i \) will be assigned a weight equals \( \frac{1}{|B_i|} \times \frac{N}{b} \), where \( N \) is the total number of instances in the training data and \( b \) is the number of training bags. Weidmann et al. \([21]\) used a pruned decision tree trained form the MI data at the instance level to represent the structure of the instance space. They used the tree to map each training bag into a single meta-instance with a number of attributes equals to the size of the tree. Each attribute in the meta-instance corresponds to a node in the tree and its value is an integer value that counts how many instances in a bag under consideration visited this node during the task of classifying each instance in this bag by the decision tree. Once the training bags have been transformed into a set of meta-instances by the first classifier, the second classifier is trained from the meta-instances data set. In their experiments, Weidman et al. used Logit-boosted decision stumps \([6]\) with 10 boosting iterations as the second level classifier.

2.4 Statistical kernel

Gartner et al. \([8]\) mapped each bag into a single meta-instance using an aggregation function (e.g. mean, median, minimum, maximum, etc.) applied to each instance attribute. The resulting labeled
meta-instances data set is then used to train a SVM classifier. Gartner used a kernel \( k_{\text{stat}} \) defined as
\[
k_{\text{stat}}(B_i, B_j) = k(s(B_i), s(B_j)),
\]
where \( s(B_i) = \{\min_l X_{il}, \min_l X_{iln}, \max_l X_{il}, \ldots, \max_l X_{iln}\} \).
This simple approach of mapping each bag into a meta-instance has two limitations. First, each bag is mapped independently of any other training bags. Therefore, the transformation process of a bag into a single meta-instance does not make use of the other available training data to improve the mapping. Second, the statistical kernel is not applicable to data sets in binary representation because there is a high chance that two bags with different labels will be mapped into a meta-instance with a value of zero for the first \( n \) attributes and a value of one for the remaining attributes.

3 Algorithm

We now proceed to describe MICCLLR, a MIL algorithm that uses CCLLR statistics extracted from the MI training data to map each bag into a single meta-instance. Figure 1 presents the pseudo code for MICCLLR. In step 1, we assign the label of each bag to its instances and associate a weight with each instance such that bags of different sizes will be treated equally. Step 2 estimates the frequencies of each attribute value and class label occurring in the training labeled instances [13]. Step 2 estimates the probability of each attribute value given the instance label. Under Naive Bayes assumption, the posterior probability of each attribute is independent from other attributes given the instance label. Therefore, the posterior probability of each attribute can be easily estimated from the training data using standard probability methods based on relative frequencies of each attribute value and class label occurrences observed in the training labeled instances [13]. Step 3 uses the collected statistics to map each bag into a single meta-instance. Let \( B_i = \{X_{i1}, \ldots, X_{ik}\} \) be a bag of \( k \) instances. Each instance is represented by an ordered tuple of \( n \) attribute values. We define a function \( s \) that maps \( B_i \) into a single meta-instance of \( n \) real value attributes as; \( s(B_i) = \{s_1, s_2, \ldots, s_n\} \) where each meta-instance attribute is computed using Eq. 1. The MI kernel \( K \) is then defined as:
\[
K(B_i, B_j) = k(s(B_i), s(B_j))
\]
where \( k \) is the RBF kernel.

\[
s_q = \frac{1}{k} \ln \sum_{l=1}^{k} \frac{\Pr(X_{ilq} = a_q|e = 1)}{\Pr(X_{ilq} = a_q|e = -1)}
\]  

(1)

Once the MI data has been transformed into a standard supervised learning data, any propositional classifier can be trained from such data. In this work, we used support vector machine (SVM) classifier [18] with an RBF kernel as the propositional classifier. To classify an unlabeled bag \( B \), we first transform it into a single meta-instance using Eq. 1 and then we use the SVM classifier \( h \) to classify the meta-instance.

Algorithm: MICCLLR

Input: A collection of labeled bags \( E_{MI} \)
Output: MIL classifier \( h \)

1. Use \( E_{MI} \) to construct the collection of all instances \( E_{AV} \) by labeling each instance with its bag’s class label and assign to instances in a bag \( B_i \) a weight equal to \( \frac{1}{|B_i|} \), where \( N = \sum |B_i| \) and \( M \) denotes the number of bags in the training data set.

2. Estimate the posterior probabilities of each attribute, \( \Pr(a_q|e_j) \), from \( E_{AV} \).

3. Convert each bag in \( E_{MI} \) to a single meta-instance \( \{s_1, s_2, \ldots, s_n\} \) using Eq. 8.

4. Train an SVM using a kernel \( K \) defined as
\[
K(B_i, B_j) = k(s(B_i), s(B_j))
\]
to build a classifier \( h \) from the set of single meta-instances.

4 Experiments and Results

We implemented MICCLLR and the statistical kernel [8] using the Weka machine learning workbench [22]. For both methods, we trained an SMO classifier with the RBF kernel. We tuned the \( C \) and \( \gamma \) and used the default values for the remaining parameters to get the optimal performance of the SMO classifier. The \( C \) parameter determines the tradeoff between margin maximization and training error minimization. The \( \gamma \) parameter determines the RBF kernel width. To get the best performance out of MICCLLR and statistical kernel classifiers, we applied a grid search over the range \( C = 2^{-5}, 2^{-3}, \ldots, 2^{15}, \gamma = 2^{-15}, 2^{-13}, \ldots, 2^{3} \) to optimize \( C \) and \( \gamma \) parameters by selecting \((C,\gamma)\) pair that yields the highest correlation coefficient (as estimated from a 10-fold stratified cross-validation experiment). We then evaluated the classifiers trained using the optimal values for \((C,\gamma)\) using 10 independent 10-fold cross validation experiments. Each of the 10 independent experiments was set up as a 10-fold stratified cross validation experiment, with a different random seed. The results of each such experiment represent averages over the 10 runs (with each run
using 9 subsets of the bags for training the classifier and the remaining set of bags for evaluating the classifier). The reported results correspond to averages and standard deviations over 10 such 10-fold cross-validation experiments. It is important to note that each of the 10 10-fold cross validation experiments used to evaluate the classifier uses a different random partition of the dataset from each other and from the partition used in the 10-fold cross validation experiment used to optimize the $C$ and $\gamma$ parameters of the classifiers.

### 4.1 Drug Activity prediction

Prediction of drug activity was the first application of the MIL problem [5]. In this classification task, each molecule can adopt multiple shapes (conformations) as a result of the rotation of some internal bonds. Each molecule is represented as a bag of instances where each instance represents a possible conformation of the molecule. A bag is assigned a positive label if and only if at least one of its instances represents an active conformation i.e., one that interacts with a target molecule. Dietterich et al. [5] introduced the Musk data sets, Musk1 and Musk2, which have been used to evaluate almost every MIL method reported in literature. Musk1 has smaller number of bags and smaller number of instances per bag compared with Musk2.

Table 1 compares the performance of MICCLLR and our implementation of the statistical kernel with several MIL methods. It should be noted that many of the reported methods has a performance close to the optimal on one data set but does not perform well on the other data set. Although MICCLLR is not the best classifier on Musk1 or Musk2, its performance in the two data sets is relatively well and close the best reported performance. Compared with the TLC, MICCLLR outperformed the TLC classifier on the two data sets. The statistical kernel has slightly better accuracy on Musk1 than MICCLLR but MICCLLR has a lower standard deviation. MICCLLR is significantly better than the statistical kernel on Musk2 data set.

### 4.2 Content-Based Image Retrieval

In content-based image retrieval (CBIR), the user submits a query image which contains an object of interest and the task of the classifier is to retrieve images that contain the query object from a database of images. For example, the user may submit an image with an elephant and the task is to search a database of images for images containing an elephant. In [11, 24], each image is viewed as a bag of segments. Although there is no one-to-one mapping from objects to image segments, the underlying assumption is that the object of interest (e.g. elephant) is contained in at least one image segment of the target image. In our experiments, we used three CBIR data sets [16]. Each data set corresponds to one of three different categories, namely Elephant, Fox, and Tiger. For each category, the data set has 100 positive and 100 negative example images. In Table 2, we compare our results with EM-DD [23], mi-SVM and MI-SVM [16], MICA [9], and CH-FD [7]. For Elephant and fox data sets, MICCLLR and statistical kernel have the best reported performance while MI-SVM has the best performance on Tiger data set. The statistical kernel is not performing well on the Tiger data set while MICCLLR has a consistent performance on the three data sets.

### 4.3 Artificial Data Sets

In this experiment, we evaluate MICCLLR on the three models of the generalized MIL problem introduced by Weinmann et al [21]. Unlike Musk and CBIR data sets, these artificial data sets have only binary attributes. Therefore, we could not test the statistical kernel on these data sets because the min and max aggregation operators mapped all the bags into the same instance, an instance with zero value in the first $n$ attributes and the value of one in the remaining $n$ attributes.

We followed the procedure described in [21] to generate the artificial data sets. In these data sets, instances are drawn from $\{0, 1\}^{r+i}$, where $r$ is the number of relevant attributes and $i$ denotes the number of irrelevant ones. A
Table 2. Comparison of the performance (% correct ± std. deviation) of MICCLLR and our implementation of statistical kernel, $k_{stat}$, with those of other methods on the CBIR data sets [16].

<table>
<thead>
<tr>
<th>Method</th>
<th>Elephant</th>
<th>Fox</th>
<th>Tiger</th>
</tr>
</thead>
<tbody>
<tr>
<td>MICCLLR</td>
<td>84.4 ± 3.4</td>
<td>63.7 ± 1.8</td>
<td>81.5 ± 2.1</td>
</tr>
<tr>
<td>$k_{stat}$</td>
<td>83.5 ± 0.9</td>
<td>63.3 ± 3.1</td>
<td>78.8 ± 1.1</td>
</tr>
<tr>
<td>EM-DD [16]</td>
<td>78.3</td>
<td>56.1</td>
<td>72.1</td>
</tr>
<tr>
<td>mi-SVM [16]</td>
<td>82.2</td>
<td>58.2</td>
<td>78.9</td>
</tr>
<tr>
<td>MI-SVM [16]</td>
<td>81.4</td>
<td>59.4</td>
<td>84</td>
</tr>
<tr>
<td>MICA [9]</td>
<td>80.5</td>
<td>58.7</td>
<td>82.6</td>
</tr>
<tr>
<td>CH-FD [7]</td>
<td>82.4</td>
<td>60.4</td>
<td>82.2</td>
</tr>
</tbody>
</table>

concept, $c_i$ is represented by a binary string in \{0, 1\}^r. An instance is a member of a concept $c_i$ if and only if its first $r$ attributes match the binary string $c_i$. For each classification task, MICCLLR is trained on five different training sets of 50 positive and 50 negative bags each. Then the average performance, accuracy ± standard deviation of five runs on a test set of 5000 positive and 5000 negative bags is reported. In the following, we report MICCLLR performance on the three generalized MIL problems.

Presence-based MIL. The names of a presence-based data set take the form $c - r - i$ where $c$ is the number of concepts, $r$ and $i$ are the numbers of relevant and irrelevant features respectively. As stated before, the standard MIL problem is a special case of the presence-based MIL where the number of concepts equals one. Table 3 shows that the DD method [10], developed based on the standard MIL assumption, has the best performance on the standard MIL artificial data sets while MICCLLR has the lowest reported performance on these data sets. When the number of concepts is greater than one, Weidmann [21] reported a poor performance of that method and avoided reporting its performance in the remaining data sets. Therefore, the remaining of the results will consider only MI-SVM, TLC, and MICCLLR methods. In Table 4, the performance of each of three methods is comparable to the others except on data sets with zero irrelevant attributes we observe that TLC has a better performance.

Threshold-based MIL. For threshold-based data sets, the names take the form $t_1t_2 \ldots t_n - r - i$, where $t_i$ is the threshold for the $i^{th}$ concept. For example, the threshold-based data set 42-10-5 means that a positive bag must have at least 4 instances in the first concept and 2 instances in the second concept and each instance is composed of 15 features, 10 of them are relevant features. Table 5 shows that both MICCLLR and TLC are competitive to each other and both has a better performance than MI-SVM. However, TLC outperforms MICCLLR on data sets with zero irrelevant attributes.

Count-based MIL. The count-based data set 42-10-5 means that a positive bag is required to have exactly 4 instances in the first concept and 2 instances in the second concept and each instance has 10 and 5 relevant and irrelevant features respectively. In this setting, a bag with 5 and 2 instances that are members in the first and second concepts respectively is considered negative. Therefore, the count-based MIL seems more challenging than the other two problems. In Table 6, the TLC has a good performance only on data sets with zero irrelevant attributes. On the remaining data sets the performance of the three methods is just few percentes above a classifier that randomly assigns labels to the bags.
Table 3. Results for the presence-based MI data sets using only one underlying concept.

<table>
<thead>
<tr>
<th>Data</th>
<th>MI-SVM</th>
<th>TLC</th>
<th>MICCLLR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-5-0</td>
<td>94.35 ± 0.74</td>
<td>100 ± 0</td>
<td>88.7 ± 0.6</td>
</tr>
<tr>
<td>1-5-5</td>
<td>92.26 ± 0.95</td>
<td>100 ± 0</td>
<td>88.4 ± 0.2</td>
</tr>
<tr>
<td>1-5-10</td>
<td>90.74 ± 0.76</td>
<td>100 ± 0</td>
<td>87.9 ± 0.6</td>
</tr>
<tr>
<td>1-10-0</td>
<td>96.2 ± 0.85</td>
<td>97.46 ± 0.92</td>
<td>88.8 ± 0.5</td>
</tr>
<tr>
<td>1-10-5</td>
<td>94.67 ± 1.58</td>
<td>97.57 ± 0.87</td>
<td>89.2 ± 0.6</td>
</tr>
<tr>
<td>1-10-10</td>
<td>91.66 ± 2.3</td>
<td>97.85 ± 0.89</td>
<td>88.6 ± 0.2</td>
</tr>
</tbody>
</table>

Table 4. Results for the presence-based MI data sets using two or three underlying concept.

<table>
<thead>
<tr>
<th>Data</th>
<th>MI-SVM</th>
<th>TLC</th>
<th>MICCLLR</th>
</tr>
</thead>
<tbody>
<tr>
<td>42-5-0</td>
<td>52.78 ± 2</td>
<td>99.55 ± 0.64</td>
<td>52.1 ± 1.1</td>
</tr>
<tr>
<td>42-5-5</td>
<td>52.7 ± 1.04</td>
<td>57.89 ± 11.09</td>
<td>51.7 ± 0.7</td>
</tr>
<tr>
<td>42-5-10</td>
<td>53.83 ± 1.46</td>
<td>57.63 ± 7.64</td>
<td>51.7 ± 0.9</td>
</tr>
<tr>
<td>42-10-0</td>
<td>55.21 ± 1.76</td>
<td>90.89 ± 6.25</td>
<td>52.5 ± 0.6</td>
</tr>
<tr>
<td>42-10-5</td>
<td>54.62 ± 0.5</td>
<td>57.8 ± 8.55</td>
<td>51.7 ± 1.2</td>
</tr>
<tr>
<td>42-10-10</td>
<td>55.59 ± 2.81</td>
<td>51.05 ± 1.6</td>
<td>51.9 ± 0.5</td>
</tr>
<tr>
<td>275-5-0</td>
<td>54.31 ± 2.07</td>
<td>95.15 ± 2.4</td>
<td>54.6 ± 1.9</td>
</tr>
<tr>
<td>275-5-5</td>
<td>51.6 ± 0.45</td>
<td>55.7 ± 6.13</td>
<td>53 ± 1.1</td>
</tr>
<tr>
<td>275-5-10</td>
<td>52.34 ± 0.5</td>
<td>50.33 ± 0.72</td>
<td>52.1 ± 1.2</td>
</tr>
<tr>
<td>275-10-0</td>
<td>54.52 ± 1.54</td>
<td>87.85 ± 4.26</td>
<td>52.9 ± 1.3</td>
</tr>
<tr>
<td>275-10-5</td>
<td>54.5 ± 1.81</td>
<td>54.11 ± 4.79</td>
<td>53.1 ± 0.5</td>
</tr>
</tbody>
</table>

5 Summary and Discussion

We have proposed MICCLLR, a generalized MIL algorithm that uses the class conditional log likelihood ratio (CCLLR) to convert each bag into a single meta-instance. We have conducted extensive experiments on a large number of MIL data sets, including both real-world and artificial data, in order to demonstrate the applicability of our approach. Our results show that MICCLLR has a competitive performance with a large number of MIL methods. We also compared MICCLLR with two MIL methods, TLC [21] and statistical kernel [8], that use the same approach of mapping each bag into a single instance and showed that MICCLLR has a better performance than TLC on Musk data sets, and on artificial data sets with irrelevant attributes. Compared with the statistical kernel, MICCLLR has a consistent performance on the Musk and CBIR data sets while the statistical kernel is not competitive with MICCLLR on Musk2 and Tiger data sets. This can be justified by the fact that MICCLLR is making use of the available training data to map bags into meta-instances while statistical kernel is applying aggregation operators to each bag without considering other available training data. Both TLC and MICCLLR can be applied to data sets with real-value or nominal attributes while the statistical kernel may not be applicable to data sets with binary attributes.

In the current implementation of MICCLLR, in estimating the relevant probabilities, we assume that instances within a bag are independently identically distributed (iid) given the label assigned to the bag. This assumption is unrealistic and unlikely to hold in practice. The consequences of violating the iid assumption as a result of autocorrelation among instances in probability estimation have been explored and addressed in the context of multi-relational learning in the work of [12]. Because the instances within a bag are likely to be autocorrelated, it would be interesting to explore variants of MIL algorithms (including MICCLLR) that use statistical estimators that correct for such autocorrelation.
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