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WORKSHOP INTRODUCTION

This workshop is concerned with how formal (i.e., mathematical) techniques can be or should be used to establish a suitable foundation for the specification and verification of component-based systems. Component-based systems are a growing concern for the software engineering community. Specification and reasoning techniques are urgently needed to permit composition of systems from components. Component-based specification and verification is also vital for scaling advanced verification techniques such as extended static analysis and model checking to the size of real systems. The workshop will consider formalization of both functional and non-functional behavior, such as performance or reliability.

This workshop brings together researchers and practitioners in the areas of component-based software and formal methods to address the open problems in modular specification and verification of systems composed from components. We are interested in bridging the gap between principles and practice. The intent of bringing participants together at the workshop is to help form a community-oriented understanding of the relevant research problems and help steer formal methods research in a direction that will address the problems of component-based systems. For example, researchers in formal methods have only recently begun to study principles of object-oriented software specification and verification, but do not yet have a good handle on how inheritance can be exploited in specification and verification. Other issues are also important in the practice of component-based systems, such as concurrency, mechanization and scalability, performance (time and space), reusability, and understandability. The aim is to brainstorm about these and related topics to understand both the problems involved and how formal techniques may be useful in solving them.

The goals of the workshop are to produce:

1. An outline of collaborative research topics,
2. A list of areas for further exploration,
3. An initial taxonomy of the different dimensions along which research in the area can be categorized. For instance, static/dynamic verification, modular/whole program analysis, partial/complete specification, soundness/completeness of the analysis, are all continuums along which particular techniques can be placed,
4. A web site that will be maintained after the workshop to act as a central clearinghouse for research in this area, and
5. A special issue of the journal Formal Aspects of Computing (published by Springer Verlag). The journal issue will invite revised and expanded versions of selected papers from this and the previous SAVCBS workshop.
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ABSTRACT
Developers of modern distributed, real-time embedded systems are increasingly employing component-based middleware frameworks to cope with the ever increasing size and complexity of mission requirements. Frameworks, such as CORBA and its component model (CCM), raise the level of abstraction at which systems are programmed by directly supporting certain essential non-functional requirements of these applications, such as distribution, and through add-on capabilities, such as services that provide event-driven execution. We describe how such frameworks can be used as a foundation for providing even higher-levels of abstraction in system development that can be leveraged throughout the entire software development process. Specifically, we outline the key goals and capabilities of Cadena, an integrated environment that supports the model-driven development of CORBA-based real-time embedded systems.

1. MODERN EMBEDDED SOFTWARE
As the processing power available in embedded platforms continues to increase, so too does the demand for increasingly capable software to meet challenging mission requirements. Functionality that once was "off loaded" to non-embedded computing nodes is now routinely being deployed in embedded devices. The problems of developing systems that reliably meet stringent timing requirements were hard enough, but now embedded systems developers are confronting the same problems of scale, complexity and distribution that trouble developers in more mainstream application domains. Consequently embedded system developers are adopting standardized component-based development frameworks, such as CORBA, to meet those challenges and adapting them to address timeliness requirements (e.g., [1]). We believe that such frameworks can be enhanced to provide more effective support for the development of highly-reliable embedded software.

To make our discussion more concrete, consider the "push" model of computation used in the BoldStroke middleware [4] which is an adaptation of CORBA. In such a model, a component subscribes to events that signal the availability of data that comprise its inputs, when triggered a component access that data (either from the event payload or via component method calls), it then perform internal calculations and if new values result publishes an event indicating their availability.

For such systems, it is often convenient to divide development into component development, where generic and application specific functionality is implemented and packaged with CCM Interface Definition Language (IDL) defined interfaces, and component integration, where potentially large numbers of components are instantiated and assembled to fulfill the overall system requirements. This division has the advantage that component development can be reduced, in the best case, to implementation of small simple sequential blocks of code. Unfortunately, component integration remains extremely difficult.

CCM IDL and CCM-compliant middleware, such as OpenCCM [2], provide only a limited form of modeling (i.e., defining the input/output structure of component types), yet they are attractive since they automate significant amounts of platform specific coding. To develop a complete working system, however, additional details must be provided as code, such as, component instantiation, event subscription, and component method synchronization. These tasks fall to the component integrator who requires an understanding of global system behavior to define those details. Unfortunately, despite the component nature of middleware frameworks, global reaoning requires consideration of assemblies of component instances; modular reasoning is not well supported. Perhaps surprisingly in event-driven systems, such as the push model described above, even simple control flow relationships, that are syntactically apparent in many system descriptions, are obfuscated by the inversion of control provided by the middleware. This makes it very difficult to determine the functional properties of a system much less properties related to real-time, data-coherence, correct synchronization, etc. Automated analysis of global properties of component assemblies must be available early in the development process for effective component integration.

It is sometimes necessary to compromise natural component and framework abstractions in order to achieve essential system correctness properties or desired levels of performance. For example, when a system contains some instances of a component type that require synchronization
and others that do not, this non-functional aspect forces developers to define variants of the common functional component interface. Fast-path middleware optimizations can often be performed when knowledge about component assembly (e.g., component co-location) is available. Current approaches that delay optimization to run-time miss opportunities for even greater performance that could be achieved by static exploitation of information about component assemblies that is not available in existing IDL. Component and system modeling notations must be enriched to include additional semantics to enable effective analysis and to increase the scope and quality of system synthesis.

In this context, we have developed Cadena an integrated environment intended to support the definition, validation and synthesis of component-based, distributed, real-time, embedded software from high-level structural and behavioral models [3].

2. CADENA GOALS AND CAPABILITIES

The primary goal of Cadena is to address the problems encountered during component integration by (i) providing developers with feedback on system correctness properties early in the development process, (ii) enriching the existing synthesis technologies in middleware frameworks to generate more of the application code-base, and (iii) exploiting information about component assemblies to drive automatic performance optimization.

Our strategy is to exploit existing IDL as a basis for layering additional light-weight specification forms. The intent is to provide a means of balancing developer investment with accrued benefit to help address the high entry-barrier of using formal notations that typically stifles their adoption. Specifically, we have developed a suite of specification forms that describe component instantiation (i.e., naming and parameterization of component types), assembly (i.e., defining instance event subscriptions), rate (i.e., defining instance execution priority), distribution (i.e., defining an instance’s location within the system), dependences (i.e., defining dependencies between component inputs and outputs), states and transitions (i.e., defining component attributes that persist across method executions and transitions of attributes achieved by execution of component methods and event handlers), and synchronization (i.e., defining synchronization policies for component methods) Our approach allows related specifications to be viewed as refinements, for example, one transition system description may refine another or it may refine a dependence specification. Using these forms, a developer may start with IDL and then selectively add focused semantic information to enable specific kinds of analysis and synthesis.

Associated with each of these specification forms is an analysis capability including: event dependence checking (i.e., using dependence and state transition forms to answer queries based on forward/backward slicing/chopping, and to detect anomalous event sequences such as cycles and published events without subscribers), design advice (i.e., heuristic-driven algorithms that use structural properties of component assemblies to generate candidate assignments for instance rate and location assignments), and state-space search (i.e., an abstract parameterizable semantic model of middleware and environment behavior is combined with state transition forms to answer queries about the sequencing of program actions and reachable component states). As more forms are layered onto a system description the analyses consider their composition, for example, state-space search will exploit specified or generated component rate information to eliminate searching infeasible system schedules. When a form is absent the analyses make safe assumptions about the unspecified behavior (e.g., that a component may run at any rate). Additional forms of analysis, such as timing and schedulability analysis, are being integrated into Cadena through external tool APIs.

The goal of these analyses is two-fold: to provide integrators with feedback about system properties and to drive high-quality system synthesis. Cadena is currently capable of synthesizing system configuration code that encodes event subscription, rate and distribution information for Bold-Stroke middleware. Ongoing work is enriching these capabilities to add synthesis of component code from state transition and synchronization policy specifications. This holds the promise of further simplifying component development by reducing it to straight-line sequential code with calls to well-understood library routines to achieve application specific data transformation. Future work includes the definition of customization APIs in middleware frameworks that enable model-driven optimization of execution paths within the middleware. While individual examples of such optimizations, for example replacing publish-subscribe mechanisms with method calls for co-located components, have proven to be very effective, we are working towards more general support for middleware customization.

3. CURRENT STATUS AND ONGOING WORK

Cadena is under active development, but we are making binary releases available to community at http://cadena.projects.cis.ksu.edu. Releases include a tutorial and a variety of example system models. A wide variety of system description and visualization forms are currently supported as are a suite of analyses. Support for system generation is via integration with OpenCCM.

Work on Cadena is supported by the U.S. Army Research Office (DAAD190110564) and by DARPA/IXO’s PCES program (AFRL Contract F33615-00-C-3044). As part of these efforts, we are applying Cadena to model, analyze and generate systems that are representative of actual mission computing systems for fighter aircraft in terms of both their size (more than six hundred components) and complexity (thousands of event publications per scheduling period).
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ABSTRACT
One of the main challenges in components assembly is related to the ability to predict possible coordination policies of the components interaction behavior by only assuming a limited knowledge of the single components computational behavior. Our answer to this problem is a software architecture based approach in which the software architecture imposed on the coordinating part of the system, allows for detection and recovery of COTS (Commercial-Off-The-Shelf) concurrency conflicts and for the enforcing of coordination policies on the interaction behavior of the components into composed system. Starting from the specification of the system to be assembled and of the coordination policies for the components interaction behavior, we develop a framework which automatically derives the glue code for the set of components in order to obtain a conflict-free and coordination policy-satisfying system.

1. INTRODUCTION
One of the main challenges in components assembly is related to the ability to predict possible coordination policies of the components interaction behavior by only assuming a limited knowledge of the single components computational behavior. Our answer to this problem is a software architecture based approach [11, 10] in which the software architecture imposed on the coordinating part of the system, allows for detection and recovery of COTS (Commercial-Off-The-Shelf) concurrency conflicts and for the enforcing of coordination policies on the interaction behavior of the components into composed system. Starting from the specification of the system to be assembled and of the coordination policies for the components interaction behavior, we develop a framework which automatically derives the glue code for the set of components in order to obtain a conflict-free and coordination policy-satisfying system.

Our approach is to compose systems by assuming a well defined architectural style [11] in such a way that it is possible to detect and to fix software anomalies. An architectural style is defined as "a set of constraints on a software architecture that identify a class of architectures with similar features" [4]. Moreover we assume that a specification of the desired assembled system is available and that a precise definition of the coordination policies to enforce exists. With these assumptions we are able to develop a framework that automatically derives the assembly code for a set of components so that, if possible, a conflict-free and coordination policy-satisfying system is obtained. The assembly code implements an explicit software connector (i.e. a coordinator) which mediates all interactions among the system components as a new component to be inserted in the composed system. The connector can then be analyzed and modified in such a way that the concurrency conflicts can be avoided and the specified coordination policies can be enforced on the interaction behavior of the others components into assembled system. Moreover the software architecture imposed on the composed system allows for easy replacement of a connector with another one in order to make the whole system flexible with respect to different coordination policies.

In previous works [11, 10] we limited ourselves to only concurrency conflict avoidance by enforcing only one type of coordination policy namely deadlock-free policy. In [9] we have applied the deadlock-free approach in a real scale context, namely the context of COM/DCOM applications. In this paper we generalize the framework by addressing generic coordination policies of the components into assembled system. In an other work [12] we have applied the framework we show in this paper to an instance of a typical CSCW (Computer Supported Cooperative Work) application, that is a collaborative writing (CW) system we have designed.

The paper is organized as follows. Sections 2 and 3 introduce background notions and, by using an explanatory example,
summarize the method concerning the synthesis of coordinators that are only deadlock-free, already developed in [11, 10]. Section 3.3 contains the main contribution of the paper and, by continuing the explanatory example, formalizes the conflict-free coordination policy-satisfying connectors synthesis. Section 4 presents related works and Section 5 discusses future work and concludes.

2. BACKGROUND
In this section we provide the background needed to understand the approach formalized in Section 3.

2.1 The reference architectural style
The architectural style we use, called Connector Based Architecture (CBA), consists of components and connectors which define a notion of top and bottom. The top (bottom) of a component may be connected to the bottom (top) of a single connector. Components can only communicate via connectors. Direct connection between connectors is disallowed. Components communicate synchronously by passing two type of messages: notifications and requests. A notification is sent downward, while a request is sent upward. A top-domain (bottom-domain) of a component or of a connector is the set of requests sent upward and of received notifications (of received requests received and of notifications sent downward). Connectors are responsible for the routing of messages and they exhibit a strictly sequential input-output behavior\(^1\). The CBA style is a generic layered style. For the sake of presentation, in this paper we describe our approach for single-layer systems. In [11] we show how to cope with multi-layered systems.

2.2 Configuration formalization
To our purposes we need to formalize two different ways to compose a system. The first one is called Connector Free Architecture (CFA) and is defined as a set of components directly connected in a synchronous way (i.e. without a connector). The second one is called Connector Based Architecture (CBA) and is defined as a set of components directly connected in a synchronous way to one or more connectors. In order to describe components and system behaviors we use CCS [14] (Calculus of Communicating Systems) notation. For the purpose of this paper this is an acceptable assumption. Actually our framework allows to automatically derive these CCS descriptions from "HMSC (High level Message Sequence Charts)" and "bMSC (basic Message Sequence Charts)" [1] specifications of the system to be assembled [16, 12]. This derivation step is performed by applying a suitable version of a translation algorithm from bMSCs and HMSCs to LTS (Labelled Transition Systems) [19]. HMSC and bMSC specifications are common practice in real-scale contexts thus CCS can merely be regarded as an internal to the framework specification language. Since these specifications model finite-state behaviors of a system we will use finite-state CCS:

Definition 1. Connector Free Architecture (CFA):
\[
CFA \equiv \left( C_1 \ | \ C_2 \ | \ ... \ | \ C_n \right) \cup \bigcup_{i=1}^{n} \text{Acti},
\]

where for all \(i = 1, ..., n\), \(\text{Acti}\) is the actions set of the CCS process \(C_i\).

\(^1\)Each input action is strictly followed by the corresponding output action.

In Figure 1 we show an example of CFA system and of the corresponding CBA system. The double circled states represent initial states.

![Figure 1: CFA and corresponding CBA](image)

3. APPROACH DESCRIPTION
The problem we want to treat can be informally phrased as follows: given a CFA system \(T\) for a set of black-box interacting components, \(C_i\), and a set of coordination policies \(P\) automatically derive the corresponding CBA system \(V\) which implements every policy in \(P\).

We are assuming that a specification of the system to be assembled is provided. Referring to Definition 1, we assume that for each component a description of its behavior as finite-state CCS term is provided (i.e. LTS Labelled Transitions System). Moreover we assume that a specification of the coordination policies to be enforced exists. In the following, by means of a working example, we discuss our method proceeding in three steps as illustrated in Figure 2.

![Figure 2: 3 step method](image)

The first step builds a connector (i.e. the coordinator) following the CBA style constraints. The second step performs the concurrency conflicts (i.e. deadlocks) detection and recovery process. Finally, the third step performs the enforcing of the specified coordination policies against the conflict-free connector and then synthesizes a coordination policy-satisfying connector. The first two steps concern the approach already developed in our precedent works [11, 10]. Instead the third step concerns the extension of the approach to deal with generic coordination policy. From the latter we can derive the code implementing the coordinator component which is by construction correct with respect to the coordination policies specification.

Note that although in principle we could carry on the second and third step together we decided to keep them separate. Actually, the current framework implementation follows this schema.
3.1 First step: Coordinator Synthesis

The first step of our method (see Figure 2) starts with a CFA system and produces the equivalent CBA system. It is worthwhile noticing that this can always be done [11]. We proceed as follows:

i) for each finite-state CCS component specification in the CFA system we derive the corresponding AC-Graph. AC-Graphs model components behavior in terms of interactions with the external environment. AC-Graph carry on information on both labels and states:

Definition 3. AC-Graph:
Let \((S_i, L_i, \rightarrow_i, s_i)\) be a labelled transition system of a component \(C_i\). The corresponding Actual Behavior (AC) Graph \(AC_i\) is a tuple of the form \((N_{AC_i}, LN_{AC_i}, A_{AC_i}, LA_{AC_i}, S_i)\) where \(N_{AC_i} = S_i\) is a set of nodes, \(LN_{AC_i}\) is a set of state labels, \(LA_{AC_i}\) is a set of arc labels with \(\tau\) \((LA_{AC_i} = L_i \cup \{\tau\})\), \(A_{AC_i} \subseteq N_{AC_i} \times LA_{AC_i} \times N_{AC_i}\) is a set of arcs and \(s_i\) is the root node.

- We shall write \(g \rightarrow h\), if there is an arc \((g, l, h) \in A_{AC_i}\).
  We shall also write \(g \rightarrow h\) meaning that \(g \rightarrow h\) for some \(1 \in LA_{AC_i}\).

- If \(t = l_1 \ldots l_n \in LA_{AC_i}\), then we write \(g \xrightarrow{t} h\), if \(g \xrightarrow{l_1} \ldots \xrightarrow{l_n} h\). We shall also write \(g \xrightarrow{t^*} h\), meaning that \(g \xrightarrow{t^*} h\) for some \(t \in LA_{AC_i}\).

- We shall write \(g \xrightarrow{\tau} h\), if \(g \xrightarrow{\tau^*} h\) for some \(t \in \tau^* \cdot \tau^*\).

In Figure 3 we show the AC-Graphs of the CFA system of our explanatory example. The double-circled states are the initial states. For the transition labels we use a CCS notation (\(a\) is an input action and \(\overline{a}\) is the corresponding output action).

- We are assuming a client-server components setting. \(AC_1\) and \(AC_2\) are the AC-Graphs of the two client components (i.e. \(C_1\) and \(C_2\)). \(AC_3\) is the AC-Graph of the server component (i.e. \(C_3\)). \(C_3\) exports two services, namely \(a\) and \(c\). \(c\) has no return value. \(a\) has either \(b\) or \(d\) as return values. The input actions on \(AC_3\) represent requests of service from the clients while the output actions represent return values towards the clients. The input actions on \(AC_1\) and \(AC_2\) represent return values from the server while the output actions represent requests of service towards the server.

ii) We derive from AC-Graph the requirements on its environment that guarantee concurrency conflict (i.e. deadlock) freedom. Referring to Definition 1, the environment of a component \(C_i\) is represented by the set of components \(C_j\) \((j \neq i)\) in parallel. A component will not be in conflict with its environment if the environment can always provide the actions it requires for changing state. This is represented as AS-Graphs (Figure 4):

Definition 4. AS-Graph:
Let \((N_{AC_i}, LN_{AC_i}, A_{AC_i}, LA_{AC_i}, s_i)\) be the AC-Graph \(AC_i\) of a component \(C_i\), then the corresponding Assumption (AS) Graph \(AS_i\) is \((N_{AS_i}, LN_{AS_i}, A_{AS_i}, LA_{AS_i}, s_i)\) where \(N_{AS_i} = N_{AC_i}\), \(LN_{AS_i} = LN_{AC_i}\), \(LA_{AS_i} = LA_{AC_i}\) and \(A_{AS_i} = \{(\nu, \overline{\nu}, \nu') | (\nu, a, \nu') \in A_{AC_i}\} \cup \{(\nu, d, \nu') | (\nu, d, \nu') \in A_{AC_i}\}\).

Definition 5. EX-Graph: Let \((N_{AS_i}, LN_{AS_i}, A_{AS_i}, LA_{AS_i}, s_i)\) be the AS-Graph \(AS_i\) of a component \(C_i\); we define the connector Expected (EX) Graph \(EX_i\) from the component \(C_i\) the graph \((N_{EX_i}, LN_{EX_i}, A_{EX_i}, LA_{EX_i}, s_i)\), where:

- \(N_{EX_i} = N_{AS_i}\) and \(LN_{EX_i} = LN_{AS_i}\)
- \(A_{EX_i}\) and \(LA_{EX_i}\) are empty
- \(\forall (\mu, a, \nu') \in A_{AS_i}\), with \(\alpha \neq \tau\)
  - Create a new node \(\mu_{new}\) with a new unique label, add the node to \(N_{EX_i}\), and the unique label to \(LN_{EX_i}\)
  - if \((\mu, a, \nu')\) is such that \(\alpha\) is an input action (i.e. \(\alpha = a\), for some \(a\))
    - add the labels \(a\) and \(\overline{a}\) to \(LA_{EX_i}\)
    - add \((\mu, a, \nu_{new})\) and \((\mu_{new}, \overline{a}, \nu')\) to \(A_{EX_i}\)
  - if \((\mu, a, \nu')\) is such that \(\alpha\) is an output action (i.e. \(\alpha = \overline{a}\), for some \(a\))
    - add the labels \(\overline{a}\) and \(a\) to \(LA_{EX_i}\)
    - add \((\mu, a, \nu_{new})\) and \((\mu_{new}, \overline{a}, \nu')\) to \(A_{EX_i}\)
- \(\forall (\mu, \tau, \nu') \in A_{AS_i}\), add \(\tau\) to \(LA_{EX_i}\), and \((\mu, \tau, \nu')\) to \(A_{EX_i}\)

iii) Each EX-Graph represents a partial view (i.e. the single component’s view) of the connector behavior. The EX-Graph for component \(C_i\) (i.e. \(EX_i\)) is the behavior that \(C_i\) expects from the connector. Thus \(EX_i\) has either transitions

![Figure 3: AC-Graphs of the example](image)

![Figure 4: AS-Graphs of the example](image)
labelled with known actions or with unknown actions for $C_i$. Known actions are performed on the channel connecting $C_i$ to the connector. This channel is known to $C_i$ and identified by a number. Unknown actions are performed on channels connecting other components $C_j$ ($j \neq i$) to the connector, therefore unknown from the $C_i$ perspective. These channels are identified by the question mark. We derive the connector global behavior through the following EX-Graphs unification algorithm.

**Definition 6. EX-Graphs Unification:**

- Let $C_1, \ldots, C_n$ be the components in CFA-version of the composed system in such a way that $\{C_1, \ldots, C_h\}$ is the set of null bottom domain components and $\{C_{h+1}, \ldots, C_n\}$ is the set of null top domain components;
- Let $EX_1, \ldots, EX_h, EX_{h+1}, \ldots, EX_n$ be their corresponding EX-Graphs;
- Let $1, \ldots, h, h+1, \ldots, n$ be their corresponding communication channels;
- Let $S_1, \ldots, S_h, S_{h+1}, \ldots, S_n$ be their corresponding current states.

At the beginning the current states are the initial states.

1. Create the actual behavior graph of the connector, with one node (initial state) and no arcs.
2. Set as current states of the components $EX-Graphs$ the respective initial states.
3. Label the connector initial state with an ordered tuple $S_i $.
4. Perform the following unification procedure:

   (a) Let $g$ be the connector current state. Mark $g$ as visited.
   (b) Let $<S_1, \ldots, S_h, S_{h+1}, \ldots, S_n>$ be the state label of $g$.
   (c) Generate the set $TER$ of action terms and the set $VAR$ of action variables so that $t_i \in TER$, if in $EX_1, S_i \xrightarrow{\tau_i} S_i$. Similarly $v_j \in VAR$, if $\exists j$ in such a way that $EX_j, S_j \xrightarrow{v_j} S_j$.
   (d) For all unifiable pairs $(t_i, v_j)$, with $i \neq j$ do:

      i. if $i \in \{1, \ldots, h\}$, $j \in \{h+1, \ldots, n\}$ and they do not already exist then create new nodes (in the connector graph) $g_i, g_j$ with state label

$$<S_1, \ldots, S_h, S_{h+1}, \ldots, S_j, \ldots, S_n>$$

and

$$<S_1, \ldots, S_i, \ldots, S_j, S_{h+1}, \ldots, S_n>$$

respectively,

where in $AS$, $S_i \xrightarrow{\tau_i} S_i'$ and in $AS$, $S_j \xrightarrow{\tau_j} S_j'$;

ii. if $j \in \{1, \ldots, h\}$, $i \in \{h+1, \ldots, n\}$ and they do not already exist then create new nodes (in the connector graph) $g_i, g_j$ with state label

$$<S_1, S_2, \ldots, S_h, S_{h+1}, \ldots, S_{j-1}, \ldots, S_n>$$

and

$$<S_1, S_2, \ldots, S_h, S_{h+1}, \ldots, S_j, \ldots, S_n>$$

respectively,

where in $AS$, $S_i \xrightarrow{\tau_i} S_i'$ and in $AS$, $S_j \xrightarrow{\tau_j} S_j'$;

iii. create the arc $(g, t_i, g_j)$ in the connector graph;

iv. mark $g_i$ as visited;

v. create the arc $(g_i, \tau_j, g_j)$ in the connector graph.

(e) Perform recursively this procedure on all not marked (as visited) adjacent nodes of current node.

In Figure 6 we show the connector graph for the example illustrated in this section. The resulting CBA system is built as defined in Definition 2.

**Figure 5: EX-Graphs of the example**

**Figure 6: Connector graph of the example**

In [11] we have proved that the CBA-system obtained by the connector synthesis process is equivalent to the corresponding CFA-system. To do this we have proved that the CFA-system can be simulated by the synthesized CBA-system (correctness of the synthesis) under a suitable notion of "state based" equivalence called CB-Simulation [11]. The starting point of CB-Simulation is the stuttering equivalence [15]. We have also proved that the connector does not introduce in the system any new logic (completeness of the synthesis).

### 3.2 Second step: Concurrency conflicts avoidance

The second step concerns the concurrency conflicts avoidance, which is performed on the CBA system. In [11], we have proved that if a concurrency conflict (i.e. coordination deadlock) is possible, then this results in a precise connector behavior that is detectable by observing the connector graph. To fix this problem it is enough to prune all the finite branches of the connector transition graph. The pruned connector preserves all the correct (with respect to deadlock freeness) behaviors of CFA-system [11]. In Figure 7 we show the concurrency conflict-free connector graph.

*By definition, both CFA and CBA systems exhibit only $\tau$ transitions.*
3.3 Third step: Coordination policies enforcing

In this section we formalize the third step of the method of Figure 2. This step concerns the coordination policy enforcing on the connector graph.

3.3.1 Generic coordination policies specification:

The behavioral properties we want to enforce are related to behaviors of the CFA system that concern coordination policies of the interaction behavior of the components in the CFA system. The CFA behaviors that do not comply to the specified properties represent behavioral failures. A behavior of the CFA system is given in terms of sequences of actions performed by components in the CFA system. In specifying properties we have to distinguish an action \( \alpha \) performed by a component \( C_i \) with the same action \( \alpha \) performed by a component \( C_j \) \((i \neq j)\). Thus, referring to Definition 1, the behavioral properties (i.e. coordination properties) can only be specified in terms of visible actions of components \( C_i[f_1], C_2[f_2], ..., C_n[f_n] \) for each \( i = 1, ..., n \). \( f_i \) is a relabelling function such that \( f_i(\alpha) = \alpha_i \) for all \( \alpha \in Act_i \) and \( Act_i \) is the actions set for \( C_i \). By referring to the usual model checking approach [5] we specify every property through a temporal logic formalism. We choose LTL [5] (Linear-time Temporal Logic) as specification language. We define \( AP = \{ \gamma : \gamma = l_i \lor \gamma = r_i \text{ with } i \in LAAc_i, i \neq j, i = 1, ..., n \} \) as the set of atomic proposition on which we define the LTL formulas corresponding to the coordination policies. Refer to [5] for the standard LTL syntax and semantics.

3.3.2 Enforcing a coordination policy:

The semantics of a LTL formula is defined with respect to a model represented by a Kripke structure \( K \) a connector model \( KS_K \) that represents the Kripke structure of \( K \). \( KS_K \) is defined as follows:

**Definition 7. Kripke structure of a connector graph \( K \):**

Let \((N, LN, LA, A, k_1)\) be the connector graph \( K \). We define the Kripke Structure of \( K \), the Kripke structure \( KS_K = (N, A, (k_i)_i, LV) \) where \( LV \subseteq 2^\Delta \) with \( LV(k_1) = \{ \alpha_i : LA(\alpha_i, k_1) = \alpha_i \} \). For each \( v \in N \) then \( LV(v) \) is interpreted as the set of atomic propositions true in state \( v \).

In Figure 8, we show the Kripke structure of \( K \). The node with an incoming little-arrow is the initial state. In Section 3.3.1 we have described how we can specify a property in terms of desired CFA behaviors. We have also said that all the undesired behaviors represent CFA failures. Analogously to deadlocks analysis, we can solve behavioral failures of the CFA system that are identifiable in the corresponding CBA system with precise behaviors of the synthesized connector. A connector behavior is simply an execution path into the connector graph. An execution path is a sequence of state’s transition labels. It is worthwhile noticing that the behavioral properties (i.e. coordination properties) that we specify for the CFA system are corresponding to behavioral properties of the connector in the CBA system. In fact every action \( \gamma = \alpha_i \in AP \) can be seen as the action \( \tau \) into the connector graph performed on the communication channel that connects \( C_i \) to the connector. This is true for construction (see Section 3.1). Thus let \( P \) be a behavioral property specification (i.e. LTL formula) for the CFA system, we can translate \( P \) in another behavioral property: \( P_{eba} \). \( P_{eba} \) is automatically obtained by applying the CCS complement operator to the atomic propositions in \( P \). \( P_{eba} \) is the property specification for the CBA system corresponding to \( P \). Then we translate \( P_{eba} \) in the corresponding Büchi Automaton [5] \( B_{P_{eba}} \):

**Definition 8. Büchi Automaton:**

A Büchi Automaton \( B \) is a 5-tuple \( < S, A, \Delta, q_0, F > \), where \( S \) is a finite set of states, \( A \) is a set of actions, \( \Delta \subseteq S \times A \times S \) is a set of transitions, \( q_0 \in S \) is the initial state, and \( F \subseteq S \) is a set of accepting states. An execution of \( B \) on an infinite word \( w = a_0a_1... \) over \( A \) is an infinite sequence \( \sigma = q_0a_1... \) of elements of \( S \), where \( (q_i, a_i, q_{i+1}) \in \Delta, \forall i \geq 0 \). An execution of \( B \) is accepting if it contains some accepting state of \( B \) an infinite number of times. \( B \) accepts a word \( w \) if there exists an accepting execution of \( B \) on \( w \).

Referring to our example we consider the following behavioral property: \( P = F(\tau_1 \land X(\tau_2 \land U \tau_2)) \lor (\tau_3 \land X(\tau_2 \land U \tau_2)) \). This property specifies all CFA system behaviors that guarantee the evolution of all components in the system. It specifies that the components \( C_1 \) and \( C_2 \) can perform the action \( a \) by necessarily using an alternating coordination policy. In other words it means that if the component \( C_1 \) performs an action \( a \) then \( C_1 \) cannot perform \( a \) again if \( C_2 \) has not performed \( a \) and vice versa. The connector to be synthesized will avoid starvation by satisfying this property. In Figure 9 we show \( B_{P_{eba}} \). We recall that \( P_{eba} = F((a_3 \land X(a_1a_2)) \lor (a_2 \land X(a_2a_1))) \); \( p_2 \) and \( p_3 \) are the initial and accepting state respectively.

Given a Büchi Automaton \( A \), \( L(A) \) is the language consisting of all words accepted by \( A \). Moreover to a Kripke structure \( T \) corresponds a Büchi Automaton \( B_T \) [5]. We can derive \( B_{K_{SF}} \) as the Büchi Automaton corresponding to \( KS_K \) (see Figure 9). The double-circled states are accepting states. Given \( B_{K_{SF}} = (N, A', \Delta, \{s\}, N) \) and \( B_P = \)
Let define an accepting (see the path made of bold arrows in Figure 10); we ≤(ample γing connector graph. This graph is constructed by consid-

In Figure 10, we show \( B^{K\text{P}_{\text{cha}}} \) intersection and deadlock-free property-satisfying connector graph of the explanatory example

Finally our method derives from \( B^{K\text{P}_{\text{cha}}} \) intersection the corresponding connector graph. This graph is constructed by considering the execution paths of \( B^{K\text{P}_{\text{cha}}} \) intersection that are only accepting (see the path made of bold arrows in Figure 10); we define an accepting execution path of \( B^{K\text{P}_{\text{cha}}} \) intersection as follows:

Definition 9. Accepting execution path of \( B^{K\text{P}_{\text{cha}}} \) intersection:

Let \( B^{K\text{P}_{\text{cha}}} \) intersection = \( (S \times N, A', \Delta', \{ v, s \}, F \times N) \) be the automaton that accepts \( L(B_{KS}^{\text{PB}}) \cap L(B_{PB}) \). We define an accepting execution path of \( B^{K\text{P}_{\text{cha}}} \) intersection as a sequence of states \( \gamma_i = s_1, s_2, \ldots, s_n \) such that \( \forall i = 1, \ldots, n : s_i \in S \times N \); for \( 1 \leq i \leq n-1, (s_i, s_{i+1}) \in \Delta' \) and \( (s_n, s_1) \notin \Delta' \); and \( \exists k = 1, \ldots, n : k \in F \times N \).

In the following we show the deadlock-free property-satisfying code implementing the methods \( a \) and \( c \) of the connector component \( K \). Even if the property \( P \) of our example considers a coordination policy only for action \( a \), we have to
coordinate also the requests of \( c \) in order to satisfy \( P \). Actually, as we can see in Figure 10, the deadlock-free property-satisfying connector has execution paths in which transitions labelled with \( c \) there exist.

\[
\text{HEURIST c(// param list of a */)} \{
    \text{if(chId == 1) \{ }
        \text{if(chId == 1) \&\& (pState == 0)) \{ }
            \text{return c3Obj->a(// param list of a */);}
        \text{pState = 1; sLbl = 1; //it goes on the state preceding the next}
        \text{//request of a method from a client}
    \text{\} else if((chId == 1) \&\& (pState == 2)) \{ }
        \text{return c3Obj->a(// param list of a */);}
        \text{pState = 0; sLbl = 1; //since it has found an accepting stop node,}
        \text{//it returns to its initial state}
    \text{\} else if(chId == 2) \{ }
        \text{if(chId == 1) \&\& (pState == 1)) \{ }
            \text{return c3Obj->a(// param list of a */);}
        \text{pState = 0; sLbl = 1; //since it has found an accepting stop node,}
        \text{//it returns to its initial state}
    \text{\} else if((chId == 2) \&\& (pState == 0)) \{ }
        \text{return c3Obj->a(// param list of a */);}
        \text{pState = 0; sLbl = 1; //since it has found an accepting stop node,}
        \text{//it returns to its initial state}
    \text{\} }
    \text{return E_HANDLE;}
}\]

In [13] we prove the correctness of the property enforcing procedure. We prove that the CBA-system based on the property-satisfying deadlock-free connector preserves all the property-satisfying behaviors of the corresponding deadlock-free CFA-system.

4. RELATED WORKS

The architectural approach to correct and automatic connector synthesis presented in this paper is related to a large number of other problems that have been considered by researchers over the past two decades. For the sake of brevity we mention below only the works closest to our approach. The most strictly related approaches are in the "scheduler synthesis" research area. In the discrete event domain they appear as "supervisory control" problem [3, 18]. In very general terms, these works can be seen as an instance of a problem similar to the problem treated in our approach. However the application domain of these approaches is sensibly different from the software component domain. Dealing with software components introduces a number of problematic dimensions to the original synthesis problem. There are two main problems with this approach: i) the computational complexity and the state-space explosion and ii) in general the approach is not compositional. The first problem can be avoided by using a logical encoding of the system specification in order to use a more efficient data structure (i. e. BDD (Binary Decision Diagram)) to perform the supervisor synthesis; however the second problem cannot be avoided and only under particular conditions it is possible to synthesize the global complete supervisor by composing modular supervisors. While the state-space explosion is a problem also present in our approach, on the other side we have proved in [11] that our approach is always compositional. It means that if we build the connector for a given set of components and later we add a new component in the resulting system we can extend the already available connector and we must not perform again the entire synthesis process.

Other works that are related to our approach, appear in the model checking of software components context in which CRA (Compositional Reachability Analysis) techniques are largely used [8]. Also these works can be seen as an instance of the general problem formulated in Section 3. They provide an optimistic approach to software components model checking. These approaches suffer the state-space explosion problem. However this problem is raised only in the worst case that may not be the case often in practice. In these approaches the assumptions that represent the weakest environment in which the components satisfy the specified properties are automatically synthesized. However the synthesized environment does not provide a model for the properties satisfying glue code. The synthesized environment may be rather used for runtime monitoring or for components retrieval.

Recently promising formal techniques for the compositional analysis of component based design have been developed [9]. The key of these works is the modular-based reasoning that provides a support for the modular checking of behavioral properties. The goal of these works is quite different from our in fact they are related only to software components interfaces compatibility check. Thus they provide only a check on component-based design level.

5. CONCLUSION AND FUTURE WORKS

In this paper we have described a connector-based architectural approach to component assembly. Our approach focuses on detection and recovery of the assembly behavioral failures. A key role is played by the software architecture structure since it allows all the interactions among components to be explicitly routed through a synthesized connector. We have applied our approach to an example and we have discussed its implications on the actual nature of black-box components. As far as components are concerned we only assumed to have a CCS description of the components behavior. For the purpose of this paper this is an acceptable assumption. However our framework allows to automatically derive these CCS descriptions from specifications that are common practice in real-scale contexts. For behavioral properties we have shown in this paper how to go beyond deadlock. The complexity of the synthesis and analysis algorithm is exponential either in space and time. This value of complexity is obtained by considering the unification process complexity and the size of the data structure used to build the connector graph. At present we are studying better data structures for the connector model in order to reduce their size. By referring to the automata based model checking [5], we are also working to perform on the fly analysis during the connector model building process. Other possible limits of the approach are: i) we completely
centralize the connector logic and we provide a strategy for
the connector source code derivation step that derives a cen-
tralized implementation of the connector component. We
do not think this is a real limit because even if we central-
ize the connector logic we can actually think of deriving a
distributed implementation of the connector component; ii)
we assume that an HMSC and bMSC specification for the
system to be assembled is provided. Although this is reason-
able to be expected, it is interesting to investigate testing
and inspection techniques to directly derive from a COTS
(black-box) component some kind (possibly partial) behav-
ioral specification; iii) we assume also an LTL specification
for the behavioral property to be checked. It is interesting
to find a more user-friendly property specification; for exam-
ple by extending the HMSC and bMSC notations to express
more complex system’s components interaction behaviors.
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ABSTRACT
Compositional proof systems not only enable the stepwise development of concurrent processes but also provide a basis to alleviate the state explosion problem associated with model checking. An assume-guarantee style of specification and reasoning has long been advocated to achieve compositionality. However, this style of reasoning is often non-trivial, typically requiring human input to determine appropriate assumptions. In this paper, we present novel assume-guarantee rules in the setting of finite labelled transition systems with blocking communication. We show how these rules can be applied in an iterative and fully automated fashion within a framework based on learning.
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1. INTRODUCTION
Our work is motivated by an ongoing project at NASA Ames Research Center on the application of model checking to the verification of autonomous software. Autonomous software involves complex concurrent behaviors for reacting to external stimuli without human intervention. Extensive verification is a prerequisite for the deployment of missions that involve autonomy.

Given a finite model of a system and of a required property, model checking can be used to determine automatically whether the property is satisfied by the system. The limitation of this approach, commonly referred to as the “state-explosion” problem [7], is that it needs to store the explored system states in memory, which may be prohibitively large for realistic systems.

Compositional verification presents a promising way of addressing state explosion. It advocates a “divide and conquer” approach where properties of the system are decomposed into properties of its components, so that if each component satisfies its respective property, then so does the entire system. Components are therefore model checked separately. It is often the case, however, that components only satisfy properties in specific contexts (also called environments). This has given rise to the application of assume-guarantee reasoning [16, 21] to model checking [11].

Assume-guarantee reasoning first checks whether a component $M$ guarantees a property $P$, when it is part of a system that satisfies an assumption $A$. Intuitively, $A$ characterizes all contexts in which the component is expected to operate correctly. To complete the proof, it must also be shown that the remaining components in the system, i.e., $M$’s environment, satisfy $A$. Several frameworks have been proposed [16, 21, 6, 14, 24, 15] to support this style of reasoning. However, their practical impact has been limited because they require non-trivial human input in defining assumptions that are strong enough to eliminate false violations, but that also reflect appropriately the remaining system.

In previous work [8], we developed a novel framework to perform assume-guarantee reasoning in an iterative and fully automatic fashion; the approach uses learning and model-checking. To check that a system made up of components $M_1$ and $M_2$ satisfies a property $P$, our framework automatically learns and refines assumptions for one of the components to satisfy $P$, which it then tries to discharge on the other component. Our approach is guaranteed to terminate, stating that the property holds for the system, or returning a counterexample if the property is violated.

This work introduces a variety of sound and complete assume-guarantee rules in the setting of Labeled Transition Systems with blocking communication. The rules are motivated by the need for automating assume-guarantee reasoning. How-
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ever, in contrast to our previous work, they are symmetric, meaning that they are based on establishing and discharging assumptions for both components at the same time. The remainder of this paper is organized as follows. We first provide some background in Section 2, followed by some basic compositional proof rules in Section 3. The framework that automates these rules is presented in Section 4. Section 5 introduces rules that optimize and extend the basic rules. Finally, Section 6 presents related work and Section 7 concludes the paper.

2. BACKGROUND

We use Labeled Transition Systems (LTSs) to model the behavior of communicating components in a concurrent system. In this section, we provide background on LTSs and their associated operators, and also present how properties are expressed and checked in our framework. We also summarize the learning algorithm that is used to automate our compositional verification approach.

2.1 Labeled Transition Systems

Let $Act$ be the universal set of observable actions and let $\tau$ denote a local action unobservable to a component’s environment. An LTS $M$ is a quadruple $\langle Q, \alpha M, \delta, q0 \rangle$ where:

- $Q$ is a non-empty finite set of states
- $\alpha M \subseteq Act$ is a finite set of observable actions called the alphabet of $M$
- $\delta \subseteq Q \times \alpha M \cup (\tau) \times Q$ is a transition relation
- $q0 \in Q$ is the initial state

An LTS $M = \langle Q, \alpha M, \delta, q0 \rangle$ is non-deterministic if it contains $\tau$-transitions or if $\exists (q, a, q’), (q, a, q’’) \in \delta$ such that $q’ \neq q’’$. Otherwise, $M$ is deterministic.

Traces. A trace $t$ of an LTS $M$ is a sequence of observable actions that $M$ can perform starting at its initial state. For $\Sigma \subseteq Act$, we use $t|\Sigma$ to denote the trace obtained by removing from $t$ all occurrences of actions $a \notin \Sigma$. The set of all traces of $M$ is called the language of $M$, denoted $L(M)$. We will freely use the expression “a word $t$ is accepted by $M$” to mean that $t \in L(M)$. Note that the empty word is accepted by any LTS.

Parallel Composition. Let $M = \langle Q, \alpha M, \delta, q0 \rangle$ and $M’ = \langle Q’, \alpha M’, \delta’, q0’ \rangle$. We say that $M$ transits into $M’$ with action $a$, denoted $M \xrightarrow{a} M’$, if and only if $(q0, a, q0’') \in \delta$ and $\alpha M = \alpha M’$ and $\delta = \delta’$.

The parallel composition operator $\parallel$ is a commutative and associative operator that combines the behavior of two components by synchronizing the actions common to their alphabets and interleaving the remaining actions.

Let $M_1 = \langle Q_1, \alpha M_1, \delta_1, q0_1 \rangle$ and $M_2 = \langle Q_2, \alpha M_2, \delta_2, q0_2 \rangle$ be two LTSs. Then $M_1 \parallel M_2$ is an LTS $M = \langle Q, \alpha M, \delta, q0 \rangle$, where $Q = Q_1 \times Q_2$, $q0 = (q0_1, q0_2)$, $\alpha M = \alpha M_1 \cup \alpha M_2$, and $\delta$ is defined as follows, where $a$ is either an observable action or $\tau$ (note that the symmetric rules are implied by the fact that the operator is commutative):

$$M_1 \xrightarrow{a} M_1’, a \notin \alpha M_2$$

$$M_1 \parallel M_2 \xrightarrow{a} M_1’ \parallel M_2’$$

$$M_1 \xrightarrow{a} M_1’, M_2 \xrightarrow{a} M_2’, a \neq \tau$$

$$M_1 \parallel M_2 \xrightarrow{a} M_1’ \parallel M_2’$$

Note. $L(M_1 \parallel M_2) = \{ t | t \chi \alpha M_1 \in L(M_1) \land t \chi \alpha M_2 \in L(M_2) \land t \in (\alpha M_1 \cup \alpha M_2)’ \}$

Properties and Satisfiability. A property is also defined as an LTS $P$, whose language $L(P)$ defines the set of acceptable behaviors over $\alpha P$. An LTS $M$ satisfies $P$, denoted as $M \models P$, if and only if $\forall t \in L(M). t\alpha P \subseteq L(P)$.

2.2 LTSs and Finite-State Machines

As will be described in section 4, our proof-rules require the use of the “complement” of an LTS. LTSs are not closed under complementation (their languages are prefix-closed), so we need to define here a more general class of finite-state machines (FSMs) and associated operators for our framework.

An FSM $M$ is a five tuple $\langle Q, \alpha M, \delta, q0, F \rangle$ where $Q, \alpha M, \delta$, and $q0$ are defined as for LTSs, and $F \subseteq Q$ is a set of accepting states.

For an FSM $M$ and a word $t$, we use $\delta(q, t)$ to denote the set of states that $M$ can reach after reading $t$ starting at state $q$. A word $t$ is said to be accepted by an FSM $M = \langle Q, \alpha M, \delta, q0, F \rangle$ if $\delta(q0, t) \cap F \neq \emptyset$. Note that in the following sections, the term trace is often used to denote a word. The language accepted by $M$, denoted $L(M)$ is the set $\{ t | \delta(q0, t) \cap F \neq \emptyset \}$.

For an FSM $M = \langle Q, \alpha M, \delta, q0, F \rangle$, we use LTS(M) to denote the LTS $\langle Q, \alpha M, \delta, q0 \rangle$ defined by its first four fields. Note that this transformation does not preserve the language of the FSM. On the other hand, an LTS is in fact a special instance of an FSM, since it can be viewed as an FSM for which all states are accepting. From now on, whenever we apply operators between FSMS and LTSs, it is implied that the LTS is treated as its corresponding FSM.

We call an FSM $M$ deterministic if $\text{LTS}(M)$ is deterministic.

Parallel Composition. Let $M_1 = \langle Q_1, \alpha M_1, \delta_1, q0_1, F_1 \rangle$ and $M_2 = \langle Q_2, \alpha M_2, \delta_2, q0_2, F_2 \rangle$ be two FSMS. Then $M_1 \parallel M_2$ is an FSM $M = \langle Q, \alpha M, \delta, q0, F \rangle$, where:

- $\langle Q, \alpha M, \delta, q0 \rangle = \text{LTS}(M_1) \parallel \text{LTS}(M_2)$, and
- $F = \{(s_1, s_2) \in Q_1 \times Q_2 | s_1 \in F_1 \land s_2 \in F_2 \}$.

Note. $L(M_1 \parallel M_2) = \{ t | t \alpha M_1 \in L(M_1) \land t \alpha M_2 \in L(M_2) \land t \in (\alpha M_1 \cup \alpha M_2)’ \}$

Satisfiability. For FSMS $M$ and $P$ where $\alpha P \subseteq \alpha M$, $M \models P$ if and only if $\forall t \in L(M). t\alpha P \subseteq L(P)$.

Complementation. The complement of an FSM (or an LTS) $M$, denoted $\text{co} M$, is an FSM that accepts the complement of $M$’s language. It is constructed by first making
$M$ deterministic, subsequently completing it with respect to $\alpha M$, and finally turning all accepting states into non-accepting ones, and vice-versa. An automaton is complete with respect to some alphabet if every state has an outgoing transition for each action in the alphabet. Completion typically introduces a non-accepting state and appropriate transitions to that state.

2.3 The L* Algorithm

In Section 4, we present a framework that automates compositional reasoning using a learning algorithm.

The learning algorithm (L*) used by our approach was developed by Angluin [2] and later improved by Rivest and Schapire [22]. L* learns an unknown regular language ($U$ over an alphabet $\Sigma$) and produces a deterministic FSM $C$ such that $L(C) = U$. L* works by incrementally producing a sequence of candidate deterministic FSMs $C_1, C_2, ...$ converging to $C$. In order to learn $U$, L* needs a Teacher to answer two type of questions. The first type is a membership query, consisting of a string $\sigma \in \Sigma^*$; the answer is true if $\sigma \in U$, and false otherwise. The second type of question is a conjecture, i.e. a candidate deterministic FSM $C$ whose language the algorithm believes to be identical to $U$. The answer is true if $L(C) = U$. Otherwise the Teacher returns a counterexample, which is a string $\sigma$ in the symmetric difference of $L(C)$ and $U$.

At a higher level, L* creates a table where it incrementally records whether strings in $\Sigma^*$ belong to $U$. It does this by making membership queries to the Teacher. At various stages L* decides to make a conjecture. It constructs a candidate automaton $C$ based on the information contained in the table and asks the Teacher whether the conjecture is correct. If it is, the algorithm terminates. Otherwise, L* uses the counterexample returned by the Teacher to extend the table with strings that witness differences between $L(C)$ and $U$.

L* is guaranteed to terminate with a minimal automaton $C$ for the unknown language $U$. Moreover, each candidate deterministic FSM $C_i$ that L* constructs is smallest, in the sense that any other deterministic FSM consistent with the table has at least as many states as $C_i$. The candidates conjectured by L* strictly increase in size; each candidate is smaller than the next one, and all incorrect candidates are smaller than $C$. Therefore, if $C$ has $n$ states, L* makes at most $n - 1$ incorrect conjectures.

3. COMPOSITIONAL PROOF RULES

3.1 Motivation

In our previous work on assumption generation and learning [12, 8], we used the following basic rule for establishing that a property $P$ holds for a (closed) parallel composition of two software components $M_1$ and $M_2$.

**Rule 0.**

$A_{M_1}$ denotes an assumption about the environment in which $M_1$ is placed.

In [12], we present an approach to synthesizing the assumption that a component needs to make about its environment for a given property to be satisfied. The assumption produced is the weakest, that is, it restricts the environment no more and no less than is necessary for the component to satisfy the property. The automatic generation of weakest assumptions has direct application to the assume-guarantee proof. More specifically, it removes the burden of specifying assumptions manually thus automating this type of reasoning.

The algorithm presented in [12] does not compute partial results, meaning no assumption is obtained if the computation runs out of memory, which may happen if the state-space of the component is too large. We address this problem in [8], where we present a novel framework for performing assume-guarantee reasoning using the above rule in an incremental and fully automatic fashion. The framework iterates a process based on gradually learning assumptions. The learning process is based on queries to component $M_1$ and on counterexamples obtained by model checking $M_1$ and its environment, i.e. component $M_2$, alternately. Each iteration may conclude that the required property is satisfied or violated in the system analyzed. This process is guaranteed to terminate; in fact, it converges to an assumption that is necessary and sufficient for the property to hold in the specific system.

Although sound and complete, Rule 0 is unsatisfactory from an automation point of view since it is not symmetric. We thus considered whether some form of "circular", assume-guarantee like, rule could be developed. For our framework the obvious rule for the parallel composition of two processes, where the assumption of each process is discharged by the commitment (or guarantee) of the other, however, is unsound. Indeed, we demonstrate the unsoundness of the following rule.

**Rule 0m.**

$1: M_1 \parallel A_{M_1} \models P$

$2: M_2 \models A_{M_2}$

$3: P \models A_{M_1}$

$4: P \models A_{M_2}$

$M_1 \parallel M_2 \models P$

Take $M_1$ and $M_2$ each to be the same process $M$ and the property $P$ as illustrated in Figure 1.

Now take as assumption $A_{M_1}$ the behaviour defined by $P$, similarly for $A_{M_2}$. Clearly, premises 3 and 4 hold. And premises 1 and 2 also hold; the parallel composition of $M_1$ with the assumption $A_{M_1}$ constrains its behaviour to be just that of $P$, similarly for premise 2. But unfortunately the conclusion doesn’t hold since, in our framework, $M_1$ composed in parallel with $M_2$ is the behaviour $M$ again; $M$ clearly violates property $P$ since it allows $b$ to occur

$2$It is also unsatisfactory from a formal development point of view!
words $t$ is not accepted by $P$. Clearly, by definition of parallel composition, $t | \alpha M_1$ is accepted by $M_1$. Hence, by premise 1, the trace $t | \alpha M_1$ can not be accepted by $A M_1$, i.e. $t | \alpha A M_1$ is accepted by $co A M_1$. Similarly, by premise 2, the trace $t | \alpha A M_2$ is accepted by $co A M_2$. By the definition of parallel composition and the fact that an FSM and its complement have the same alphabet, $t (| \alpha A M_1 \cup A M_2)$ will be accepted by $co A M_1 \cup co A M_2$. But premise 3 states that there are no common words in the co-sets. Hence we have a contradiction.

Our argument for the completeness of Rule 1 relies upon the use of weakest environment assumptions that are constructed in a similar way to [12]. Let $WA(M, P)$ denote the weakest environment for $M$ that will achieve property $P$. $WA(M, P)$ is such that, for any environment $A$, $M \parallel A \models P$ if and only if $A \models WA(M, P)$.

Lemma 1. $coWA(M, P)$ is the set of all traces over the alphabet of $WA(M, P)$ in the context of which $M$ violates property $P$. In other words, this defines the most general violating environment for $(M, P)$. A violating environment for $(M, P)$ is one that causes $M$ to violate property $P$ in all circumstances.

To establish completeness, we assume the conclusion of the rule and show that we can construct assumptions that will satisfy the premises of the rule. In fact, we construct the weakest assumptions $WA_M^1$, resp. $WA_M^2$, for $M_1$, resp. $M_2$, to achieve $P$, and substitute them for $A M_1$ and $A M_2$. Clearly premises 1 and 2 are satisfied. It remains to show that premise 3 holds. Again we proceed by proof by contradiction. Suppose there is a word $t$ in $L (co W A_M^1 \parallel co W A_M^2)$. By definition of parallel composition, $t$ is accepted by both $co W A_M^1$ and $co W A_M^2$. By Lemma 1, $t | \alpha P$ violates property $P$. Furthermore, there will exist $t_1 \in L (M \parallel \alpha P)$ such that $t_1 | \alpha t = t_1$, where $\alpha t$ is the alphabet of the assumptions. Similarly for $t_2 \in L (M \parallel \alpha P)$, $t_1$ and $t_2$ can then be combined to be a trace $t_3$ of $M_1 \parallel M_2$ such that $t_3 | \alpha t = t_2$. But if that is so, this contradicts the assumed conclusion that $M_1 \parallel M_2 \models P$, since $t$ violates $P$. Therefore, there can not be such a common word $t$ and premise 3 holds.

3Since the context is clear we abbreviate $WA(M, P)$ as $WA_M$.

4. AUTOMATED REASONING

4.1 Framework

For the use of Rule 1 to be justified, the assumptions $A M_1$ and $A M_2$ must be more abstract than the components that they represent, i.e. $M_2$ and $M_1$ respectively, but also strong enough for the three steps of the rule to be satisfied. Developing such assumptions is a non-trivial process. We propose an iterative approach to automate the application of Rule 1. The approach extends the framework of counterexample-based learning presented in [8]. As in our previous work and as supported by the LTSA model checking tool [19], we assume that both properties and assumptions are described by deterministic FSMs; this is not a serious limitation since any non-deterministic FSM can be transformed to a deterministic one via the subset construction.
To obtain appropriate assumptions, our framework applies the compositional rule in an iterative fashion as illustrated in Fig. 2. We use a learning algorithm to generate incrementally an assumption for each component, each of which is strong enough to establish the property $P$, i.e. to discharge premises 1 and 2 of Rule 1.

We have seen in the previous section that Rule 1 is guaranteed to return conclusive results with the weakest assumptions $W A_{M_1}$, resp. $W A_{M_2}$, for $M_1$, resp. $M_2$, to achieve $P$. We therefore use $L^*$ to iteratively learn the traces of $W A_{M_1}$, resp. $W A_{M_2}$. Conjectures are intermediate assumptions $A^i_{M_1}$, resp. $A^i_{M_2}$. As in [8], we use model checking to implement the Teacher needed by $L^*$.

At each iteration, $L^*$ is used to build approximate assumptions $A^i_{M_1}$ and $A^i_{M_2}$, based on querying the system and on the results of the previous iteration. The first two premises of the compositional rule are then checked. Premise 1 is checked to determine whether $M_1$ guarantees $P$ in environments that satisfy $A^i_{M_1}$. If the result is false, it means that this assumption is too weak; i.e. $A^i_{M_1}$ does not restrict the environment enough for $P$ to be satisfied. The assumption therefore needs to be strengthened, which corresponds to removing behaviours from it, with the help of the counterexample produced by checking premise 1. In the context of the next assumption $A^{i+1}_{M_1}$, component $M_1$ should at least not exhibit the violating behaviour reflected by this counterexample. Premise 2 is checked in a similar fashion, to obtain an assumption $A^i_{M_2}$ such that component $M_2$ guarantees $P$ in environments that satisfy $A^i_{M_2}$.

If both premise 1 and premise 2 hold, it means that $A^i_{M_1}$ and $A^i_{M_2}$ are strong enough for the property to be satisfied. To complete the proof, premise 3 must be discharged. If premise 3 holds, then the compositional rule guarantees that $P$ holds in $M_1 \parallel M_2$. If it doesn’t hold, further analysis is required to identify whether $P$ is indeed violated in $M_1 \parallel M_2$ or whether either $A^i_{M_1}$ or $A^i_{M_2}$ are stronger than necessary. Such analysis is based on the counterexample returned by checking premise 3 and is described in more detail below. If an assumption is too strong it must be weakened, i.e. behaviors must be added, in the next iteration. The result of such weakening will be that at least the behavior that the counterexample represents will be allowed by the respective assumption produced at the next iteration. The new assumption may of course be too weak, and therefore the entire process must be repeated.

### 4.2 Counterexample analysis

If premise 3 fails, then we can obtain a counterexample in the form of a trace $t$. Similar to [8], we analyse the trace in order to determine how to proceed. We need to determine whether the trace $t$ indeed corresponds to a violation in $M_1 \parallel M_2$. This is checked by simulating $t$ on $M_i \parallel \co P$, for $i = 1, 2$. The following cases arise. (1) If $t$ is a violating trace of both $M_1$ and $M_2$, then $M_1$ and $M_2$ do indeed have a common bad trace and therefore do not compose to achieve $P$. (2) If $t$ is not a violating trace of $M_1$ or $M_2$ then we use $t$ to weaken the corresponding assumption(s).

### 4.3 Discussion

A characteristic of $L^*$ that makes it particularly attractive for our framework is its monotonicity. This means that the intermediate candidate assumptions that are generated increase in size; each assumption is smaller than the next one, i.e. $|A^i_{M_1}| \leq |A^{i+1}_{M_1}| \leq |WA_{M_1}|$ and $|A^i_{M_2}| \leq |A^{i+1}_{M_2}| \leq |WA_{M_2}|$. However, we should note that there is no monotonicity at the semantic level, i.e. it is not necessarily the case that $L(A^i_{M_1}) \subseteq L(A^{i+1}_{M_1})$ or $L(A^i_{M_2}) \subseteq L(A^{i+1}_{M_2})$ hold.

The iterative process performed by our framework terminates for the following reason. At any iteration, our algorithm returns true or false and terminates, or continues by providing a counterexample to $L^*$. By the correctness of $L^*$, we are guaranteed that if it keeps receiving counterexamples, it will eventually, produce $WA_{M_1}$ and $WA_{M_2}$ respectively.

During this last iteration, premises 1 and 2 will hold by definition of the weakest assumptions. The Teacher will therefore check premise 3, which will return either true and terminate, or a counterexample. Since the weakest assumptions are used, by the completeness proof of Rule 1, we know that the counterexample analysis will reveal a true error, and hence the process will terminate.

It is interesting to note that our algorithm may terminate before the weakest assumptions are constructed via the iterative learning and refinement process. It terminates as soon as two assumptions have been constructed that are strong enough to discharge the first two premises but weak enough for the third premise to produce conclusive results, i.e. to prove the property or produce a real counterexample; these assumptions are smaller (in size) than the weakest assumptions.

### 5. VARIATIONS

In Section 3 we established that Rule 1 is sound and complete for our framework and in Section 4 we showed its applicability for the automated learning approach to compositional verification. However, we need to explore and understand its effectiveness in our automated compositional verifi-
cation approach. In this section we introduce some straightforward modifications to the rule, maintaining soundness and completeness of course, that may remove unnecessary assumption refinement steps and therefore result in a probable overall improvement in performance.

5.1 First Modification
Our first variation, Rule 1a given below, relaxes the third premise by requiring that any common “bad” trace, as far as the assumptions are concerned, satisfies the property $P$. The intuition behind this is that the assumptions may well have been overly restrictive and therefore there may be common behaviours of $M_1$ and $M_2$, ruled out by the assumptions, that do indeed satisfy the property $P$.

**Rule 1a.**

1: $M_1 \parallel A_{M_1} \models P$
2: $M_2 \parallel A_{M_2} \models P$
3: $\mathcal{L}(\text{co}A_{M_1} \cup \text{co}A_{M_2}) \subseteq \mathcal{L}(P)$

$M_1 \parallel M_2 \models P$

**Theorem 2.** Rule 1a is sound and complete.

**Proof.** Follows easily from the soundness and completeness proofs for Rule 1. □

**Rule 1b.**

1: $M_1 \parallel A_{M_1} \models P$
2: $M_2 \parallel A_{M_2} \models P$
3: $M_1 \parallel \text{co}A_{M_1} \models A_{M_2}$ or $M_2 \parallel \text{co}A_{M_2} \models A_{M_1}$

$M_1 \parallel M_2 \models P$

In essence, in this variation, premise 3 effectively now checks whether any trace in the intersection of the co-assumptions is an illegal behaviour of either component, rather than just satisfying the property. Notice that the disjunct $M_1 \parallel \text{co}A_{M_1} \models A_{M_2}$ is equivalent to $\mathcal{L}(\text{co}A_{M_1} \cup \text{co}A_{M_2}) \subseteq \mathcal{L}(M_2)$, similarly for the other disjunct. We’ve used this particular form for the disjuncts because of similarity with assumption discharge.

**Theorem 3.** Rule 1b is sound and complete.

**Proof.** Similar to proofs of Theorems 1 and 2. □

**Incorporation of Rules 1a and 1b.**

Rule 1a can easily be incorporated into our incremental compositional verification framework. Step 3 of Fig. 2 is followed by an extra step, Step 4, for the case when the intersection of the co-assumptions is not empty. Step 4 checks whether the intersection satisfies the given property: if it returns true then we terminate, otherwise continue with counter-example analysis and assumption refinement. In order to incorporate Rule 1b, we simply include a further check to discharge one of the disjuncts of the rule’s third premise.

Clearly these “optimisation”s may result in the verification process terminating after fewer learning iterations. On the other hand there will be some increased overhead in performing the extra checks on each weakening iteration. These issues will be analysed more fully in our future implementation of this incremental approach.

5.2 Further Variation
Suppose we are now given components, $M_1$ and $M_2$, with associated properties, $P_1$ and $P_2$. The following composition rule can be used to establish that property $P_1 \parallel P_2$ holds for $M_1 \parallel M_2$.

**Rule 2.**

1: $M_1 \parallel A_{M_1} \models P_1$
2: $M_2 \parallel A_{M_2} \models P_2$
3: $M_1 \parallel A_{M_1} \models A_{M_2}$
4: $M_2 \parallel A_{M_2} \models M_1$
5: $\mathcal{L}(\text{co}A_{M_1} \cup \text{co}A_{M_2}) = \emptyset$

$M_1 \parallel M_2 \models P_1 \parallel P_2$

where we require $\alpha P_1 \subseteq \alpha M_1$, $\alpha P_2 \subseteq \alpha M_2$, $\alpha A_{M_1} \subseteq \alpha M_1 \cap \alpha M_2$ and $\alpha A_{M_2} \subseteq \alpha M_1 \cap \alpha M_2$.

**Theorem 4.** Rule 2 is sound and complete.

**Proof.** Soundness is established by contradiction, in a similar way to the soundness results for Rules 1a, 1b; 2. We outline the steps. We also abuse and simplify notation by omitting the projections of traces onto the appropriate alphabets.

We assume the properties $P_1$ and $P_2$ are not contradictory, i.e. $\mathcal{L}(P_1 \parallel P_2)$ is not empty, or all behaviours are not erroneous. Further, assume the conclusion does not hold, i.e. $M_1 \parallel M_2 \not\models P_1 \parallel P_2$. There then exists a trace $t$ of $M_1 \parallel M_2$ s.t. $t$ is not accepted by $P_1 \parallel P_2$. There are three sub-cases to consider.

1. $t$ not in $P_1$ and $t$ not in $P_2$
2. $t$ not in $P_1$ and $t$ in $P_2$
3. $t$ in $P_1$ and $t$ not in $P_2$

The first case contradicts premise 5. By premise 1, $t$ not in $P_1$ means $t$ is not a trace of $M_1 \parallel A_{M_1}$. But since $t$ is a trace of $M_1 \parallel M_2$ and hence of $M_1$, then $t$ must be accepted by $\text{co}A_{M_1}$. Similarly, by premise 2, $t$ must be accepted by $\text{co}A_{M_2}$. But this now contradicts premise 5.

For the second case, and similarly for the third case, we will show a contradiction of premise 4, resp. premise 3. As for the first case, by premise 1 if $t$ is not in $P_1$ and $t$ in $M_1$ then $t$ must be accepted by $\text{co}A_{M_1}$. As $t$ in $P_2$, $t$ is accepted by $M_2 \parallel A_{M_2}$. Hence, by premise 4, $t$ is in $A_{M_2}$. But $t$ can’t be both in $A_{M_1}$ and in $\text{co}A_{M_1}$. The mirror argument follows for the third case.

Observe that if premises 3 and 4 were not present, as in the case of rule 1, then soundness is not obtained.
Completeness follows by constructing the weakest assumptions \( W_{A_1} \), resp. \( W_{A_2} \), for \( A_1 \), resp. \( A_2 \), to achieve \( P_1 \), resp. \( P_2 \), and substituting them for \( A_{M_1} \) and \( A_{M_2} \). We can then show that if the rule’s conclusion holds, then so do the premises.

It is interesting to note that if premises 3 and 4 of Rule 2 are modified to be in the more usual form of guarantee discharging assumption, i.e. \( P_1 \models A_{M_2} \) and \( P_2 \models A_{M_1} \), then the rule is not complete.

As was the case with Rule 1, we can weaken premise 5 of Rule 2 to obtain similar rules to Rule 1a and Rule 1b.

6. HISTORICAL PERSPECTIVE

Over two decades ago, the quest for obtaining sound and complete compositional program proof systems, in various frameworks, remained open. The foundational work on proof systems for concurrent programs, for example [3, 20, 18], whilst not achieving compositional rules, introduced key notions of meta-level co-operation proofs and non-interference proofs. These meta-level proofs were carried out using program code and intermediate assertions from the proofs of the sequential processes. Assumption-commitment, or rely-guarantee, style specifications, in addition to pre- and post-conditions, were then introduced to capture the essence of the meta-level co-operation and non-interference proofs, lifting the assumptions that were implicitly made in the sequential proof outlines to be an explicit part of the specification. Program proof systems, built over such extended specifications, were then developed to support the stepwise, or hierarchical, development of concurrent, or distributed, programs, see for example [16, 25, 4, 23]. The development of such compositional proof systems continues to this day and the interested reader should consult [10] for an extensive and detailed coverage.

In recent years, there has been a resurgence of interest in formal techniques, and in particular assume-guarantee reasoning, for supporting component-based design: see for example [9]. Even though various sound and often complete proof systems have been developed for this style of reasoning, more often than not it is a mental challenge to obtain the most appropriate assumptions [15]. It is even more of a challenge to find automated techniques to support this style of reasoning. The thread modular reasoning underlying the Calvin tool [11] is one start in this direction. The Mocha toolkit [1] provides support for modular verification of components.

The problem of generating an assumption for a component is similar to the problem of generating component interfaces to deal with intermediate state explosion in CRA. Several approaches have been defined for automatically abstracting a component’s environment to obtain interfaces [5, 17]. These approaches do not address the incremental refinement of interfaces.

Learning in the context of model checking has also been investigated in [13], but with a different goal. In that work, the L* Algorithm is used to generate a model of a software system which can then be fed to a model checker. A conformance checker determines if the model accurately describes the system.

7. CONCLUSIONS AND FUTURE WORK

Although theoretical frameworks for sound and complete assumption-commitment reasoning have existed for many years, their practical impact has been limited because they involve non-trivial human interaction. In this paper, we have presented a new set of sound and complete proof rules for parallel composition that support a fully automated verification approach based upon such a reasoning style. The automation approach extends and improves upon our previous work that introduced a learning algorithm to generate and refine assumptions based on queries and counterexamples, in an iterative process. The process is guaranteed to terminate, and return true if a property holds in a system, and a counterexample otherwise. If memory is insufficient to reach termination, intermediate assumptions are generated, which may be useful in approximating the requirements that a component places on its environment to satisfy certain properties.

One advantage of our approach is its generality. It relies on standard features of model checkers, and could therefore easily be introduced in any such tool. For example, we are currently in the process of implementing it in the LTSA. The architecture of our framework is modular, so its components can easily be substituted by more efficient ones.

We have implemented our framework within the LTSA tool and over the coming months we will conduct a number of experiments to establish the practical effectiveness of our new composition rule and its variations. We need to understand better the various trade-offs between the increased overhead of additional premise testing and the computational savings from earlier termination of the overall process. In addition, we need to investigate known variants of our rules for N-process compositions, again considering various practical tradeoffs in implementation terms. Of course, an interesting challenge will also be to extend the types of properties that our framework can handle to include liveness, fairness, and timed properties.
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ABSTRACT
When using a component framework, developers need to respect the behavior implemented by the components. Dynamic information such as the description of valid sequences of operations is required. In this paper we propose a mathematical model and a formal language to describe the knowledge about behavior. We rely on a hierarchical model of deterministic finite state-machines. The communication between the machines follows the Synchronous Paradigm. We focus on extension of components, owing to the notion of behavioral substitutability. Our approach relies on compositionality properties to ease automatic verification. From the language and the model, we can draw practical design rules that preserve safety properties. Associated tools may ensure correct and safe reuse of components, as well as automatic simulation and verification, code generation, and run-time checks.
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1. INTRODUCTION
A current trend in Software Engineering is to favor reusability of code and also of analysis and design models. This is mandatory to improve product time to market, software quality, maintenance, and to decrease development cost. The notion of frameworks was introduced as a possible answer to these needs. Basically, a framework is a well-defined architecture composed of generic classes and their relationships. As reusable entities, classes rapidly appeared as too fine grained. Hence, the notion of component frameworks emerged. According to Szyperski [21] a component is “a unit of [software] composition with contractually specified interfaces and explicit context dependencies...”. In the object-oriented approach a component usually corresponds to a collection of interrelated classes and objects providing a logically consistent set of services.

Using a component framework involves selecting, adapting, and assembling components to build a customized application. Thus reusing existing components is a major task. Building on reusability is not straightforward, though: it implies to understand the nature of the contract between the client (i.e., the framework user) and the component. This contract may be the mere specification of a static interface (list of operation signatures), which is clearly not sufficient since it misses the information regarding the component behavior. Adding pre- and post-conditions to operations is an interesting improvement. However, contracts express only behavior local to an operation, making it difficult to comprehend the global valid sequences of operations. The description of such a valid sequence is the essential part of what we call the protocol of use of the framework. This protocol is often more complex than for using, e.g., a simple library. Hence, it is important to provide models and tools to formalize it, reason about it, and manipulate it.

Our work on formalizing component protocols relies on our experience with a framework for knowledge-based system (KBS) inference engines, named BLOCKS [17]. BLOCKS’s objective is to help designers create new engines and reuse or modify existing ones, without extensive code rewriting. It is a set of C++ classes, each one coming with a behavioral description of the valid sequences of operations, in the form of state-transition diagrams. Such a description allowed us to prove invariant properties of the framework, using model-checking techniques. As with other frameworks, the developer adapts BLOCKS classes essentially through subtyping (more exactly, class derivation used as subtyping). The least that can be expected is that the derived classes respect the behavioral protocol that the base classes implement and guarantee. In particular, we want to ensure that an invariant property at the framework base level also holds at the developer’s class level. Thus the notion of behavioral substitutability is central to such a safe use of the framework. To this end we chose to elaborate a formal model of behavioral substitutability so that we may lay design rules on top of it. In this model safety properties are preserved during subtyping. Our aim is to propose a verification algorithm as well as practical design rules to ensure sound framework adaptation.

The paper is organized as follows. The next section details our notion of components and defines their protocols of use. Section 3 presents the mathematical model and the formal language to describe the behavioral part of the protocol. Section 4 illustrates practical design rules drawn from the model. Section 5 briefly compares our approach with other techniques and methods. The conclusion draws perspectives about the development of supporting tools.
2. TARGET FRAMEWORK CHARACTERISTICS

2.1 Notion of Components

In the object-oriented community a component framework is usually composed of hierarchies of classes that the framework user may compose or extend. The root class of each hierarchy corresponds to an important concept in the target domain. In this context, a component can be viewed as the realization of a sub-tree of the class hierarchy: this complies with one of Szyperski’s definitions for components [21].

As a matter of example, let us examine the problem of history management in an object-oriented environment. In our framework (BLOCKS) a history is composed of several successive snapshots, each one gathering the modifications (or deltas) to object attributes that have happened since the previous snapshot (that is during an execution step). It is a rather general view of history management and any framework with a similar purpose is likely to provide classes such as History, Snapshot and Delta, as shown in the UML class diagram of figure 1. Class Snapshot memorizes the modifications of objects during an execution step in its attached Delta set; it displays several operations: memorize the deltas and other contextual information, add a new delta, and add a child snapshot (i.e., close the current step and start a new one).

As a matter of example, let us examine the problem of history management in an object-oriented environment. In our framework (BLOCKS) a history is composed of several successive snapshots, each one gathering the modifications (or deltas) to object attributes that have happened since the previous snapshot (that is during an execution step). It is a rather general view of history management and any framework with a similar purpose is likely to provide classes such as History, Snapshot and Delta, as shown in the UML class diagram of figure 1. Class Snapshot memorizes the modifications of objects during an execution step in its attached Delta set; it displays several operations: memorize the deltas and other contextual information, add a new delta, and add a child snapshot (i.e., close the current step and start a new one).

2.2 Using a Framework

Framework users both adapt the components and write some glue code. They will (non-exclusively) use these components directly, or specialize the classes they contain by inheritance, or compose the classes together, or instantiate new classes from predefined generic ones. Among all these possibilities, class derivation is frequent. It is also the one that may raise the trickiest problems, that is why we shall concentrate on it in the rest of this paper.

When deriving a class the user may either introduce new attributes and/or operations or redefine inherited operations. These specializations should be “semantically acceptable”, i.e., they should respect the framework invariants.

In our example, the Snapshot class originally does not take into account a possible “backtrack” (the “linear” history of Snapshot becomes a “branching” one). This feature is necessary in simulation activities to try different actions or to modify some contextual information and see what happens. To cope with such requirements, the user can derive a BSnapshot class from Snapshot (figure 2). In this example, the inherited operations need no redefinition. BSnapshot defines two new operations: regenerate that reestablishes the memorized values and search that checks whether a condition was true in a previous state. The regeneration feature implies that deltas have the ability to redo and undo their changes; hence the new class BDelta has to be substituted to Delta. Relying on static information in the class diagram of Snapshot (signatures of operations and associations), the framework user obtains the inheritance graph shown on figure 2.

![Figure 1: Simplified UML diagram of class Snapshot](image1)

![Figure 2: UML class diagram of BSnapshot; above, the original classes, below, the derived ones](image2)

2.3 Protocol(s) of Use

Static information is not sufficient to ensure a safe and correct use of a framework: specifying a protocol of use is required. This protocol is defined by two sets of constraints. First, a static set enforces the internal consistency of class structures. UML-like class diagrams provide a part of this information: input interfaces of classes (list of operation signatures), specializations, associations, indication of operation redefinitions, and even constraints on the operations that a component expects from other components (a sort of required interface, something that will likely find its way into UML 2.0). We do not focus on this part of the protocol since its static nature makes it easy to generate the necessary information at compile-time. A second set of constraints describes dynamic requirements: (1) the legal sequences of operation calls, (2) the specification of internal behavior of operations and of sequences of messages these operations send to other components, and (3) the behavioral specification of valid redefinition of operations in derived classes. These dynamic aspects are more complicated to express than static ones and there is no tool (as natural as compiler-like tools for the static case) to handle and check them. While item (1) and partially item (2) are addressed by classical UML state-transition models, the complete treatment of the last two items is more challenging. We shall propose a solution in section 3.

3. BEHAVIOR DESCRIPTION AND BEHAVIOR REFINEMENT

Our approach is threefold. First, we define a mathematical model providing consistent description of behavioral entities. In the model, behavioral entities are whole components, sub-components, single operations, or any assembly of these. Hence, the whole system is a hierarchical composition of communicating behavioral entities. Such a model complements the UML approach and allows to specify the class and operation behavior with respect to class derivation. Second, we propose a hierarchical behavioral specification language to describe the dynamic aspect of components. In the third place, we define a semantic mapping to bridge the gap...
between the specification language and its meaning in the mathematical model.

As already mentioned, our primary intent is to formalize the behavior side of class derivation, in the sense of subtyping\(^3\). In the object-oriented approach, subtyping usually obeys the classical Substitution Principle [13]. This principle has a static interpretation which leads to, for instance, the well-known covariant and contravariant issues for parameters and return types. But it may also be given a dynamic interpretation, leading to behavioral subtyping, or behavioral substitutability [10]. This is the kind of interpretation we need to enforce the dynamic aspect of framework protocols, since it provides a notion of behaviorwise safe derivation.

To deal with behavioral substitutability, we need behavior representation formalisms: we propose to rely on the family of synchronous models [9]. These models are dedicated to specify event-driven and discrete time systems. Such systems interact with their environment, reacting to input events by sending output events. Furthermore, they obey the synchrony hypothesis: the corresponding reaction is atomic; during a reaction, the input events are frozen, all events are considered as simultaneous, events are broadcast and available to any part of the system that listens to them. A reaction is also called an instant. The succession of instants defines a logical time. The major interest of synchronous models is that their verification exhibits a lower computational complexity than asynchronous ones, which is the main reason for our choice.

### 3.1 Mathematical Model of Behavior

Labeled transition systems are usual mathematical models for synchronous languages. These systems are a special kind of finite deterministic state machines (automata) and we shall denote them LFSM for short. In our model, we use LFSMs to represent the state behavior of behavioral entities (classes as well as their operations). Each transition has a label representing an elementary execution step of the entity, consisting of a trigger (input condition) and an action to be executed when the transition is fired. In our case an action corresponds to emitting events, such as calling output events of some component whereas a trigger corresponds to receiving events such as calling an operation.

An LFSM is a tuple \(M = (S, s_0, T, A)\) where \(S\) is a finite set of states, \(s_0 \in S\) is the initial state, \(A\) is the alphabet of events from which the set of labels \(L\) is built, and \(T\) is the transition relation \(T \subseteq S \times L \times S\). We introduce the set \(I\) of input events \(I \subseteq A\) and the set \(O \subseteq A\) of output events (or actions).

#### Labels

\(L\), the set of labels, has elements of the form \(i/o\), where \(i\) is the trigger set and \(o \subseteq O\) the action or output events set; \(i\) has the form \((i^+, \; i^-)\) where \(i^+\) is the positive (input event) set of a label (resp. \(i^-\) the negative (input event) set), consists of the events tested for their presence (resp. for their absence) in the trigger at a given instant.

A trigger contains the information about all the input events, their present or absent at a given instant. Obviously, an event cannot be tested for both absence and presence at the same instant. Thus \((i^+, \; i^-)\) constitutes a partition of \(I\). Moreover, as a consequence of the previous definition of an instant in the synchronous model, an event cannot be tested for absence while being emitted in the same instant. Hence, the following well-formedness conditions on labels:

\[
\begin{align*}
i^+ \cap i^- & = \emptyset \quad \text{(trigger consistency)} \\
i^+ \cup i^- & = I \quad \text{(trigger completeness)} \\
i^- \cap o & = \emptyset \quad \text{(synchrony hypothesis)}
\end{align*}
\]

#### Transitions

Each transition \(s \rightarrow s'\) has three parts: a source state \(s\), a label \(l\), and a target state \(s'\). There cannot be two transitions leaving the same state and bearing the same trigger. Formally, if there are two transitions from the same state \(s\) such that \(s \xrightarrow{i_1/o_1} s_1\) and \(s \xrightarrow{i_2/o_2} s_2\), with \(s_1 \neq s_2\), then \(i_1 \neq i_2\). This rule, together with the label well-formedness conditions, ensure that LFSMs are deterministic. This requirement for determinism constitutes one of the foundations of the synchronous approach and is mandatory for all models and proofs that follow.

### Behavioral Substitutability

The substitutability principle should apply to the dynamic semantics of a behavioral entity–such as either a whole class or one of its (redefined) operations [10, 18]. If \(M\) and \(M'\) are LFSMs denoting respectively some behavior in a base class and its redefinition in a derivative, we seek for a relation \(M' \preceq M\) stating that “\(M'\) safely extends \(M\)”. To comply with inheritance, this relation must be a preorder.

Following the substitutability principle, we say that \(M'\) is a correct extension of \(M\), iff the alphabet of \(M' (A_{M'})\) is a superset of the alphabet of \(M (A_M)\) and every sequence of inputs that is valid \(^4\) for \(M\) is also valid for \(M'\) and produces the same outputs (once restricted to the alphabet of \(M\)). Thus, the behavior of \(M'\) restricted to the alphabet of \(M\) is identical to the one of \(M\). Formally,

\[
M' \preceq M \iff A_M \subseteq A_{M'} \land M \xrightarrow{\sim} (M' \setminus A_M)
\]

where \(M' \setminus A_M\) is the restriction of \(M'\) to the alphabet of \(M\) and \(\sim\) the behavioral simulation relation. Both are defined below.

First, we define the restriction \((l \setminus A)\) of a label \(l\) over an alphabet \(A\) as follows: let \(l = i/o\),

\[
\Gamma \setminus A = \begin{cases} 
(i \cap A)/(o \cap A) & \text{if } i^+ \subseteq A \\
\text{undefined} & \text{otherwise}
\end{cases}
\]

Intuitively, this corresponds to consider as undefined all the transitions bearing a positive trigger not in \(A\), and to strip the events not in \(A\) from the outputs.

The restriction of \(M\) to the alphabet \(A\) (generally with \(A \subseteq A_M\)) is obtained by restricting all the labels of \(M\) to \(A\), then discarding the resulting undefined transitions. Formally, let \(M = (S, s_0, T, A_M)\) be an LFSM, \(M \setminus A = (S, s_0, T \setminus A, A_M \setminus A)\) where \(T \setminus A\) is defined as follows:

\[
s \rightarrow s' \in T \setminus A \iff \exists s \rightarrow s' \in T \land l' = l \setminus A \neq \text{undefined}
\]

Second, we adopt a behavioral simulation relation similar to Milner’s classical simulation [16]. Let \(M_1\) and \(M_2\) be two LFSMs with the same alphabet: \(M_1 = (S_{M_1}, s_0^{M_1}, T_{M_1}, A)\) and \(M_2 = (S_{M_2}, s_0^{M_2}, T_{M_2}, A)\). An event cannot be tested for absence while being emitted in the same instant. Hence, the following well-formedness conditions on labels:

\[
\begin{align*}
i^+ \cap i^- & = \emptyset \quad \text{(trigger consistency)} \\
i^+ \cup i^- & = I \quad \text{(trigger completeness)} \\
i^- \cap o & = \emptyset \quad \text{(synchrony hypothesis)}
\end{align*}
\]

A path in a LFSM \(M\) is a (possibly infinite) sequence of transitions \(s_0 \rightarrow s_1 \rightarrow s_2 \ldots \) such that \(l(t(s_0, s_1, o_1), s_1) \in T\). The sequence \(i_0/o_0, i_1/o_1, \ldots\) is called the trace associated with the path. When such a path exists, the corresponding trigger sequence \(i_0, i_1, \ldots\) is said to be a valid sequence of \(M\).

---

\(^3\)Note that, in this paper, derivation, inheritance, specialization all refer to the subtyping interpretation. In particular, we do not consider the other uses or interpretations of inheritance that some programming languages may offer.
A relation $R_{\text{sim}} \subseteq S_{M_1} \times S_{M_2}$ is called a simulation iff $(s_0^{M_1}, s_0^{M_2}) \in R_{\text{sim}}$ and

$$\forall (s_1, s_2) \in R_{\text{sim}} : s_1 \xrightarrow{l} s'_1 \in T_{M_1} \Rightarrow \exists s_2 \xrightarrow{l} s'_2 \in T_{M_2} \land (s'_1, s'_2) \in R_{\text{sim}}$$

Simulation is local, since the relation between two states is based only on their successors. As a result, it can be checked in polynomial time and it is widely used as an efficient computable condition for trace-containment. Moreover, the simulation relation can be computed using a symbolic fixed point procedure [11], allowing to tackle large-sized state spaces.

We say that $M'$ simulates $M$ iff $M' \preceq M$. Thus, $M'$ simulates $M$ iff there exists a relation binding each state of $M$ to a state of the restriction of $M'$ to the alphabet of $M$. Any valid sequence of $M'$ is also a valid sequence of $M'$ and the output traces are identical, once restricted to $A_M$. As a consequence, if $M'$ simulates $M$, $M'$ can be substituted for $M$, for all purposes of $M$.

Milner’s simulation relation ($R_{\text{sim}}$) is a preorder and preserves satisfaction of the formulae of a subset of temporal logic, expressive enough for most verification tasks (namely $\forall \text{CTL}^* \{12\}$). Moreover, this subset has efficient model checking algorithms. Obviously, relation $\preceq$ is also a preorder over LFSMs and any formula that holds for $M$ holds also for $M'$.

The notion of correct extension can be extended to components. We can represent the protocol of use of a class $C$ (see section 2.3) by a LFSM $P(C)$. If $C$ and $C'$ are two classes, $C' \preceq C$ iff (1) $C'$ derives from $C$ (according to footnote 4, this means “is a subtype of”), (2) the protocol of use of $C'$ simulates the one of $C$, that is $P(C') \preceq P(C)$. As indicated in 2.3, we assume that the protocol of use of a class describes not only the way the other objects may call the class operations, but also the way the operations of the class invoke operations on (other) objects.

With such a model, the description of behavior matches the class hierarchy. Hence, class and operation refinements are compatible and consistent with the static description: checking dynamic behavior may benefit from the static hierarchical organization.

### 3.2 Behavior Description Language

We need a language that makes it possible to describe complex behavioral entities in a structured way, particularly by means of components and composition. Our language is very similar to Argos [15]. It offers a graphical notation close to UML StateCharts with some restrictions, but with a different semantics based on the Synchronous Paradigm [9]. The language is easily compiled into LFSMs. Programs written in this language operationally describe behavioral entities; we call them behavioral programs. The semantics of this language should be expressible in terms of the mathematical model, permitting an easy translation into LFSMs.

The primitive elements from which programs are constructed are called flat automaton, since they cannot be decomposed (they contain no application of any operators). They are the direct representation of LFSMs, with the following simplified notation: only positive (i.e., present) events appear in triggers, all other events are considered as absent.

The language is generated by the following grammar (where $A$ is a flat automaton, $s$ a state name and $Y$ a set of events):

$$P ::= A \mid A[P/s] \mid P \parallel P \mid P < Y >$$

Parallel composition ($P \parallel Q$) is a symmetric operator which behaves as the synchronous product of its operands where labels are unioned. Hierarchical composition ($A[P/s]$) corresponds to the possibility for a state in an automaton to be refined by a behavioral (sub) program. This operation is able to express preemption, exceptions, and normal termination of sub-programs. Scoping ($P < Y >$) where $P$ is a program and $Y$ a set of local events, makes it possible to restrict the scope of some events. Indeed, when refining a state by combining hierarchical and parallel composition, it may be useful to send events from one branch of the parallel composition to the other(s) without these events being globally visible. This operation can be seen as encapsulation: local events that fired a transition must be emitted in their scope; they cannot come from the surrounding environment.

The language offers syntactic means to build programs that reflect the behavior of components. Nevertheless, the soundness of the approach requires a clear definition of the relationship between behavioral programs and their mathematical representation as LFSMs (section 3.1). Let $\mathcal{B}$ denote the set of behavioral programs and $\mathcal{M}$ the set of LFSMs. We define a semantic function $\mathcal{S} : \mathcal{B} \longrightarrow \mathcal{M}$ that is stable with respect to the previously defined operators (parallel composition, hierarchical composition, and scoping).

$\mathcal{S}$ is structurally defined over the syntax of the language. Because of lack of space, we just give here the flavor of the definition of this semantics. For a more complete description, see [20]. A flat automaton constitutes its own semantics. The semantics of parallel composition $P \parallel Q$ is the synchronous product [9] of the semantics of $P$ and $Q$: each reaction (instant) is considered atomic; within an instant, input and output events are matched by name, providing instantaneous communication. The semantics of hierarchical composition $P[Q/s]$ is basically the one of $P$ where state $s$ has been replaced by the semantics of $Q$ whose transitions have been modified to respect the outgoing transitions (preemptions) of $s$. More specifically, in the absence of preemption, the semantics of $Q$ remains the same; otherwise, the preemptions of $s$ have priority, which may lead to unioning internal and preemption actions.

The following theorem expresses that relation $\preceq$ is a congruence with respect to the language operators. The proof [20] is out of the scope of the paper, and is obtained by explicit construction of the preorder relation.

**Theorem 1.** Let $P, Q_1$ and $Q_2$ be behavioral programs such that $\mathcal{S}(Q_1) \preceq \mathcal{S}(Q_2)$ and both $P, Q_1$ and $P, Q_2$ are outputs disjoint; the following holds:  

- $\mathcal{S}(P[Q_1/s]) \preceq \mathcal{S}(P[Q_2/s])$
- $\mathcal{S}(P \parallel Q_1) \preceq \mathcal{S}(P \parallel Q_2)$
- $\mathcal{S}(Q_1 < Y >) \preceq \mathcal{S}(Q_2 < Y >)$

This compositionality property is fundamental to our approach. It
3.3 Modular Verification

The compositionality property is very useful, since one can deal with highly complex global behaviors provided that they result from composing elementary behaviors that can be verified, modified, and understood incrementally. In particular it makes it possible to perform modular verification using some temporal logic.

Temporal logics are formalisms for describing sequences of transitions between states in a finite state machine model. They are formal languages where assertions related to behavior are easily expressed. The logic we consider ($\forall CTL^*$) [12] is based on first-order logic. This logic, to be efficient when deciding whether a formula is true, does not introduce the existential path quantifier. It offers temporal operators that make it possible to express properties holding for a given state, for the next state (operator X), eventually for a future state (F), for all future states (G), or that a property remains true until some condition becomes true (U). One can also express that a property holds for all the paths starting in a given state (V). These operators can be combined with boolean connectors and nested.

The logic may be interpreted over LFSMs. One can express model-checking algorithms and satisfaction of a formula is defined in a natural inductive way. We say that a LFSM $M$ satisfies a state formula $\psi (M \models \psi)$ if property $\psi$ is true for the initial state of $M$.

The same line as Clarke et al. [12], the main result of our approach is the following theorem (the proof [20] is by structural induction on formulae and from the translation of LFSMs into Kripke structures).

**Theorem 2.** Let $P$ and $Q$ two behavioral programs with disjoint output sets and $\psi$ a $\forall CTL^*$ formula:
- if $S(P) \models \psi$ then $S(P[Q/s]) \models \psi$.
- if $S(P) \models \psi$ or $S(Q) \models \psi$ then $S(P||Q) \models \psi$.

This result complements theorem 1; it expresses the compositional stability of proofs with respect to the composition operators. This property provides a hierarchical and incremental means to verify properties and is the key to simplify model checking.

The properties that are preserved by our operators include substitutability. This is an immediate consequence of theorems 1 and 2. For instance, if we have proved that $P_1 \preceq P_2$, then we can infer that $P_1||Q \preceq P_2||Q$, for any possible $Q$, provided that it is output disjoint with $P_1$ and $P_2$.

4. PRACTICAL ISSUES

4.1 Design Rules

To guarantee a safe use of the components, we state some practical design rules that we can draw from our model and that can be applied at the behavioral language level. When a behavioral program $P$ (called the base program) is extended by another behavioral program $P'$, respecting these rules ensures that we obtain a new deterministic automaton for which behavioral substitutability holds ($P' \preceq P$). These rules correspond to sufficient conditions that save us the trouble of a formal proof for each derived program.

At this time we have identified eight such practical rules. A formal description of these rules can be found in [20]. We briefly list them here: (1) no modification of the base program structure (no deletion nor modification of transitions or states); (2) possibility of adding trigger-disjoint transitions for a given state; possibility of parallel composition with a program with (3) disjoint actions or (4) different initial trigger or (5) with a substitutable program; possibility of hierarchical composition with a program (6) without auto-preemption or (7) with disjoint triggers and actions; (8) no localization of global events.

4.2 Application to Components

To illustrate our purpose, let us consider the previously mentioned historical mechanism (section 2.1). We present on figure 3(a) the behavioral program for the whole `Snapshot` class. This program specifies the valid sequences of operations that can be applied to `Snapshot` instances. Two states correspond to execution of operations (`memorize` and `add_child`); they are to be refined by behavioral programs describing these operations. Figure 3(b) presents the expected behavioral program for `BSnapshot` which derives from class `Snapshot`. In particular, `BSnapshot` necessitates a new operation, `regenerate`, called when backtracking the history (i.e., when search returns success). It is clear that the new class sports a behavior significantly different from its base class: it has the extra possibilities to search inside a sleeping snapshot and to call `regenerate` when success occurs.

The behavioral program of `BSnapshot` has been obtained from the one of `Snapshot` after applying a combination of our design rules. Obviously no state nor transition have been deleted from `Snapshot` (rule 1). The new transition from inactive to regeneration bears a completely new trigger (rule 2). The program that refines state inactive has no trigger belonging to the preemption trigger set of this state (rule 7). Finally, the local event success was not part of the `Snapshot` program (rule 8). Thus, by construction, `BSnapshot` is substitutable for class `Snapshot`; no other verification is necessary to assert that `BSnapshot` $\preceq$ `Snapshot`.

Therefore, even though `BSnapshot` extends `Snapshot` behavior, the extension has no influence when a `BSnapshot` is used as a `Snapshot`. As a result, every trace of `Snapshot` is also a trace of `BSnapshot`.

4.3 Stability of Properties

Continuing with the previous example, `BSnapshot` $\preceq$ `Snapshot` implies that every temporal property in $\forall CTL^*$ true for `Snapshot` is also true for its extension `BSnapshot`. For instance, suppose we wish to prove the following property: “It is possible to add a child to a snapshot (i.e., to call the `add_child()` operation) only after memorization has been properly done”. Looking at the behavioral program (figure 3(a)), we can decompose $P_{\text{child}}$ into two specifications:

- $\forall G(\text{add\_child}() \land \forall G(\neg \text{error}) \Rightarrow \forall \text{state = inactive})$
- $\forall G(\text{error} \Rightarrow \forall G(\neg \text{state = inactive}))$

Intuitively, the first formula corresponds to memorization success: if `add_child()` is received and if no `error` occurs, then state `inactive` is reached. The second formula corresponds to memorization failure: `error` occurred and state `inactive` will never be reached. A model-checker can verify automatically that these
As far as the objectives (well-formedness, verification, compatibility, and refinement) and models (deterministic automata, nondistributed environment) are concerned, our work is close to the one in [6], although our target applications are similar to the Software Architecture community ones. Another approach introduces behavioral compatibility relying on type-theory [2]. It is more general than ours in its objectives, although quite similar as far as behavioral description is concerned; it is also more general theoretically speaking, while we focus on providing operational tools. In contrast with these works, we restrict to the problem of substitutability in a non-distributed world. Indeed this is what we needed for BLOCKS. Again, this restriction allows us to adopt models more familiar to software developers (UML StateCharts-like), easier to handle (deterministic systems), efficient for formal analysis (model-checking and simulation), and for which there exist effective algorithms and tools. The Synchronous Paradigm [9] offers good properties and tools in such a context. This is why we could use it as the foundation of our model.

As already mentioned our notion of substitutability guarantees the stability of interesting (safety) properties during the derivation process. Hence, at the user level as well as at the framework one, it may be necessary to automatically verify these properties. To this end, we have chosen model checking techniques. Indeed, model checkers rely on verification algorithms based on the exploration of a state space and they can be made automatic since tools are available. They are robust and can be made transparent to framework users. The problem with model checkers is the possible explosion of the state space. Fortunately, this problem has become less limiting over the last decade owing to symbolic algorithms. Furthermore, taking advantage of the structural decomposition of the system allows modular proofs on smaller (sub-)systems. This requires a formal model that exhibits the compositionality property, which is the case for our model (theorems 1 and 2).

6. CONCLUSION AND PERSPECTIVES
The work described in this paper is derived from our experience and aims at simplifying the correct use of a framework. We have adapted framework technology to the design of knowledge-based system engines and observed a significant gain in development time. For instance, once the analysis completed, the design of a new planning engine based the BLOCKS framework took only two months (instead of about two years for a similar former project started from scratch) and more than 90% of the code reused existing components [17]. While performing these extensions, we realized the need to formalize and verify component protocols, especially when dealing with subtyping. The corresponding formalism, the topic of this paper, has been developed in parallel with the KBS engines. As a consequence of this initial work, developing formal description of BLOCKS components led us to a better organization of the framework, with an architecture that not only satisfies our design rules but also makes the job easier for the framework user to commit to these rules.

Our behavioral formalism relies on a mathematical model, a specification language, and a semantic mapping from the language to the model. The model supports multiple levels of abstraction, from highly symbolic (just labels) to merely operational (pieces of code).
Moreover, this model is original in the sense that it can cover both static and dynamic behavioral properties of components. To use our formalism, the framework user has only to describe behavioral programs, by drawing simple StateCharts-like graphs with a provided graphic interface. The user may be to a large extend oblivious of the theoretical foundations of the underlying models and their complexity. The model has also a pragmatic outcome: it allows simulation of resulting applications and generation of code, of run-time traces, and of run-time assertions.

Our aim is to accompany frameworks with several kinds of dedicated tools. We are working on tools for manipulating behavioral programs. Currently, we provide a graphic interface to display existing descriptions and modify them. In the future, the interface will watch the user activity and warn about possible violation of the design rules. Since these rules are just sufficient, it is possible for the user not to apply them or to apply them in such a way that they cannot be clearly identified. To cope with this situation, we shall also provide a static substitutability analyzer, based on our model (section 3.1) and a usual partitioning simulation algorithm.

At the present time we have designed a complete interface with NuSMV [7], in both directions. First, our description language can be translated into NuSMV specifications, and our tool provides also a user friendly way to express the properties the users may want to prove. Second, NuSMV diagnosis and return messages are displayed in a readable form: users can browse the hierarchies of behavioral derivations and follow the steps of the proofs. It took us a few weeks to connect our behavioral description language to the NuSMV model-checker. The next step is to implement the substitutability analysis tool.

Another interesting feature would be to provide an automatic code generation facility as well as run-time checks. Indeed the behavioral description is rather abstract and may be interpreted in a variety of ways. In particular, automata and associated labels can be given a code interpretation. The generated code would provide skeletal implementations of operations. This code will be correct, by construction—at least with respect to those properties which have been previously checked. Furthermore, the generated code can also be instrumented to provide run-time traces and assertions built in the components.

Developing such tools is a heavy task. Yet, as frameworks are becoming more popular but also more complex, one cannot hope using them without some kind of active assistance, based on formal modeling of component features and automated support.
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ABSTRACT
The Java Modeling Language allows one to write formal
behavioral specifications for Java classes in structured com-
ments within the source code, and then automatically gen-
erate run-time assertion checks based on such a specifi-
cation. Instead of placing the generated assertion checking
code directly in the underlying class bytecode file, placing
it is a separate wrapper component offers many advantages.
Checks can be distributed in binary form alongside the com-
piled class, and clients can selectively include or exclude
checks on a per-class basis without recompilation. In this
approach, when checks are excluded the underlying code is
just as efficient as if assertions were “compiled out.” In
addition, a flexible mechanism for enabling or disabling as-
sertion execution on a per-class or per-package basis is also
included. This paper presents a design for separating as-
sertion checking code into wrapper classes and discusses the
issues arising from this design.

Categories and Subject Descriptors
D.2.4 [Software Engineering]: Software/Program Verifi-
cation—programming by contract, assertion checkers, class
invariants; F.3.1 [Logics and Meanings of Programs]:
Specifying and Verifying and Reasoning about Programs—
pre- and post-conditions, invariants, assertions; D.2.3 [Soft-
ware Engineering]: Coding Tools and Techniques—object-
oriented programming; D.2.5 [Software Engineering]:
Testing and Debugging—debugging aids; D.3.2 [Program-
ming Languages]: Language Classifications—JML

General Terms
Languages

Keywords
JML, run-time checking, design by contract, interface viola-
tion

1. INTRODUCTION
The Java Modeling language (JML) [6] is a behavioral
specification language for Java that allows programmers to
add model-based specifications to their code. Specifications,
including preconditions, postconditions, and invariants, are
placed in specially-formatted, structured comments. The
JML tool set allows run-time checks to be generated from
such specifications and embedded directly in the generated
class file, to be checked at run-time [1]. JML’s design-
by-contract support provides specific syntactic slots that
clearly separate the implementation details from the asser-
tion checks. Its support for model-only fields and methods
cleanly supports reasoning about a component’s abstract
state [2].

The benefits of checking design-by-contract assertions are
well known [3, 7]. However, due to performance concerns, it
is current practice to include run-time assertion checks dur-
ing testing, but then remove them when distributing pro-
duction components. This benefits the original implemen-
tor, but does little for the clients of that component. As
commercial components become more prevalent, and new
designs more frequently make use of classes and subsystems
purchased from other sources, it is important to consider
how such assertion checks can be of use to component clients,
as well as how they might add value to a component being
offered for sale.

JML-based assertion checks, like those produced by most
other techniques, can be left in the compiled, binary version
of a class that is distributed to customers. As with other
techniques, execution of these checks at run-time can be
controlled through a global switch. However, even when
cHECKS ARE NOT BEING EXECUTED, THE RESULTING CODE STILL SUFFERS A PERFORMANCE PENALTY, BOTH DUE TO THE CODE BLOAT IMPOSED BY THE INACTIVE CHECKS AND TO THE COST OF CONSTANTLY LOOKING UP WHETHER OR NOT TO PERFORM EACH CHECK.

This paper discusses ongoing work that will address these
issues. The goals of this work include:

- Allowing binary distribution of compiled checks along-
side the underlying class, so that checks can be in-
cluded or excluded without source code access or re-
compilation.

- Imposing no additional overhead when code is run di-
rectly, without including the assertion checking wrap-
ners.

- Supporting per-class or per-package run-time enabling
or disabling of assertion check execution.
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Figure 1: The wrapper implements assertion checks and delegates other work to the wrapped component.

- Maintaining transparent compatibility—JML users will not have to change any existing JML source code or the way they compile their code.

2. A DESIGN FOR ASSERTION CHECKING WRAPPERS

Our approach adopts a wrapper design \[4\] that begins with a simple idea: move assertion checking code to a separate class, such that we now have two classes that have the same externally visible features: an unwrapped original class, and the wrapper class that performs the checks but delegates actual computation to the wrapped component. Figure 1 illustrates this approach.

In principle, the concept of using a wrapper to separate assertion checks from the underlying component is simple. Following the decorator pattern \[5\], the wrapper provides the same external interface as the underlying component, and just adds extra features transparently. One can then extract a common interface capturing the publicly visible features of the underlying component, and set up the wrapper and the original component as two alternative implementations of this interface. By using a factory method \[5\],

```
public class List {
    private /*@ spec_public @*/ int elementCount;
    //@ requires elementCount > 0;
    public Object removeFirst() {
        // implementation here ...
    }
    // ...
}
```

Figure 2: A List class, abbreviated for simplicity.

The decision of which implementation object to instantiate at any given point can be separated from the object requesting the instance. Using a factory shifts control over which instance to create into another component. With the right support, this also allows users to enable or disable assertion checks on a per class basis, at run-time.

The implementation details are probably best illustrated with an example. Figure 2, shows a snippet of code for a simple List class. For this paper, we are not interested in how the methods (such as removeFirst) are implemented, so we do not show implementation code. What we are interested in is how to separate the assertions (as illustrated by the requires clause) from the implementation code.

As shown in Figure 3, the wrapper-based design involves automatically generating four different class files from the source shown in Figure 2:

- The original class that contains the actual implementation.
- The wrapper class that contains the assertion checks.
- An interface that both the original and wrapper classes implement.
- A factory class that is called to create an instance of List.

```
public interface List {
    // ...
    public int $chx_get_elementCount();
    public void $chx_set_elementCount(int count);
    public Object removeFirst();
}
```

Figure 4: Instead of a class, there is now a List interface that both the wrapper and nonwrapper classes implement.
Both the wrapper and the original class perform the same essential operations—both export the same (behavioral) interface. In our design, we make this explicit by making List an interface and having both the wrapper class and the original class implement it. Figure 4 shows a snippet of this automatically generated List interface. The List interface redeclares the public methods of the original class. Also, accessor method declarations for public fields are added so that the fields accessible in the original class are also accessible through the interface.

The wrapper class “wraps” or decorates an instance of the original component, but adds checking code before and after every method. To do this, every wrapper component has a wrappedObject field to hold a reference to the wrapped instance of the original component. This is achieved by having every wrapper component be a subclass of Wrapper. Then, each method defined in the original component is also defined in the wrapper, where it is implemented by performing any pre-state checks, delegating to the wrapped object for the core behavior, and then performing any post-state checks.

Figure 5 shows the Wrapper class from which all wrappers inherit. It contains just two fields, wrappedObject and isEnabled. The isEnabled member can be queried to determine whether or not particular checks should be performed at run-time. Both members are initialized by the factory method that creates instances of the corresponding wrapper class.

Figure 5 also illustrates the basic structure of the wrapper class for List; it shows the output of our wrapper generator tool for JML, simplified for brevity. Before every assertion check is performed, the isEnabled field is queried by calling the appropriate method. In Figure 5 for example, isEnabled.precondition() is tested and the precondition is checked only if the method returns true. An exception is thrown if an executed check fails.

The factory method that is invoked to create new Lists is shown in Figure 6. For every constructor in the original class, there is a corresponding factory method in the factory class. If every List object is instantiated using the factory instead of a call to new, we can transfer the decision of whether to create a wrapped or unwrapped version of the object to a separate component. In this case, the factory method queries the static member isEnabled to decide whether to return a wrapped or unwrapped object.

So far, our discussion has dealt with transforming only one class. So how is inheritance addressed in this technique? For example, if List inherits from Bag, what relationship(s) exist between the generated wrapper classes, generated interfaces, and original classes? The solution is straightforward: let each of List’s interface, wrapper, and original class extend the corresponding interface or class from Bag. That is, the List wrapper extends the Bag wrapper, the List interface extends the Bag interface, and the original List class extends the original Bag class. Figure 7 illustrates this idea.

At the highest level of the inheritance hierarchy, instead of the wrapper class inheriting directly from Object, the wrapper class inherits from Wrapper. Similarly, the non-wrapper class inherits from Wrappable. A practical implication of this design is that if a class has JML specifications, all of its superclasses must be transformed by our tool regardless of whether they have specs or not. This process can be handled automatically by extending the JML tool set. Even if source files for the superclass(es) without specifications are unavailable, we can obtain the needed signature of the class through reflection or inspection of the bytecode.

3. ELIMINATING THE CHANGES NEEDED IN CLIENT CODE

Placing assertion checks in wrappers provides several advantages: assertion checks can be selectively included or excluded without requiring recompilation, and when they are
Figure 7: Dealing with inheritance: List inherits from Bag.

excluded there is no additional overhead imposed. On the other hand, the design presented in Section 2 requires some changes to basic coding practices in both the client code and in component being checked.

3.1 Changes to Client Code

The changes needed in client code fall into three areas: object creation, data member access, and static method invocation. Rather than calling new to create a new object, client code must now call the corresponding factory method. For example:

List l = new List();

now should be phrased this way

List l = $chx_Statics_List.newObject();

In addition, the way public fields are accessed changes. Current Java design practices discourage the use of publicly accessible data members. However, for code that violates such practices, within this framework there can never be direct access to such fields. Instead, automatically generated accessor methods must be used:

a = l.length;

now should be phrased this way

a = l.$chx_get_length();

Finally, static method calls to the class being checked must also be transformed. The $chx_Statics_List class generated by the tool set will also contain a dispatch stub for each static method in the class being wrapped. The stub will, depending on whether or not wrapper usage is enabled, forward the call to a corresponding static method in either the wrapper or in the underlying class.

Figure 8: The original class is modified.

3.2 Changes to the Original Class

The original class also needs modification to work within this framework. First, since we’ve appropriated the name List for the interface, we rename the original List class to $chx_Orig_List. Second, private methods within the class are promoted to package level access so that the wrapper can have access to these methods (to adding checks to them). Third, accessor methods for all data members must be generated. Figure 8 illustrates these modifications on the original List class.

One problem with this approach is that when the unwrapped object calls another method of its own, that call will not go through the wrapper so its behavior will not be checked. That is, if removeFirst calls a method belonging to this, the method must be checked for contract violations as well. The solution is for the original class to inherit from an object called Wrappable, which contains one field: $chx_this. The $chx_this field is a reference to either the associated wrapper if the non-wrapper object is contained inside one, or to this if it is not wrapped. Each time the original class invokes one of its own methods, instead of using this (e.g. this.m()), the modified version of the original class uses $chx_this (e.g. $chx_this.m()).

A related problem is calling non-public methods. If a method has a call to some private method this.p(), the call would be translated to $chx_this.p() where $chx_this might be a wrapper object. However, to perform the actual computation, the wrapper object must also be able to access the wrapped object’s original method. Thus, private methods must be elevated to at least package level access. A similar problem exists for protected methods, but they must be promoted to public access, since superclasses may not be in the same package as the subclass. This means that certain access control violations may not be caught at runtime. Violations should still be detectable at the compile phase, however.

3.3 Removing the Need for Source-Level Modifications

All of these modifications, both to the client code and to the component being checked, add clutter and complexity. Further, if we wish for wrapper-based objects to be used by
existing code, perhaps code distributed in binary-only form, then how can we impose stylistic modification requirements on that code? Finally, changes to both the client code and the component code to adopt this framework will necessarily impose additional overhead, even when check execution is disabled.

To address these concerns, we are designing a custom class loader for the JML tool set. Rather than requiring the client code and the underlying component to have modifications transformed into them at compile time, instead the class loader can dynamically transform the original bytecode sequences at load time if the wrapper framework is being used.

In essence, the JML compiler generates bytecode for the original List class in the file List.class, just as if no assertions were being used. The bytecode for the three other wrapper support classes are generated in *.chx files. One can run the resulting Java program normally using the java command, which has the effect of completely ignoring all of the wrapper-related files and running the original unmodified bytecode. Alternatively, by adding the assertion checking class loader at the start of the command line, the necessary modifications to both client and component code are made on-the-fly at load time. This class loader knows about the special file name extension used by the wrapper support classes so that it can detect and load wrapper-enabled classes differently than code without JML assertions. This approach allows the wrappers to be distributed in binary form along with the original component, but still maintain zero additional overhead when wrappers are not being used.

We have designed such a class loader and are in the process of implementing it. After exploring the critical security issues, it also appears possible to use this technique to retroactively add wrapper-based assertion checking features even within protected packages, such as java.util.

4. RUN-TIME CONTROL OF ASSERTION BEHAVIOR

As with most competing techniques, JML allows embedded assertion checks to be enabled or disabled when the code is run. Effectively, JML uses a single global switch for each family of assertions—so postconditions can be disabled independently of preconditions, for example. Some tools provide more fine-grained control. iContract provides a graphical interface for selectively enabling or disabling the generation and inclusion of assertion checks on a per-class basis at build time.

With the wrapper approach, inclusion or exclusion of assertion checks is deferred until load time. As a result, it would be more preferable to allow fine-grained control over which wrapper-enabled classes should use wrappers, as well as which families of assertion checks should actually be executed at program startup or even during run-time. We have devised an approach that allows this control at the individual class level, as well as at the Java package level.

As discussed in Section 2, every wrapper is given a reference to a CheckingPrefs object called isEnabled. Rather than using a single global object for this purpose, there is one such CheckingPrefs object for every wrappable class. Further, there is a similar object for each Java package, and the package-level and class-level preferences objects are linked together into a tree structure that mirrors the Java package nesting structure. In this tree, the preferences objects for individual classes are the leaves. The custom class loader takes care of incrementally constructing this tree as classes are loaded. Note that when an individual wrapper checks a preference setting via isEnabled, it retrieves the setting directly from that object and no tree traversal is needed.

Using a graphic control panel at program startup, one can use a collapsible/expandable tree view to set preferences about what whether or not wrappers should be used on wrappable classes, and if wrappers are used, which assertions should be executed and which should be skipped. Tree nodes in this graphical view map directly to the tree-structured network of preferences objects. If one changes an option, that change is stored in the corresponding preferences object and also propagated down through its children all the way to the leaves. Thus, tree traversal happens when the user makes an option setting, rather than when settings are looked up inside each assertion test.

In addition to making such changes at program startup, the same control panel could also be used to modify preferences during run-time by executing it in a separate thread. Further, preference settings could also be saved to or read from properties files. The result is a flexible approach to fine-grained control of assertion checking options that scales well.

5. CONCLUSIONS AND FUTURE WORK

In this paper, we have outlined a strategy for extending JML assertion checking using wrappers. Using wrappers allows checking code to be distributed in compiled form alongside the original code, eliminates the associated overhead of checking code when it is unused, and allows run-time control over contract checking on a per-class basis.

This approach is not without challenges, however. Two of the more troublesome are dealing with inline assertion checks and dealing with super calls. The wrapper approach deals only with assertions that can be checked before and after a method is called. Assertions within methods need to be handled in a different manner. One possible solution is to place additional functionality into the custom classloader such that it can inject the appropriate assertion checks into the bytecode when the class is being loaded.

The problem with super calls is that when within a component it calls a method of its superclass, there is not an easy way to call the superclass of the wrapper component instead, and so in our current design these calls go unchecked. JML currently solves a similar problem by renaming methods and using reflection to call the superclass methods. The disadvantage of this approach is the high performance overhead of reflection in Java.

We are in the process of completing the three parts needed to make this framework viable. First, the JML compiler has been extended to take in JML-annotated Java source code and produce the four corresponding files described in Section 2. The original code's bytecode should be the same as if it were compiled with javac. Second, the custom classloader for incorporating load-time modifications to client and component code has been designed and must be completed. Third, a controller that allows users to manage assertion execution preferences in a convenient way has been prototyped and must be completed.
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ABSTRACT

Distributed applications are increasingly built as federations of components that join and leave the cooperation dynamically. Publish/subscribe middleware is a promising infrastructure to support these applications, but unfortunately complicates the understanding and validation of these systems. It is easy to understand what each component does, but it is hard to understand what the global federation achieves.

In this paper, we describe an approach to support the modeling and validation of publish/subscribe architectures. Since the complexity is mainly constrained in the middleware, we supply it as a predefined parametric component. Besides setting these parameters, the designer must provide the other components as UML statechart diagrams. The required global properties of the federation are then given in terms of live sequence charts (LSCs) and the validation of the whole system is achieved through model checking using SPIN. Instead of using the property language of SPIN (linear temporal logic), we render properties as automata; this allows us to represent more complex properties and conduct more thorough validation of our systems.

1. INTRODUCTION

The publish/subscribe paradigm has been proposed as a basis for middleware platforms that support software applications composed of highly evolvable and dynamic federations of components. According to this paradigm, components do not interact directly, but their communications are mediated by the middleware. Components declare the events they are interested in and when a component publishes an event, the middleware notifies it to all components which subscribed to it.

Publish/subscribe middleware decouples the communication among components. The sender does not know the receivers of its messages, but it is the middleware that identifies them dynamically. As a consequence, new components can dynamically join the federation, become immediately active, and cooperate with the other components without any reconfiguration of the architecture.

The gain in flexibility is counterbalanced by the difficulty for the designer to understand the overall behavior of the system. It is hard to get a picture of how components cooperate and understand the global data and control flows. Although components might be working correctly when they are examined in isolation, they could provide erroneous services in a cooperative setting.

These problems motivate our approach to model and validate publish/subscribe architectures. Modeling the middleware is the most complex task, since we must consider how components communicate in a distributed environment. The complexity of such a model is partially counterbalanced by the fact that the middleware is not application-specific.

We can use the same (model of a) middleware for several different architectures. This is why we provide a ready-to-use parametric model of the middleware. The designer has to configure it and provide the other components as UML statechart diagrams [17]. Following this approach, designers trust the middleware and validate the cooperation of components.

The designer describes the global properties of the federation in terms of live sequence charts (LSCs) [6] and the validation of the whole system is achieved through model checking using SPIN [10]. LTL (linear temporal logic), the property language of SPIN, is not enough to render what we want to prove. We by-pass this limitation by transforming LSCs in automata. Both the model and properties are then translated into Promela [9] and passed to SPIN.

The paper is organized as follows. Section 2 presents our approach to model publish/subscribe architectures and exemplifies it through a simple example of a hypothetical eHouse. Section 3 discusses validation and shows how to model the properties for our case study and how to transform them into automata. Section 4 surveys the related work, and Section 5 concludes the paper.

2. MODELING

In publish/subscribe architectures, components exchange events through the middleware. Thus, any model of these architectures must explicitly consider the three main actors: events, middleware, and components. The next three sections describe how to model them using our approach and exemplify all concepts on a fragment of a hypothetical eHouse. We focus on a simple service that allows users to
take baths. When the user requires a bath, the service reacts by warming the bathroom and starting to fill the bath tub. When everything is ready, the user can take the bath. Lack of space forbids us to present all models, but interested readers can refer to [13] for the complete set.

2.1 Events

Publish/subscribe architectures do not allow components to exchange events directly. The communication is always mediated by the middleware through the following operations: subscribe, unsubscribe, publish, and notify. Components subscribe to declare the interest for some specific events, and, similarly, they unsubscribe to undo their subscriptions. Components publish events to the middleware that notifies them to the other components.

Events have a name and a (possibly empty) set of parameters. When components subscribe/unsubscribe to/from events, they can specify them fully or partially. For instance:

\[ \text{subscribe("bath", "ready")} \]

means that the component wants to know only when the bath is ready, but:

\[ \text{subscribe("bath", $)} \]

means that it wants to know all bath events.

2.2 Middleware

As we have already said, the developer does not model the middleware explicitly, but has to configure the middleware component that we supply with our approach. Unfortunately, the term middleware is not enough to fully characterize its behavior. The market offers different alternatives: standards (e.g., Java Message Service (JMS) [19]) and implementations from both university (i.e., Siena [1], Jedi [4]) and industry (i.e., TIBCO [20]). All these middleware platforms support the publish/subscribe paradigm, but with different qualities of service.

Given these alternatives, the definition of the parameters that the middleware component should offer to developers is a key issue. On one hand, many parameters would allow us to specify the very details of the behavior, but, on the other hand, they would complicate the model unnecessarily. The identification of the minimal set of parameters is essential to verify the application: the simpler the model is, the faster verification would be. Since our goal is the verification of how components cooperate, we can assume that the model must describe what is seen by components and we can get rid of many internal details. For instance, the middleware can be distributed on several hosts, but this is completely transparent to components and provided services are the same. Important differences are on the quality of service, thus we model how services are provided, instead of modeling how the middleware works.

After several attempts, we have selected the following characteristics as the key elements that concur in the definition of the behavior of a generic middleware:

**Delivery** Some middleware platforms are designed to cope with mobile environments or with strong performance on the delivery of events. Due to these requirements, the designer can choose to lower the warranties on delivery of events and not to guarantee that all published events are notified to all components. On one hand, this reduces the reliability of the system, but, on the other hand, it increases its performance. Thus, event delivery can be characterized by two alternatives: (a) all events are always delivered, or (b) some events can be lost.

**Notification** If a middleware behaves correctly, it notifies events by keeping the same order in which they were published. Nevertheless, this behavior is not always respected due to the environment in which the middleware executes. If we want to relate the order of publication to the order of notification, we can identify three alternatives: (a) they are the same, (b) the order of publication and notification are the same only when we refer to the events published by the same component, or (c) there is no relationship and events may be notified randomly.

For instance, if component A publishes events \( x_1 \) and \( x_2 \), and component B publishes \( y_1 \) and \( y_2 \), the middleware could notify these events to component C as follows:

- case (a), \( x_1 < x_2 < y_1 < y_2 \)
- case (b), \( x_1 < x_2 \), \( y_1 < y_2 \)
- case (c), any permutation.

where \( x < y \) means that \( x \) is notified before \( y \).

Note that the first hypothesis only works in general in a centralized setting. It can be used as an idealized approximation in other practical cases.

**Subscription** When a component declares the events in which it is interested, that is, it subscribes to these events, it starts receiving them. However, the distributed environment can make the middleware not to react immediately to new subscriptions. Once more, our characterization identifies two alternatives: (a) the middleware immediately reacts to (un)subscriptions, or (b) these operations do not have immediate effects and are delayed.

The actual middleware comes from choosing one option for these three main characteristics. These characterizations cover most of the warranties that a middleware should satisfy. If this is not the case, developers can always get rid of parametric middleware, elaborate their particular model of the middleware, as a UML statechart diagram, integrate it in the architecture, and validate the whole system. They lose the advantages as to modeling, but keep the validation approach.

To increase the confidence in the parametric model of the middleware, we validated it by applying the same approach that we are proposing in this paper. We built a federation of simple – dummy – components to stress all the possible configurations of our middleware. The ease of components allowed us to state that any misbehavior was due to the middleware itself.

Referring to the eHouse example, we assume that the architecture is built on a middleware that delivers all events, keeps the same order of publication and notification, and reacts immediately to all (un)subscriptions.
2.3 Components

The designer provides a UML statechart diagram for each component, where transitions describe how the component reacts upon receipt of an event. Transition labels comprise two parts separated by / . The first part (i.e., the precondition) describes when the transition can fire, while the second part defines the actions associated with the firing of the transition. For instance, the label:

\[ \text{consume(“bath”, “full”) / publish(“bath”, “ready”)} \]

states that the transition can fire when the component is notified that the bath tub is full of water and publishes an event to say that the bath is ready.

Notified events are stored in a notification queue. The component retrieves the first event and if it does not trigger any transition exiting the current state, the component discards it and processes the following one. This mechanism allows components to evolve even if they receive events in which they are not interested in their current state.

Moving to our running example, besides the middleware described in the previous section, we have live components that cooperate to provide the service: \( \text{User, Bathroom, Heating, Bath, and PowerManager} \). \( \text{User} \) publishes events to notify that she/he wants to take a bath. \( \text{Bathroom} \) is in charge of setting the bath and increasing the temperature in the bathroom. The bath and heating system are described by \( \text{Bath} \) and \( \text{Heating} \), respectively. When \( \text{Bath} \) receives the event from \( \text{Bathroom} \), it starts operating and publishes another event when the bath tub is full. At the same time, \( \text{Heating} \) turns on the electric heating and increases the temperature of the bathroom.

Finally, \( \text{PowerManager} \) manages the provision of electricity. If there is a blackout, this component notifies this failure and switches from primary to secondary power supplier. The secondary power supplier is less powerful than the primary one and some electric devices must be turned off. For instance, the electric heating turns itself off as soon as there is a blackout. Thus, the user cannot take a bath: The temperature in the bathroom cannot be increased since the electric heating does not work.

Figure 1 shows the statechart diagram of \( \text{Bathroom} \). It starts in state \( \text{Idle} \) waiting for some events. At this stage, it is only subscribed to events that ask for a bath. When the user notifies that she/he needs a bath, \( \text{Bathroom} \) evolves and notifies \( \text{Heating} \) that the temperature should be increased and \( \text{Bath} \) should start to run. At the same time, the component updates its subscriptions by adding those about temperature, heating, and bath.

This component exploits two variables that are used to store the status of the bath, \( \text{bathStatus} \), and of the temperature, \( \text{temperatureStatus} \). For instance, the variable \( \text{bathStatus} \) set to \text{true} means that the bath tub is full of water.

When the bath tub is full of water and temperature is hot, the bath is \text{Ready}. In this state, the component is not interested in the events about bath and heating anymore, thus it unsubscribes from them. Finally, after the user takes the bath, \( \text{Bathroom} \) restores temperature to cold\(^1\).

Temperature can only assume two values: cold and hot.

Figure 2 shows the statechart diagram of \( \text{Heating} \). For simplicity, we suppose that, when this component starts, the power supplier is working correctly and temperature is cold. When \( \text{Heating} \) receives an event that asks for increasing the temperature, it moves to an intermediate state to say that the bathroom is warming. When the temperature in the bathroom becomes \text{hot}, \( \text{Heating} \) moves to the next state, \text{Hot}.

3. VALIDATION

Validation comprises two main aspects: the definition of the properties to validate the cooperation of components and the transformation of both the model and properties into automata (i.e., Promela).

3.1 Properties

Our goal was to provide an easy-to-use graphical language to specify properties, which would allow designers to work at the same level of abstraction as statechart diagrams. For these reasons, we did not use any temporal logic formalisms, like linear temporal logic [16] (LTL), since they work at a different level of abstraction and, thus, developers can find it difficult to use. We chose live sequence charts (LSCs) [6] since they are a graphical formalism powerful enough to describe how entities exchange messages, that is, the properties that we want to analyze.

\[^1\text{Temperature can only assume two values: cold and hot.}\]
Briefly, a basic LSC diagram describes a scenario on how the architecture behaves. LSCs allow us to render both existent and universal properties, that is, scenarios that must be verified in at least one or all the evolutions of the architecture.

Entities are drawn as white rectangles with names above. The life-cycle of an entity is rendered as a vertical line and a black rectangle: The entity is created when we draw the white rectangle and dies when we draw the black one. Messages exchanged between entities are drawn as arrows and are asynchronous by default. Each message is decorated with a label that describes the message itself.

In our approach, we assume publish/subscribe as the underlying communication policy and we omit the middleware in the charts. When we draw an arrow between two entities, we implicitly assume that the message is first sent to the middleware and then routed to the other entity. The arrow means that the target entity receives the notification of the message and that the message triggers a transition inside the entity (i.e., inside its statechart).

After introducing LSCs, let us define some properties on how our bath service should behave. For instance, we want to state that, when the user requires the bath, the temperature in the bathroom increases and the bath tub starts to fill. This two tasks are done in parallel and after the termination of both, the user is notified that the bath is ready. This property is described in Figure 3, which shows a basic LSC scenario. User requires the bath and Bathroom reacts notifying that Heating must start to warm the bathroom and Bath to fill the bath tub. The two tasks are performed in parallel without any constraint on their order. This parallelism is described through the par operator that states that its two scenarios (i.e., warming the bathroom and filling the bath tub) evolve in parallel without any particular order among the events they contain. When the bath tub is full and the bathroom is warm, User is notified that the bath is ready.

This chart describes only a possible evolution since we cannot be sure that Bathroom always notifies that the bath is ready. In fact, if we had a blackout, User would receive an event to inform her/him that the bath cannot be set. We do not require that the application always complies with this scenario, but, that there are some possible evolutions that are compliant with it. In LSCs, these scenarios are called provisional or cold scenarios and are depicted in dashed rectangles, as shown in Figure 3.

To fully specify the bath service, the designer also wants to describe the possible evolutions of the service, that is, when the user requires a bath, she/he always receives a positive or negative answer. This property is shown in Figure 4. LSCs allow us to define such a property through a mandatory or hot scenario. In general, it is difficult to identify global properties that must be satisfied in all evolutions. For this reason, LSCs support the definition of pre-conditions, that is, the property must hold in all the evolutions for which the precondition holds. Preconditions are drawn in dashed polygons, while the hot part of the scenario is depicted in a solid rectangle. For clarification, we can say that the precondition implies the hot scenario. The chart in Figure 4 states that, for all the evolutions in which User requires a bath, Bath notifies two possible events, that is, the bath is ready or the bath is not available. In this chart, we exploit alt (alternate), which is another operator supported by LSCs. This operator says that one of its two scenarios must hold. Thus, Figure 4 describes that, when we require a bath, we must receive an event to know if the bath is ready or not.

Finally, we can redefine the previous property (Figure 3) to define when the bath must be available: The bath must always become ready if in the meanwhile we do not have
blackouts. This property is described in Figure 5. If we have no blackouts while Heating warms the bathroom, the bath must always become available. In this chart, we introduce the not operator that is not part of standard LSCs. This operator has two scenarios as parameters and states that while the first evolves, the second cannot happen simultaneously: If we have no blackouts while the bath sets itself, User always receives a positive answer, i.e., the bath is ready.

3.2 Transformation

So far, we have shown how to model the architecture and define the properties. After these steps, we can start the analysis. We decided to use the SPIN model checker [10] as verifier, but as we have already explained we do not use LTL to describe the properties that we want to prove. Everything is transformed into automata and then translated into Promela [9].

We customize the middleware according to the parameters set by the developer. Each alternative corresponds to a Promela package and the tool selects the right packages and assembles the model of the middleware directly.

Translating of statechart diagrams in Promela is straightforward. We do not need to describe this translation since it has been done by others before (e.g., vUML [14] and veriUML [2]) and to implement our translation we have borrowed from these approaches.

Properties are translated in two ways: They are described through automata and, if necessary, through auxiliary LTL formulae. This translation is rather complex since SPIN does not support the verification of existential properties natively. It can verify LTL formulae, which define universal properties, but not existential ones.

To state an existential property through LTL, we could negate the LTL formula and verify that the system violates it: This means that there is at least one evolution in which the LTL formula is satisfied (i.e., its negation is violated). However, this approach would require that SPIN be run several times for each property that we want to verify. Instead of using LTL formulae and their translation into Büchi automata, we investigate a different solution based on simple automata rendered as Promela processes.

We verify if LSC hold by reasoning on the state reachability feature provided by SPIN. However, automata are not enough to describe all the LSC features, and, when required, we introduce LTL formulae to overcome this problem. The transformation of an LSC into an automaton (and LTL) goes through these four steps:

1. We simplify the property by downgrading all the hot scenarios to cold ones;
2. We translate the simplified property into an automaton that recognizes the sequence of events described by the LSC. This task is quite easy since the structure of the automaton replicates the one of the LSC;
3. We reintroduce the fact that the scenario is hot by identifying the states in the automaton in which the hot scenario starts and ends;
4. We describe the hot scenario through constraints expressed as LTL formulae. These constraints state that if an automaton has reached the state that corresponds

![Figure 6: The automaton that corresponds to the LSC of Figure 5](image)

...to the first message of the hot scenario, it must always reach the state that corresponds to the last message of the hot scenario. In other words, if the automaton recognizes the first message of the hot scenario, it must always recognize all the messages that belong to the same hot scenario.

The combination of the automaton and LTL formulae allows us to translate any LSC into Promela and verify it through SPIN.

For space reasons, we omit the details of this algorithm and we illustrate the translation informally through an example. Let us consider the LSC of Figure 5 and the corresponding automaton of Figure 6. This automaton has three types of arrows: solid, solid with a cross, and dashed. Solid arrows describe standard transitions and are decorated with labels that describe recognized events. For instance, if the automaton evolves from state $b_1$ to state $b_2$, this means that the event (“bathroom”, “warm”) has been published and consumed by the component². This type of arrow can end in a state or in a fork/join bar. Besides recognizing events as the previous kind, solid arrows with a cross disable the join bar in which they end. For instance, when the transition leaving $d_1$ fires, the join bar in the right-hand side of the figure is disabled. Finally, dashed arrows do not define transitions between states, but describe constraints on the evolution of the automaton. The constraint – described by an LTL formula – is always the same: If the automaton reaches a state (i.e., the source state of the arrow), it must always reach the other state (i.e., the target state of the arrow).

The automaton of Figure 6 has the same structure as the LSC of Figure 5. This means that when the middleware notifies the first event (i.e., (“need”, “bath”)), the fork bar is enabled and the automaton splits its evolution in three different threads. Moving top-down, the first thread describes the warming of the bathroom, the second thread the filling of the bath tub, and the last thread corresponds to the blackout.

²For the sake of clarity, in Figure 6 we do not describe who publishes or consumes events.
If the first two threads evolve completely while the third thread does not, the join bar is enabled and the automaton evolves to state $a_3$. This means that we do not have a blackout while the bathroom is warming and the bath tub is filling. Then, if the middleware notifies the last event, the automaton reaches state $a_4$.

Reasoning on state reachability, we can argue that, if state $a_4$ is reachable, then there is at least one evolution that complies with the simplified property (i.e., the cold scenario). The property described by this automaton – with no LTL formula – states that there exists an evolution in which we have no blackout, after setting, the bath becomes available to the user.

Nevertheless, the property of Figure 5 states that, if we have no blackout, the bath must be always available. This is why we must refine the automaton and add the last arrow. In the example, the hot scenario only concerns the last event, that is the transition between states $a_3$ and $a_4$. The hot constraint means that, if the precondition holds (i.e., all the previous events have already happened), then this event must always occur. This constraint is described by an LTL formula:

$$\Box(\text{In}(a_3) \Rightarrow \Diamond \text{In}(a_4))$$

where we require that when the automaton is in state $a_3$ (i.e., $\text{In}(a_3)$ holds), it must always reach state $a_4$.

We can verify this property by reasoning on the reachability of states. In particular, we require that the final state $a_4$ be reachable, thus there is at least an evolution that is compliant with this property. Finally, if the model checker does not highlight any evolution in which the LTL formula is violated, we can say that when the precondition is verified, it is always the case that the post-condition is verified in the same evolution.

The whole translation – middleware, components, and properties – creates a specification that can be analyzed by SPIN. If it finds misbehaviors in the way components cooperate, they are rendered back to the designer as an evolution of the trace that highlights the error. Unfortunately, this is not always the case: Some misbehaviors cannot be simply described through execution traces. For instance, if a cold scenario is not respected, that is, no evolution is compliant with the scenario, it is meaningless to show an execution of the system.

The validation of the bath service has been performed by assuming a middleware that delivers all events, keeps the same order of publication and notification, and reacts immediately to all (un)subscriptions. The validation process shows that the service is incorrectly designed since it violates the property shown in Figure 4. For example, if we consider the following scenario: User asks for a bath and Bath starts to fill the bath tub. At the same time Heating increases the temperature, but before becoming hot, we have a blackout that turns the heating off. At this point, Bathroom and User wait forever since Heating does notify neither that it is switched off nor that temperature is hot.

This misbehavior can be avoided by modifying the arrows between states on and off in Heating (Figure 2) to introduce the publication of an event to notify the failure of Heating.

4. RELATED WORK

Software model checking is an active research area. A lot of effort has been devoted to applying this technique to the validation of application models, often designed as UML statechart diagrams, and the coordination and validation of the components of distributed applications based on well-defined communication paradigms.

vUML [14], veriUML [2], JACK [7], and HUGO [18] provide a generic framework for model checking statecharts. All of these works support the validation of distributed systems, where each statechart describes a component, but do not support any complex communication paradigm. JACK and HUGO only support broadcast communication, that is, the events produced by a component are notified to all the others. vUML and veriUML support the concept of channel, that is, each component writes and reads messages on/from a channel. These proposals aim at general-purpose applications and can cover different domains. However, they are not always suitable when we need a specific communication paradigm. In fact, if we want to use them with the publish/subscribe paradigm, we must model the middleware as any other component. Moreover, the communication between components, thus between the middleware and the other components, is fixed: It depends on how automata are rendered in the analysis language. For instance, vUML would not allow us to model a middleware which guarantees that the order of publication is kept also during notification. These approaches also impose that channels between components be explicitly declared: vUML and veriUML do not allow us to create or destroy components at run-time and the topology of the communication is fixed.

The proposals presented so far do not support a friendly language to define properties. With vUML we can only state reachability properties, while with veriUML, JACK, and HUGO we can also define complex properties on how the application evolves, but in all cases they must be declared directly in the formalism supported by the model checker, that is, CTL, ACTL and LTL, respectively. All these formalisms are based on temporal logic and are difficult to use and understand by designers with no specific background.

Two other projects try to overcome these limitations (i.e., definition of properties and communication paradigm). Inverardi et al. [11] apply model checking techniques to automata that communicate through channels. In this approach, properties are specified graphically through MSCs. They support two kinds of properties: (a) the application behaves at least once as the MSC, or (b) the application must be always compliant with the MSC. MSCs are directly translated into LTL, the property language supported by SPIN.

Kaveh and Emmerich [12] exploit model checking techniques to verify distributed applications based on remote method invocation. Components are described through statechart diagrams where if a transition fires, some remote methods are invoked. Only potential deadlocks can be discovered by this tool.

Garlan et al. [5] and the Cadena project [8] apply model checking techniques on distributed publish/subscribe architectures. Both of these proposals do not deal with UML diagrams, but define the behavior of components through a proprietary language [5] or using the CORBA IDL-like specification language [8].

Garlan et al. provide different middleware specifications that can be integrated into the validation tool. The properties are specified in CTL, which is the formalism provided by the SMV [15] model checker. Although the ideas in this
proposal and in our approach are similar, there are some differences: (a) we provide a complete graphical front-end for the designer that does not have to deal with any particular textual and logical formalism, (b) the set of warranties supported by our middleware is wider (e.g., [5] does not deal with subscriptions), and (c) LSCs provide the operators for describing the communication among components in a graphical and natural way, while CTL is a general-purpose temporal logic.

Cadena, which is the other proposal that supports publish/subscribe architectures, only deals with the CORBA Component Model (CCM). In Cadena, the communication is established explicitly, that is, each component declares the components from which it desires to receive events. This particular implementation of the publish/subscribe paradigm does not allow the use of Cadena with other middleware platforms. Cadena supports the Bandera Specification Language [3] to specify properties against which the system must be validated.

5. CONCLUSIONS AND FUTURE WORK

In this paper we present an approach to model and validate distributed architectures based on the publish/subscribe paradigm. Application-specific components are modeled as UML statechart diagrams while the middleware is supplied as a configurable predefined component. As to validation, properties are described with live sequence charts (LSCs) and transformed into automata. Components, middleware, and properties are translated into Promela and then passed to SPIN to validate the architecture.

Our future work is headed to different directions. We are extending the approach to model time and probabilities associated with publication/notification of events. But we are also trying to understand how these analyses can be performed in an incremental way: do properties remain valid? What about results?

Finally, we are studying how to better support the designer while modeling applications, the adoption of different model checkers to understand the impact they have on obtained results, and the possibility of automatically coding the infrastructure of these architectures by means of the analysis models.
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ABSTRACT

Architecture-based reasoning about reliability and fault tolerance is gaining increasing importance as component-based software architectures become more widespread. Architectural description languages (ADLs) are used to specify high-level views of software design. ADLs usually involve a static, structural view of a system together with a dynamic, state-transition-style semantics, facilitating specification and analysis of distributed and event-based systems. The aim is a compositional syntax and semantics: overall component behavior is understood in terms of subcomponent behavior. ADLs have been successful in understanding architecture functionality. However, it remains to be investigated how to equip an ADL with a compositional semantics for specification and analysis of extra-functional properties such as reliability and fault-tolerance.

This paper combines architecture definition with probabilistic finite state machines suitable to model reliability and fault-tolerance aspects. We present a compositional approach to specifying fault tolerance through parameterization of architectures. Using Probabilistic Real Time Computational Tree Logic (PCTL) we can specify and check statements about reliability of such architectures.

1. INTRODUCTION

In distributed systems, fault-tolerance can be aided by replication mechanisms. Central to these mechanisms is the notion of fail-over: a backup server takes over the job from a crashed server after a short timeout period and sends data back to the client directly, without human reconfiguration, as if the original server is still operating. There is a range of possible replication algorithms for achieving fail-over. We would like to systematically apply similar kinds of fail-over to design more reliable component-based software architectures. Given particular client and server components, we wish to create a fault tolerant architecture by associating a replication algorithm with calls to the server from the client.

Architectural description languages (ADLs) are used to specify high-level views of software design. ADLs usually involve a static, structural view of a system with a dynamic, state-transition style semantics, facilitating specification and analysis of distributed and event-based systems. The implementation is compositional: component behavior is understood in terms of subcomponent behavior.

However, the compositionality of component specifications cannot be taken for granted, especially when extra functional properties of the dynamic behavior are modeled [18]. In previous work [14] we have developed a compositional ADL-based approach to reliability using Markov chains.

In this paper, we extend some of those ideas, focusing on representing a range of fail-over replication strategies in the syntax and semantics of a compositional ADL. The novelty of our approach is the combined use of

- parameterization of architectures to treat replication strategies systematically, and
- a probabilistic semantics to facilitate fault-tolerance analysis of resulting architectures.

We can then use our work to reason about reliability properties of software component architectures. Our approach is simple, combining three formalisms:

1. We define an ADL with probabilistic finite state machine (PFSM) semantics. The semantics tells us about the dynamic behavior of a component. Specifically, it permits us to define how a call to a component interface method will result in calls to other required components. Our semantics is probabilistic, so it permits our models to relate usage profiles of method calls (the probability that particular sequences of methods will be called), and also to model method reliability (i.e., the probability of method execution success). Overall component reliability is then given as a cumulative function of method reliability over all component interfaces.

2. We apply a parameterization mechanism to add fault tolerant features automatically into the ADL. The parameterization involves choosing one of the provided replication algorithms. These algorithms replicate the server process to enable fail-over.

3. We use Probabilistic Real Time Computational Tree Logic (PCTL) to specify and check statements about such architectures. This is possible because PCTL statements have truth values that are determined according to the ADLs probabilistic finite state machine semantics, if we associate logical properties with particular states. To check statements against architectures, we use the compositional semantics to build a machine for the architecture, preserving the logical properties known to hold for subcomponents. This yields a larger PFSM over which PCTL statements may be checked.

2. FAULT TOLERANCE IN DISTRIBUTED SYSTEMS

Reliability and fault-tolerance are some of the key issues of current distributed systems. Large scale, widely distributed systems contain large numbers of network nodes and connections. There is a likelihood that some nodes or some connections will be unavailable. Because many connections and
intermediate nodes are needed to enable a client-server communication, this temporary unavailability can significantly decrease the overall reliability of a system. This is of particular concern in distributed enterprise systems.

Replication combined with a fail-over logic is a common fault tolerance mechanism, overcoming some of these problems and hence increasing overall availability and reliability.

Replication mechanisms try to overcome system failure by duplicating processes and resources. Then clients can access resources without having to worry about server crashes and unpredicted downtime. This is possible because requests made to a crashed server are now diverted to another server (or replica). The replica then sends information back to clients directly, as if the original server itself was performing the data transfer.

A range of fail-over replication algorithms has been proposed. Passive replication (also known as primary-backup) [2] and active replication (also known as state machine) [20] approaches are probably the most important and well-used ones. Most of the remaining approaches are extension of these two replication methods. There are several important extensions. Active client in passive replication approach, abbreviated here as active client replication) [3], extends the primary-backup approach by making a client actively choose a server to contact. Recently, [4, 17] specified a new replication technique known as semi-passive replication mechanism. For reasons of scope, we only describe passive replication and active client replication algorithms in this paper. Interested parties are referred to, for example, [7] for details on the other algorithms.

The passive replication approach mainly works as follows. At any one time, there is at most one primary server to serve requests from clients. Other servers act as backups. These backups receive the updated data from the primary server and do not interact directly with clients. If the primary server fails, one of the backups takes over the serving role and acts as the new primary server [2].

In order to overcome the main drawback of passive replication approach, active client replication was invented. It extended the passive replication algorithm by allowing client to contact a backup server directly if the primary server does not function correctly (crash) [3]. One of the current authors has extended the approach by allowing busy server to be handled as well as crashed primary server and message omission failure [7].

Our probabilistic fail-over model uses the following probabilities (illustrated in Fig. 1).

- \( P_{primary}(S) \) is the probability of server \( S \) to be chosen as primary server when a client makes a request.
- \( P_{busy}(S) \) is the average probability of server \( S \) being busy for a call at any time.
- \( P_{bottleneck}(S) \) is the failure probability of server \( S \).
- \( P_{transfer}(S, S') \) gives the probability of server \( S' \) being chosen as backup server in lieu of server \( S \).

Without loss of generality, for simplicity of the examples, we assume that these probabilities are independent of \( S \).

3. ARCHITECTURAL DESCRIPTION LANGUAGE

Architectural Description Languages (ADLs) are used to specify coarse-grain components and their overall interconnection structure. ADLs are compositional, permitting the specification of components in terms of smaller components. Examples of ADLs are Darwin [10], Wright [1] and radl [19].

In this section, we define a simplified version of radl, a language for describing and analyzing both functional and nonfunctional properties of architectures. Like many ADLs, radl consists of a visual and textual notation for defining the static composition of a system, and a state transition semantics for analysis of dynamic aspects. We describe the former and then the latter.

The basic elements of our language are components – referred to as \( \text{kens} \) in radl. The functionality of a component is defined by a set of provided and required ports. The ports are referred to as \( \text{gates} \) in radl. Gates are to be regarded as interfaces of the component, which can be accessed by an external client. The internal functions of a \( \text{kens} \) are specified by internal ports, which can be thought of as internal methods used to implement an interface, not available to an external client. Provided and required gates express the external functionality that a \( \text{kens} \) provides and needs to use, respectively.

4. FAULT TOLERANCE PARAMETERIZATION IN ADL

Replication is usually described as communications between a client with some servers in distributed systems. We propose a method to abstract over these communications in component-based software architecture. We encapsulate the detailed design of server replications using an abstraction concept, added into the ADL. Instead of expecting a software designer to know the details of a particular algorithm, we provide a mechanism to automatically produce a fault tolerant architecture, given client and server components and a chosen algorithm. The mechanism is called Parameterized Replication.

We use the term \( \text{kens} \) to specify the elements of our ADL, as these elements are often more general than traditional system components, representing a range of other architectural building blocks, such as transactional boundaries or, in our case, parameterized fault-tolerant architectures.
We allow kens to be parameterized by different replication strategies, through use of the ParRepl construct. Like UML template classes (and template components), we draw a parameter as a box in the corner of a ken to illustrate the parameterized replication notation.

The first abstraction represents a black-box of parameterized replication. The parameterization shows the name of the replication algorithm that is used (see for example Fig. 3). In this abstraction, an architect does not have to know the algorithm details. The architect need only specify a name of replication algorithm that will be used (in this case AR stands for active replication).

![Figure 3: Abstraction 1.](image)

In radl, the first abstraction corresponds to a new construct

\[
\text{ParRepl}(C, S, \text{algo}, \text{probs}, n)
\]

This element wraps all interactions between a client \( C \) and a server \( S \) according to a replication algorithm defined by \( \text{algo} \). The algorithm ranges over fail-over mechanisms, replicating \( n \) copies of the server \( S \) by \( n \). We assume that \( \{S_0, S_1, ..., S_{n-1}\} \) is a set of servers. We denote the algorithms mentioned above by \( \text{PassiveReplAlgo} \), \( \text{ActiveReplAlgo} \), \( \text{SemiPassiveReplAlgo} \), \( \text{ActiveClientReplAlgo} \) with their obvious meaning. We use probabilities \( \text{probs} \) specified at the end of section 2 for reliability measurement of fault tolerant architecture.

Fig. 2 presents two basic kens \( \text{Ken A} \) and \( \text{Ken B} \) with two bindings between required and provided gates (shaded and white rectangles, respectively). \( \text{Ken A} \) is a client of \( \text{Ken B} \), a server. Fig. 4 shows a variation of Fig 2. \( \text{Ken B} \) has been parameterized by the formal parameter of the replication algorithm. A particular replication algorithm, Passive Replication, has been chosen as an actual parameter.

![Figure 4: Example of syntax for fault tolerant radl.](image)

The second abstraction is concerned with the actual communication of client and servers according to a particular algorithm. The active replication algorithm is shown in Fig. 5 (a), where a client communicates with all servers. Fig. 5 (b) shows passive replication algorithm, where a client can contact a primary server only. This abstraction is elaborated in section 5.

5. SEMANTICS FOR DYNAMIC ANALYSIS

Architectures of radl are equipped with probabilistic finite state machine (PFSM) semantics. Our semantics is compositional, in the following sense. Each basic ken is associated with a set of PFSMs, defining how calls to provided gates result in internal gate calls and outgoing signals to required gates. Then, our semantics defines how larger compositions of kens result in larger PFSMs from the individual kens’ PFSMs.

A PFSM may be formally defined:

**Definition 5.1 (PFSM).** A Probabilistic Finite State Machine (PFSM) is a tuple

\[
D = (E_D, A_D, Z_D, \delta_D, \text{Prob}_D, \text{initial}_D, \text{Final}_D, \text{failed}_D)
\]

\( E_D \) is called event alphabet, \( A_D \) is the action alphabet, \( Z_D \) denotes the set of states, \( \text{initial}_D, \text{failed}_D \in Z_D \) are designated initial and fail state, respectively and \( \text{Final}_D \subset Z_D \) is the set of final states.

\[
\delta_D : Z_D \times E_D \cup A_D \rightarrow Z_D
\]

and

\[
\text{Prob}_D : Z_D \times E_D \cup A_D \rightarrow [0, 1]
\]

are the transition function and the transition probability, respectively, where for all \( z \in Z_D \):

\[
1 = \sum_{x \in E_D \cup A_D} \text{Prob}_D(z, x)
\]

In other words \( \text{Prob}_D \) induces a probability distribution on the set of transitions for each state.

For the sake of conformance to standards for interchangeability within CASE tools, our visual notation for PFSMs borrows from UML statechart diagrams and extends them with probabilities. Initial, failed and final states are marked using a solid circle, a solid rectangle and a circle marked with a dot, respectively. In our extension, a transition from state \( s_1 \) to \( s_2 \) is of the form:

\[
s_1 \xrightarrow{e[p]/a} s_2
\]

where

- \( e \) is an optional event. We use events to denote calls to a ken’s provided or internal gates, resulting in the state transition

- \( a \) is an optional action. We use actions to denote internal activity or calls to a ken’s required gates.

- \( p \) is a probability value (the probability of the given transition). From a practical viewpoint, \( p \) is often the product \( u \cdot r \) where \( u \) is the usage probability (of
the event $e$) and $r$ the reliability of the action $a$. For details see [14].

A PFSM $D$ then gives rise to a (finite-state discrete-time) Markov chain (transition probability matrix) $M$ by summing the (multi-edge) probabilities between a given pair of states and solving the resulting model analytically [14].

### Composing Fault Tolerant PFSM

Our ADL has been defined as a Meta Object Facility (MOF) meta-model through UML specialization [12]. The details are topic for another paper. Here it suffices to mention that the MOF/UML permits to treat architectural and behavioral considerations in tandem. Kens are treated as metaclasses that contain a meta-method semantics() which returns a PFSM model (as a first class object) accessible to other methods in our implementation.

We define a fault tolerant parameterization semantics as follows:

1. There is a UML meta-model for describing our ADL and its semantics, mainly defined by StateMachine, Transition, and State [11]. They are similar to PFSM, $\delta_D$ and $Z_D$ in Def. 5.1, respectively.

2. The replication algorithms are given by a metaclass ReplAlgo, used to generically compute semantics for a given replication choice. This metaclass is equipped with a virtual (meta-)method execAlgo that denotes the algorithm. The range of replication algorithms may then be represented by subclassing ReplAlgo and redefining this function.

Some algorithms inherit properties of ReplAlgo abstract class: PassiveReplAlgo, ActiveReplAlgo, Semi-PassiveReplAlgo, and ActiveClientReplAlgo. This approach is efficient from a meta-modeling perspective, because it enables us to treat all algorithms as of the metaclass type ReplAlgo.

3. A ParRepl is given as a parameterized (meta-)class that takes four arguments. Given client PFSM and server PFSM, it calls an abstract class called RPFSM and outputs a combined PFSM as the result.

Another novelty of this approach is that we use MOF and UML meta-modeling to generically treat architectures over particular replication algorithms.

We outline a compositional semantics for fault tolerant architectures, based upon PFSMs. We refer the interested reader to [13] for a detailed formal description of a similar semantics using deterministic finite state machines without probabilities and [8] with probabilities. We define passive replication algorithm in this paper to illustrate composition of fault tolerant architectures.

**Binding.** Given ken $C$ with required gate $pp$ connected to ken $S$ with provided gate $pp$

$$
Bind(C, S, pp)
$$

we build a larger set of PFSMs associated with the provided gates of $Bind(C, S, pp)$

$$
[Bind(C, S, pp)]
$$

according to the following algorithm. First, let $Sem_0 = [S] - \{PFSM_{pp}\}$

1. Set $i := 0$.

2. For each $PFSM_{pp} \in [C]$

3. If $PFSM_{pp}$ does not involve $pp$ as an action, then let $Sem_{i+1} = Sem_i \cup \{PFSM_{pp}\}$, let $i := i + 1$, take the next $PFSM_{pp} \in [C]$ and go to step 3.

Otherwise, go to step 4.

4. Take every transition in $PFSM_{pp}$ that involves $pp$ as an action,

$$
S_1 \xrightarrow{e[call*redo]/pp} S_2
$$

and let RPFSM$_{pp}$ be the PFSM for the provided gate $pp$ in $[S]$. We define Change(RPFSM$_{pp}$, $s_2$) to be RPFSM$_{pp}$ with its initial state replaced by $s_2$.prob.start and final state with $s_2$.prob.end. Then, we insert Change(RPFSM$_{pp}$, $s_2$) between $s_1$ and $s_2$, in the sense that we delete the transition 1 and replace it with

$$
S_1 \xrightarrow{e[call*redo]/pp} s_2.probs.start
$$

and add the transition

$$
s_2.probs.end \rightarrow s_2
$$

We call the resulting machine $PFSM'_{pp}$.

5. We let $Sem_{i+1} = Sem_i \cup \{PFSM'_{pp}\}$, take the next $PFSM_{pp} \in [C]$, set $i := i + 1$ and go to step 3.

**ParRepl.** We define the semantics of the fault-tolerant replication

$$
[ParRepl(C, S, algo, probs, numServers)]
$$

according to the algorithm defined in algo. Here we only give a sketch of the semantics. The probabilities primary($S$) are added in the transition between client PFSM to the PFSM for each servers $S$, by defining a new state $S$.current which intercedes calls from the client with $primary(S)$ as the probability of transition from the client call. Probability busy($S$) is added in the transition after $S$.current, by defining transition busy($S$) to a new state $S$.BUSY. idle($S$) is the probability of server $S$ being idle (does not fail). The probability bottleneck($S$) is added in the transition between $S$.BUSY to the root PFSM. Probabilities transfer($S$, $S'$) are added in the transition between $S$.transferControl to other servers’ PFSM starting state $S'$.current. Probability otherFailures($S$) is being added in the transition between $S$.BUSY to a new state $S$.transferControl.

**ReplAlgo.** As an illustration, we define the semantics for ParRepl where algo is set to PassiveReplAlgo.

1. Set $n := 0$ and do all steps in $Bind(C, S, pp)$ up to step 3. Instead of calling step 4, refer the call to this algorithm in step 2.

Let us add some probabilistic transitions to each of ken $S$’s PFSMs in steps 3 for correct processes and 4 for busy processes.

2. For each $PFSM_n$

$$
s.t. n < numServers \text{ and } PFSM_{pp} \in [S]:
$$
3. Go to step 4 in \( \text{Bind}(C, S, pp) \) to compose a larger PFSM in normal case (no failure). After that, we do a composition for failure cases. We define a new function \( \text{Add}(\text{FTPFSM}_pp, s_1, s_2) \) to add a new state, namely \( s_{2, \text{pp}. \text{current}} \), so that we can put a probability in choosing a primary server \( \text{probs}[n][\text{primary}] \) for all \( \text{numServers} \) servers. Then, we insert the function \( \text{Add}(\text{FTPFSM}_pp, s_1, s_2) \) so that two more transitions are added between \( s_1 \) and \( s_2 \) (besides the transitions in step 4 of \( \text{Bind}(C, S, pp) \)) with

\[
s_1 \xrightarrow{\text{probs}[n][\text{primary}]} s_{2, \text{pp}. \text{current}}
\]

and

\[
s_{2, \text{pp}. \text{current}} \xrightarrow{\text{probs}[n][\text{idle}]} s_{2, \text{pp}. \text{start}}
\]

4. Add a transition to a new state \( S_n, \text{BUSY} \) if busy processes happen:

\[
s_{2, \text{pp}. \text{current}} \xrightarrow{\text{probs}[n][\text{busy}]} S_n, \text{BUSY}
\]

In the case of bottleneck (crashes) without having a chance to transfer the control to a new primary:

\[
S_n, \text{BUSY} \xrightarrow{\text{probs}[n][\text{bottleneck}]} \text{final}
\]

Add a transition in the case of failures other than bottleneck:

\[
S_n, \text{BUSY} \xrightarrow{\text{probs}[n][\text{other}]} S_n, \text{transferControl}
\]

And add other transitions to the starting state of other backup servers:

For \( (0 \leq \text{backup} < \text{numServers}) \wedge (\text{backup} \neq n) \):

\[
S_n, \text{transferControl} \xrightarrow{\text{probs}[n][\text{transfer}][\text{backup}]} s_{2, \text{pp}. \text{current}}
\]

Then set \( n := n + 1 \) and repeat step 3 until \( n = \text{numServers} \).

5. We call the resulting machine \( \text{PFSM}'_{\text{pp}} \) and go to step 5 in \( \text{Bind}(C, S, pp) \).

### 6. PROBABLISTIC COMPUTATIONAL TREE LOGIC

Probabilistic Computational Tree Logic (PCTL) (see for instance [6]) is used to specify and check timing and probabilistic properties on our architectures. We define PCTL in terms of structures comprising PFSMs and associating additional atomic propositions with states:

**Definition 6.1 (Structure).** A structure is a tuple

\[
S = \langle D_S, \text{Props}, h_S \rangle
\]

where \( D_S \) is a PFSM, \( \text{Props} \) is a finite set of atomic propositions and \( h : Z_{D_S} \rightarrow \mathcal{P}(\text{Props}) \) is a function decorating states with propositions sets.

The idea is to extend each basic ken PFSM by associating atomic propositions with states. We use the architectural semantics of the previous section, so that compositions of kens have appropriately expanded structures. Formulae can then be specified about the provided gates of any given architectural composition, and then checked against the associated structures.

We extend the traditional definition of PCTL which uses transition probabilities without associated events or actions.

To this end we use finite sequences in \( (E \cup A)^* \), infinite sequence in \( (E \cup A)^\omega \) and bounded sequences in \( (E \cup A)^{\omega \cdot k} \) for some bound \( k \). Such a sequence \( a_0 \ldots a_{n-1} \) is also called a finite, infinite or bounded trace, respectively, of the PFSM \( D \), if there is an associated sequence of states \( s_0, s_1, \ldots s_{n-1} \in Z_D \) such that initial \( = s_0 \bullet s_1 \bullet \ldots \bullet s_{n-1} \) are legitimate transitions, i.e., if \( \delta_D(s_i, a_i) = s_{i+1} \) for all for the respective step \( i \). The probability of this trace is the product of the single transition probabilities:

\[
p(a_0 \ldots a_{n-1}) = \prod_{i=0}^{n-1} \text{Prob}(s_i, a_i)
\]

The trace is also called accepted if \( s_{n-1} \in \text{Final}_D \).

As computation tree paths in PCTL are sequences of states without transition symbols, in order to forget the transition symbols we map a given trace \( t = a_0 \ldots a_{n-1} \) to its underlying state sequence \( s = s_0 \ldots s_{n-1} \). We denote by \( s_i \) the underlying state sequence of \( t \). Since different symbols can make different transitions between the same pair of states, then different traces can have the same underlying state sequence. By \( T_s = \{ t \mid s_i = s \} \) we denote the set of traces with the same underlying state sequence \( s \).

Now the paths in the sense of traditional PCTL are the underlying state sequences of the traces in \( T_D \). Their probability can be computed as

\[
p(s) = \sum_{t \in T_s} p(t)
\]

This means we sum the trace probabilities given in the PFSM over all traces with the same underlying state sequence to derive the probability of the state sequence.

PCTL now permits model checking with temporal formulae that are composed from atomic propositions and include modal operators with optional lower reliability bounds and upper time bounds. Regarding the time bounds, such operators are interpreted over all traces (and state sequences) up to the given length in a time bound. Bounded reliability is defined using the probabilities above, where we sum the probabilities over all traces (implicitly over all underlying state sequences) satisfying the given formulae, i.e. over a corresponding state 'computation tree'.

**Figure 6:** PFSMs associated with basic kens of our example:

(a) PFSM\text{Login} \in \text{[WS]}, (b) PFSM\text{FindDetails} \in \text{[DB]}. and The failed state and its incoming transitions are displayed in chart (a) and are left implicit in the other chart.

Without loss of generality and for the sake of simplicity in the following examples, we now assume that the above probabilities are all independent of the chosen server(s). In
other words, we assume a homogeneous pool of servers with symmetric fail-over policy.

**Example 6.1.** Using PassiveRepAlgo, let NewDBReq be an atomic proposition, standing for the fact that a new database connection that fault tolerant needs to be added to the pool in our example. Assume that hARCH(FindDetails.1) = hARCH(Login.2) = {NewDBReq}, so that

\[
hARCH(S1.FindDetails.1) = hARCH(C>Login.2) = \{NewDBReq\}
\]

We make the following specification about the behavior of a call to the Login gate of ARCH. In the best case, there is a probability of at least 0.2% that we will require a new database connection in less than or equal to 7 times steps in server S1.

\[
\text{True } U_{p \geq 0.002}^{\leq 7} \text{ NewDBReq}
\]  

(2)

After the third attempt, we get a probability of at least 0.37% that we will require a new database connection in less than or equal to 14 times steps in server S3, using the same formulae above. For the overall architecture, we get a reliability of at least 82% if we use one server only. The reliability is increased by 16.3% if we use three servers instead.

\[
\text{True } U_{p \geq 0.82}^{\leq 8} \text{ final}
\]  

(3)

Using the algorithms of [6], we can verify that this specification is true of ARCH.

**Example 6.2.** Assuming active client replication algorithm is used, we use the same atomic proposition as in Example 6.1. For the best case, we have probability of at least 0.2% that we will require a new database connection in less than 7 times steps in server S1 using Equation (2). After the third attempt, we get a probability of at least 0.38% that we will require a new database connection in less than or equal to 17 times steps in server S3, using the same formulae.

For the overall architecture, at least 60% reliability is achieved if we use one server only. By replicating the number of servers to three, we get a greater reliability of at least 98.2%. We use the formulae in Equation (3) for both measurements.

The PFSM in Fig. 7 is the result of combining individual PFSMs in Fig. 6, using the composition algorithm for passive replication defined in Section 5.

In relation to composing PFSMs using the active client approach in Example 6.2, more states need to be used compared to Example 6.1. This is due to the need to choose a new primary server in case the old primary fails. Thus, the client has to resend a request to the new primary and the corresponding client PFSM has to be included again in the composition. As the number of states increases, the number of steps also increases (21 steps in Example 6.1 compared to 30 in Example 6.2).

Updating backup servers (as part of the passive replication algorithm) is not included in the PFSM composition. We can avoid this because our reliability measurements are only the sequences leading to the client receiving a response regardless of server replication. It can be seen from Example 6.1 and Example 6.2 that reliability of architecture is increased by around 0.01% if we use three servers instead of one server only. Since a crashed server can often be restarted after a failure, there is an additional element of availability ‘built-in’ that we are not even accounting for, since our simplified model treats failure as terminal.

### 7. IMPLEMENTATION

The compositional semantics for our version of radl have been implemented. The software, called FSMComb [5], implements our methods in Java. FSMComb interfaces to the PRISM [9] model checking tool which permits to check PCTL specifications against our architectures. Generally, FSMComb combines two or more PFSMs for individual kens into one for the given architecture. The PFSMs are read from text files and then extended by fault-tolerance constructs as described. Finally the composite models are exported to the PRISM checker together with fault-tolerance assertions. PRISM then verifies these models and reports the results.
8. RELATED WORK AND CONCLUSIONS

Little work has been done in using ADLs to specify and analyze fault tolerant properties.

In [16], non-functional properties such as dependability, safety, reliability and availability are defined formally using a predicate logic with some extensions. Then, components and replication methods are also defined formally using the non-functional properties that have formally been defined previously. However, that work does not relate a compositional ADL-style view of architecture to replication techniques. The relation of fault tolerance to executable architectures was investigated in [15]. The approach adds fault tolerant supports into SOFA component framework. The SOFA framework is based on component oriented programming. Thus, SOFA is similar to OMG’s CORBA, Sun’s Enterprise Java Beans and Microsoft’s COM. Although they use replication methods such as active and passive replication as our approach, there are some differences.

The approach does not replicate a component automatically. Also, the primary goal of that work is to implement fail-over algorithms directly in SOFA source code, without describing it abstractly in architecture.

In [14], we developed a compositional approach to reliability models where PFSMs are associated to hierarchical component definitions and to connectors. Markov chain semantics permits hierarchical composition of these reliability models. However the paper does not develop a fault-tolerance model. The work presented here is in part based on that semantics.

This paper presented a compositional approach to fault-tolerant component-based architectures. We modeled fail-over mechanisms in a pool of replicated servers. PFSMs were associated with components and connectors to define the behavior of hierarchical component-based architectures. We sketched a formal semantics using PCTL.

Parameterized architectural patterns are used in our approach, in which the chosen fault-tolerance mechanisms becomes a parameter. The actualization of the parameter includes probabilities for weaving the PCTL fault-tolerance model into the PCTL models of the client-server interface functionally.

Finally, the paper developed an example for the special case of a pool of symmetric servers — although our approach is more general. The example also illustrated our prototype implementation of the PCTL architecture weaver.
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ABSTRACT
Using plugins as a mechanism for extending applications to provide extra functionality is appealing, but current implementations are limited in scope. We have designed a framework to allow the construction of flexible and complex systems from plugin components. In this paper we describe how the use of modelling techniques helped in the exploration of design issues and refine our ideas before implementing them. We present both an informal model and a formal specification produced using Alloy. Alloy’s associated tools allowed us to analyse the plugin system’s behaviour statically.
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1. INTRODUCTION
Maintenance is a very important part of the software development process. Almost all software will need to go through some form of evolution over the course of its lifetime to keep pace with changes in requirements and to fix bugs and problems with the software as they are discovered.

Traditionally, performing upgrades, fixes or reconfigurations on a software system has required either recompilation of the source code or at least stopping and restarting the system. High availability and safety critical systems have high costs and risks associated with shutting them down for any period of time [14]. In other situations, although continuous availability may not be safety or business critical, it is simply inconvenient to interrupt the execution of a piece of software in order to perform an upgrade.

Unanticipated software evolution tries to allow for the evolution of systems in response to changes in requirements that were not known at the initial design time. There have been a number of attempts at solving these problems at the levels of evolving methods and classes [5, 7], components [11] and services [15]. In this paper we consider an approach to software evolution at the architectural level, in terms of plugin components.

We believe that it is possible to engineer a generalised and flexible plugin architecture which will allow applications to be extended dynamically at runtime. Here we present a model of how components may be assembled in such an architecture based on the interfaces that they present. This model will be used at run-time by a plugin framework to determine the connections that can and should be made between plugins (our implementation of such a framework is detailed in [3]).

The benefits of building software out of a number of modules have long been recognised. Encapsulating certain functionality in modules and exposing an interface evolved into component oriented software development [2]. Components can be combined to create systems. An important difference between plugin based architectures and other component based architectures is that plugins are optional rather than required components. The system should run regardless of whether or not plugin components have been added, but offer varying degrees of functionality depending on what plugins are present. Plugins can be used to address the following issues:

- the need to extend the functionality of a system,
- the decomposition of large systems so that only the software required in a particular situation is loaded,
- the upgrading of long-running applications without restarting,
- incorporating extensions developed by third parties.

Plugins have previously been used to address each of these different situations individually, but the architectures designed have generally been quite specifically targeted and therefore limited. In existing systems, either there are constraints on what can be added, or creating extensions requires a lot of work on the behalf of the developer, for example writing architectural definitions that describe how components can be combined [13]. We believe that it is possible to engineer a more generalised and flexible plugin architecture not requiring the connections between components to be explicitly stated.

Here we describe how formal specification techniques helped us in developing a generalised plugin model that can be used to deal with any of the situations described above. Unlike other plugin models (for example that used by Eclipse [13]), in our model components are matched purely based on information that is available from the code, rather than using meta-data such as an IDL description. In the remainder of the paper we present our model both informally,
2. AN INFORMAL MODEL

We think of the way that components fit together in a plugin architecture as being similar to the way that pieces of a jigsaw puzzle fit together. As long as a jigsaw piece has the right shaped peg, it can connect to another piece that has a corresponding hole.

The main application provides a number of holes, into which components providing extra functionality can plug. Plugins are optional components containing collections of classes and interfaces. The holes represent an interface known to the main application, and the pegs represent classes in the plugin components that implement this interface. The interface defines the signatures of methods in the class. If an application has an interface that allows other components to extend it, and a plugin contains a class that implements this interface, a connection can be made between them. The peg will fit into the hole. This situation, adding components to a central application, is shown in the first example Figure 1.

Thinking about plugins in this way, it becomes clear that some other more sophisticated configurations would be possible if we allow plugin components to have holes as well as pegs, i.e. if we allow plugins to extend other plugins rather than only allowing them to extend the main application. We can then have chains of plugins as shown in the middle example in Figure 1. An example of this situation might be if the main application were a word processor, which was extended by plugging in a graphics editor, and this graphics editor was in turn extended by plugging in a new drawing tool.

It is possible that a component has several holes and pegs of different shapes (probably the most common situation in traditional jigsaw puzzles). This can lead to more complicated configurations of components, such as those shown in the rightmost example in Figure 1. Such a configuration might be useful in a situation where the main application was, say, an integrated development environment, the first plugin was a help browser, and the second a debugging tool. The debugging tool plugs into the main application, but also into the help browser so that it can contribute help relevant to debugging. In this way the help browser can display help provided by all of the different tools in the IDE, with the help being stored locally in each of the separate tools. It is clear that we cannot represent all possible configurations of plugins using these simple planar jigsaw representations, but they provide a useful metaphor for thinking about what might be possible.

If we think once again about the first case, then it seems that we should be able to keep on adding plugins to the application as long as they implement the right interface, but there might be cases where we want to put limits on the number of plugins that can be attached. This might be the case when each plugin that is added consumes a resource held by the main application, of which a limited quantity is available. Cardinality constraints can also be employed to constrain the shapes that the configuration can take.

To see the effect of using cardinalities, consider a main application which accepts a certain type of plugin, without a restriction on how many plugins can be added. If three compatible plugins are added, all three will be loaded and connected to the system. If, however, we change the cardinality of the interface to be \( \leq 2 \), i.e. any number up to a maximum of two, after two plugins have been added, a third cannot be. It might be possible to remove plugin 1 or 2, and to replace it with plugin 3, but it is not possible to plug in all three at the same time. In practice though it seems that the two cardinalities used most often will probably be \( \leq 1 \) and “any number”.

Revisiting the chaining patterns that we saw earlier (see the second example in Figure 1), but employing cardinalities, we can chain together a number of different components of the same type, by having each provide and accept one peg of the same shape (limiting the number of pegs accepted requires a cardinality constraint - see Figure 2). This is almost like a Decorator pattern [6] for components. A decorator conforms to the interface of the component it decorates so that it adds functionality but its presence is transparent to the component’s clients. Such a situation might be useful if, for instance, we wanted to chain together video filters, each of which took a video stream as an input and provided another stream as an output. Each filter could perform a different transformation (for example converting the image to black and white, or inverting it) but the components could be combined in any order, regardless of the number in the chain. Plugins would allow this configuration to be changed dynamically over time.

Figure 1: Some possible configurations of plugins

| extending the main application | extending plugins to form a chain | connecting to multiple components |

Based on a familiar analogy, and formally using the specification language Alloy.
It is our aim to provide the described plugin architectures in self-assembling systems [8]. It should be possible to introduce new components over time. For each additional component the system should make connections to join it to the existing system in accordance with its accepted and provided interfaces. It should not be necessary for the user or developer to provide extra information about how or where the component should be connected, as they may not have total information about the current configuration, or they may just want to delegate responsibility for managing the configuration to the system itself. The plugin framework should be able to assemble the components according to the types of the classes they contain.

Figure 3 shows a possible configuration of a video replay application. The main application displays video streams which are supplied by plugin components. The mixer component mixes two video streams into one, so can be used to add subtitles to a film. In the figure a mixer and a set of subtitles have been added to the application, and a film source is about to be added. The film source could connect either to the mixer or directly to the video player. In the first case, the subtitles will be applied to the film, in the second case the film and the subtitles will be displayed separately. We would like to be able to ensure that the behaviour desired by the provider of the film component is implemented or at very least to predict what will happen in this case. We need to know that the same thing will happen if the same components are combined on different occasions.

It is desirable that the behaviour of self-assembling systems can be made to be deterministic: it should be possible to determine what connections will be made when a certain component is added to a certain configuration. To ensure that this is the case, provision needs to be made for defining a strategy to decide between different possible bindings in a predictable way. The technique we use for this is to allow strategies for deciding between different possible bindings to be provided in the form of preference functions written by plugin developers.

3. A FORMAL MODEL

Before implementing a framework to support applications that are extensible with plugins, we developed a formal specification for the system in Alloy [9]. Alloy is a lightweight notation that supports the description of systems that have relational structures. The systems that we wish to describe are concerned with sets of linked components, so Alloy is a particularly appropriate language. The notation allows us to write any first-order logical expression plus transitive closure. In addition to providing language constructs that fit our domain, Alloy has the advantage that specifications are able to be analysed automatically. Analysis is supported by the Alloy Constrain Analyser (A CA) [4]. This tool allows us to check our Alloy models for consistency and to generate example situations which we may not have considered. Uncovering the possibility of such unexpected behaviour early in the development process allows us to refine the specification to deal with it, rather than having to do much more expensive maintenance, as would be the case if problems were discovered after implementation.

Using Alloy allows us to represent formally the way in which plugin components can fit together, and what happens when a new component is added to the system. In the case that we have written inconsistent constraints, the analyser will report that it could not generate an example that satisfies the constraints that we have specified.

The ACA tool provides a visualiser which will display example structures graphically. This representation is easy to interpret. We can see how the components have been joined together to form a system. The figures in this paper were generated by this visualisation tool (with minor hand editing of labels to make the examples easier to understand). The visualisation tool is quite flexible, allowing us to omit parts of the model and to show labels either within an object or with an arrow from the object. In Figure 4 we have used both techniques, purely for clarity.

In the text of this paper we present the model in first order logic for readability, and again in Alloy in the Appendix.

One of the ideas described in the previous section is that the number of each type of plugin component allowed may be explicitly defined. This is quite a complicated property and so we first model plugins without it and then extend the model to include cardinality constraints.

3.1 A basic model

The artifacts we model could be created by a compiler for an object oriented language with name equivalence. So they could be created by a Java or C# compiler.

Classes are defined in terms of the interfaces they implement and whether or not they are abstract. The type interface $I$ is atomic.\footnote{For a declared type $T$, $t \in T$ and $t : T$ will be used interchangeably.}

We use the notation $?^\prime$ to mean abstract may optionally be present.
in a given class. As they have already been successfully compiled we know that classes must implement the interfaces they say they implement.

**Definition 1.** A class \( \text{cl} : \mathcal{CL} \) is defined as:
\[
\text{cl} = \{ \text{implements} : \mathcal{P}(\mathcal{I}), \text{abstract?} : \text{String}\}
\]

Components \( \mathcal{C} \) are just sets of classes and sets of interfaces. The classes constitute what the component provides and the interfaces are what the component can accept.\(^2\)

**Definition 2.** A component \( c : \mathcal{C} \) is defined as:
\[
c = \{ \text{pegs} : \mathcal{P}(\mathcal{C}), \text{holes} : \mathcal{P}(\mathcal{I})\}
\]

Components need to be connected or bound together. Bindings \( \mathcal{B} \) connect classes to interfaces. The component containing the interface has to be different from the component containing the class, so that components cannot plug in to themselves. The need for this constraint was not originally apparent. Considering examples produced by the analyser that did not follow this constraint caused us to add it to the model (see Section 4 for more discussion).

**Definition 3.** A binding \( b : \mathcal{B} \) is defined as:
\[
b = \{ \text{peg} : \mathcal{CL}, \text{to} : \mathcal{I}, \text{from} : \mathcal{C}\}
\]

such that:
\[
(\text{to} \neq \text{from}) \land (\text{peg} \in \text{to.pegs}) \land (\text{hole} \in \text{from.holes})
\]

A System \( \mathcal{S} \) consists of a set of components, a set of bindings between interfaces and classes of the components and a special component, designated start. The start component must contain at least one interface or there would be no way of ever extending a system containing it as the first component. All other components must contain some classes in order that they can provide some extra functionality to the system. An interface cannot be bound to a given class more than once (the same class in a different component is taken to be a different class).

\(^2\)In the implementation of this model, components also include sets of resources, but these would add nothing to our model so we have omitted them.

**Definition 4.** A system \( s : \mathcal{S} \) is defined as:
\[
s = \{ \text{comps} : \mathcal{P}(\mathcal{C}), \text{bindings} : \mathcal{P}(\mathcal{B}), \text{start} : \mathcal{C}\}
\]

such that:
\[
\text{start} \in \text{comps}
\exists b : \mathcal{B} (\text{start} = b.\text{from}) \lor (\#\text{comps} = 1)
\forall c \in \text{comps} (c.\text{pegs} \neq \emptyset \lor c = \text{start})
\forall b_1, b_2 : \mathcal{B} ((b_1.\text{from} = b_2.\text{from}) \land (b_1.\text{hole} = b_2.\text{hole}) \land
(b_1.\text{to} = b_2.\text{to}) \land (b_1.\text{peg} = b_2.\text{peg}) \Rightarrow (b_1 = b_2))
\]

Figure 4 shows a system with an application and a single plugin. In this system the starting component is App, which has a single interface with one method header. Plugin is added and a binding is formed from App to Plugin because Plugin contains Class, which implements Interface.

Classes and interfaces cannot exist in isolation. Every class and every interface is associated with a component. Similarly, bindings and components are always associated with systems and all components (with the possible exception of when a system contains exactly one component) are bound to other components. These constraints were not thought about explicitly before we started modelling our proposed systems. Each property has to be built into any framework that implements our model so that we create systems that behave in the way predicted by our model.

**Property 1 (No Orphans in Any s : S).**
\[
\forall i : \mathcal{I}, \exists c : \mathcal{C} (i \in c.\text{holes})
\forall c : \mathcal{C}, \exists i : \mathcal{I} (c \in i.\text{pegs})
\forall b : \mathcal{B}, \exists s : \mathcal{S} (b \in s.\text{bindings})
\forall c : s.\text{comps}, (\exists b : \mathcal{B} (b.c = b.\text{to} \lor \forall c = b.\text{from}) \lor
(\#s.\text{comps} = 1))
\]

The addition of a plugin component to an existing system needs to be modelled. A component can only be added if it has a class that is not abstract that implements an interface in the existing system. But before we look at a function to add a new component to a system, we first will need to test whether two components with an associated interface and class can be bound at all.

**Definition 5 (canBind).**
\[
\text{canBind} \subseteq \mathcal{CL} \times \mathcal{C} \times \mathcal{I} \times \mathcal{C}
\text{canBind} (c, c', i, c) \iff (i \in c.\text{holes}) \land (c \in c'.\text{pegs}) \land
(c' \neq c) \land (\text{abstract?} c) \land i \in c.\text{implements}
\]
If a component can be bound to another component in a system, then it can be added to that system. Otherwise trying to add such a component will have no effect on the system.

**Definition 6.** (Addition functions).

A function \( \text{add} : (S, C) \rightarrow S \) is an addition function iff

\[
\text{add}(s, c) = s' \Rightarrow \\
(\exists c' \in s\text{.comps} \exists i : I . \exists t : CL . \text{canBind}(c, i, t, c')) \\
\Rightarrow s' = \{s\text{.comps} \cup \{c\}, s\text{.bindings} \cup \{c, i, t, c'\}, s\text{.start}\} \\
(\forall c' \in s\text{.comps} \neg \text{canBind}(_{-} c', - c) \Rightarrow s' = s)
\]

If there is more than one candidate for \( c' \) then there could be a set of possible addition functions each capable of performing the appropriate operation. In order for the system to be deterministic, so that behaviour holds no surprises, we need to choose a single addition function and use it. In section 3.3 we show how to do this.

### 3.2 Extending the Model with Cardinality Constraints

In the model described so far, the number of plugins that can be bound to a particular interface simultaneously is not prescribed. A given interface may have any number of classes bound to it. This is not always what is required. Sometimes the number of classes that can be bound to an interface is fixed. Perhaps for a specific interface only one class should be bound to it. At the other extreme an interface may let any number of classes be bound to it. For this model the numbers will be defined to be the natural numbers (including 0) extended with an infinite number.\(^3\)

\[^3\]In a finite Alloy model a natural number larger than the scope for which the model is analysed will have the same effect on binding as an infinite number would.

**Definition 7.** The numbers \( \mathcal{N} \) are defined as:

\[
\mathcal{N} = \mathbb{N} \cup \{\infty\}
\]

Interfaces need to be extended with the number of classes that can be bound to them.

**Definition 8.** A numinterface \( ni : \mathcal{N}I \) is defined as:

\[
ni = \{i : I, n : \mathcal{N}\}
\]

Numinterfaces need to replace interfaces throughout the definitions and in the NO ORPHANS property. More importantly, the definition of add needs to be changed to take the numbering into account. Firstly, a class can only be bound to an interface if the number associated with that interface is not zero. Secondly, when a new component is added, the number associated with the relevant interface should be decremented.

**Definition 9.** (Dec).

\[
\text{dec} : (C, \mathcal{N}I) \rightarrow C \\
\{c\text{.pegs} \cup \{(i, n)\}_{i} \cup \{c\text{.holes} \setminus (i, n)\}_{i} \} \\
\} \\
\{ \text{ if } n \neq 0 \} \\
\{ \text{ if } n = 0 \}
\]
DEFINITION 10 (ADDITION FUNCTIONS).
A function \( \text{add} : (S, C) \rightarrow S \) is an addition function iff
\[
\text{add}(s, c) = s' \Rightarrow \\
(\exists c' \in \text{s.comps}. \exists (i, n) : N \exists c \in \text{CC}. \text{canBind}(cl, c, i, c'))
\Rightarrow s' = \{ \text{s.comps} \setminus \{c'\} \cup \{\text{dec}(c', (i, n))\} \cup \{c\}, \\
\text{s.bindings} \cup \{cl, c, i, c'\}, \\
\text{s.start} \}
\]
\[
(\forall c' \in \text{s.comps}. \neg \text{canBind}(\_c', \_c) \Rightarrow s' = s)
\]
Figure 5 was produced by the Alloy model in the Appendix. This is the Alloy version of our model including numbers. The figure shows an application extended by a chain of components, as in the second example in Figure 1. Where \( n : 0 \) appears in the diagram it means that no more classes can be bound to this interface and \( n : 2 \) means that two more classes can be bound to this interface.

3.3 Removing the Nondeterminism

The final step in producing a model that is suitable for implementation is to remove the nondeterminism caused by not having a unique addition function. We need somehow to only bind to the best component if there is a choice of several components to which the new plugin could be bound.

Only the designer of the plugin will know, given two components that it is possible to plug in to, which would be the best choice. We need a function \( \text{prefer} \), which the plugin developer can implement saying for every suitable pair of components, which of the two components should be bound to. If the developer does not care (it does not matter which component a plugin is connected to) then they do not need to specify a prefer function, and the binding will happen non-deterministically as in the previous case.

DEFINITION 11 (PREFER).
\( \text{prefer} : (C, C, C) \rightarrow C \)
\( \text{prefer}(\text{addc}, \text{this}, \text{that}) = \left\{ \begin{array}{ll}
\text{this developer's choice} \\
\text{that developer's choice}
\end{array} \right. 
\]
such that for each \( \text{addc} \in C \) \( \text{prefer} \) induces a total order on the binding candidates.

We next find the set of components that a given component could possibly be bound to.

DEFINITION 12 (MATCH).
\( \text{match} : (S, C) \rightarrow \mathcal{P}(C) \)
\( \text{match}(s, c) = \{ c' | c' \in \text{s.comps} \exists cl : \text{CC}. \exists (i, n) : N \exists c \in \text{canBind}(cl, c, i, c') \} \)

Given \( \text{prefer} \) we can find the best component, amongst all those that are possible \( \text{match} \), to bind the new plugin to.

DEFINITION 13 (BEST).
\( \text{best} : (S, C) \rightarrow C \)
\( \text{best}(s, c) = c' \Rightarrow \forall c'' \in \text{match}(s, c). \\
(c'' \neq c') \Rightarrow (c'' = \text{prefer}(c, c', c'')) \)

Given \( \text{best} \), we can now rewrite \( \text{add} \) so that it is deterministic. If there is no component to bind to the new component then the system without the plugin is returned. If there is one or more components that can be bound then the best one is chosen.

DEFINITION 14 (ADD).
\( \text{add} : (S, C) \rightarrow S \)
\( \text{add}(s, c) = \left\{ \begin{array}{ll}
\text{s.comps} \setminus \{c'\} \cup \{\text{dec}(c', (i, n))\} \cup \{c\}, \\
\text{s.bindings} \cup \{cl, c, i, c'\}, \\
\text{s.start} \}
\right. 
\]
\( \text{if } \text{pre} \)
\( s \)
\( \text{otherwise} \)
\( \text{where } \text{pre} = (c' \neq c) \land (n \neq 0) \land \\
\text{canBind}(cl, c, i, c') \land (c' = \text{best}(s, c)) \)

4. DISCUSSION

By writing an Alloy specification incrementally, and using the ACA tool to generate examples of the system's behaviour at each stage, several situations were uncovered where we had not constrained the specification strictly enough, resulting in undesirable behaviour.

Initially we had not explicitly stated that plugins cannot fill their own holes. The analyser produced an example where one component had a hole and also a matching peg which was bound to the hole. This sparked a discussion as to whether such behaviour was desirable or not. As the intention of holes is that they provide extension points where other components can be bound, we added a constraint to the model that the two components connected by a binding must not be the same component. In this way, working with a formal specification and an analysis tool led us to discuss issues that we had not considered when working with our informal model.

Another situation that came up early on, was one in which several separate groups of components were produced. Each group was connected internally, but not connected to the other groups. As execution starts in the first component, only those components that are transitively connected to the starting component will extend the base application. We therefore amended the NO ORPHANS property, so that there can be no components in the system that do not have a transitive link back to the start component.

In the model we have presented here, we have assumed that the language in which plugins are implemented will be in the style of Java or C# where the interfaces implemented by a class are explicitly named, and matched by name. Therefore in the model a class can just contain a set of interfaces which it implements, rather than us modelling all of the methods in the class and the interface. We assume that the code in plugins has passed through a compiler and so any class that says it implements an interface does in fact define the necessary methods.

If we wanted to model the implementation of plugins in a language with structural typing, where implemented interfaces are not explicitly named, but classes and interfaces are matched based on the methods that they contain, we could simply change the definitions of classes and interfaces, and write a property \text{implements} to check one against the other. Otherwise the behaviour of the model and the system should be unaffected.
5. RELATED WORK

There are several systems currently in existence that use plugin components as an extension mechanism. Java Applets [1] allow code to be downloaded dynamically and run in a Java-enabled web browser. The system is not particularly flexible, as all applets have to have been derived from a particular superclass, and the system cannot be used for extending applications in general.

The Eclipse platform for IDEs [13] uses plugins to allow for the addition of extra functionality. However, plugins are only detected on start-up and cannot be added to the system while it is running.

The work described by Mayer on Lightweight Application Development [12] involves a technique for using plugins with a variety of applications, but only deals with connecting extensions directly to the main application, rather than the more complex configurations that we consider.

The PluggableComponent [16] architecture features a registry to manage the different types of PluggableComponent. The registry is used by a configuration tool to provide a list of available components that administrators can use to configure their applications, so configuration is human driven, where our approach aims at automatic configuration without total knowledge of the system. As with Applets, all PluggableComponents are derived from the PluggableComponent base class, limiting flexibility of what can be used as a plugin.

There have been various attempts at formalising component based systems, for instance Jackson and Sullivan’s modelling of COM in Alloy [10]. The PACC group at the SEI have been working on Prediction Enabled Component Technologies (PECT [17]). Their work aims to enable the prediction of properties of compositions of components such as latency, and to constrain the assembly of systems to configurations where certain properties hold.

6. CONCLUSIONS

We have presented a model for a system of plugin components. Developing and formalising the model caused us to consider several issues relating to what sorts of behaviours and configurations of plugins should and should not be allowed. Using the Alloy analyser helped us by allowing us to visualise different configurations that could occur with our current model. This helped us to make design decisions and refine the model further.

We have implemented a framework in Java that uses the model described here, and used it to build several applications that can be configured and extended using plugin technology. Details of the implementation can be found in [3].

In [14] Oreizy et al identify three types of architectural change that are desirable at runtime: component addition, component removal and component replacement. In the future we hope to extend the model presented here to cover all of these cases and to implement such a system.
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module Plugins

open std/ord

sig String {}
sig Number {}
sig Interface{}

sig Class {
  implements : set Interface,
  abstract : option String
}
sig NumInterface extends Interface{
  n : Number
}
sig Component {
  pegs : set Class,
  holes : set NumInterface
}
sig Binding {
  hole : NumInterface,
  from : Component,
  peg : Class,
  to : Component
}
{ to != from
  hole in from.holes
  peg in to.pegs
}
sig System {
  components : set Component,
  bindings : set Binding,
  start : Component
}
{ one start
  start in components
  some start.holes
  some bindings => some b in bindings { start = b.from }
  all c in components { c != start => some c.pegs }
}

fact noOrphans {
  all i : Interface | some c : Component { i in c.holes }
  all cl : Class | some c : Component { cl in c.pegs }
  all b : Binding | some s : System { b in s.bindings }
  all c : Component | #Component = 1 || some b : Binding { c = b.to || c = b.from }
  all c : Component | some s : System {c in s.components}
}

fun dec( c, c' :Component, i : NumInterface ){
  i in c.holes && i.n != Ord(Number).first
  some i' : NumInterface {
    i'.n = OrdPrev(i.n)
    c'.pegs = c.pegs && c'.holes = c.holes - i + i'
  }
}
fun add( s, s' : System, c : Component ) {
  some c' in s.components | some i in c'.holes | some cl in c.pegs |
  ( c != c' ) && no cl.abstract && i in cl.implements |
  s'.start = s.start |
  some c'' : Component {
    dec(c',c'',i) |
    s'.components = s.components + c + c'' |
  } |
  one b : Binding {b.hole = i && b.from = c' && b.peg = cl && b.to = c && |
  s'.bindings = s.bindings + b |
  }
}
ABSTRACT
The development of flexible and reusable abstractions for software composition has suffered from the inherent problem that reusability and extensibility are limited due to position-dependent parameters. To tackle this problem, we have defined forms, immutable extensible records, that allow for the specification of compositional abstractions in a language-neutral and robust way. In this paper, we present a theory of forms and show how forms can be used to represent components based on software artifacts developed for the .NET framework.

1. INTRODUCTION
In recent years, component-oriented software technology has become the major approach to facilitate the development of evolving systems [9, 17, 24, 28]. The objective of this technology is to take elements from a collection of reusable software components (i.e., components-off-the-shelf) and build applications by simply plugging them together.

Currently, component-based programming is mainly carried out using mainstream object-oriented languages. These languages seem to offer already some reasonable support for component-based programming (e.g. encapsulation of state and behavior, inheritance, and late binding). Unfortunately, object-oriented techniques are not powerful enough to provide flexible and typesafe component composition and evolution mechanisms, respectively. We can identify especially (a) a lack of abstractions for building and adapting class-like components in a framework or domain specific way, (b) a lack of abstractions for defining cooperation patterns, and (c) a lack of support for checking the correctness of compositions.

In order to address the key problems, various researchers have argued that it is necessary to define a language specially designed to compose software components and to base this language on a well-defined formal semantic foundation [2, 9, 12, 13, 18, 19]. But what kind of formalism should be used as a semantic foundation?

There are several plausible candidates that can serve as computational models for component-based software development. The \(\lambda\)-calculus, for example, has the advantage of having a well-developed theoretical foundation and being well-suited for modeling encapsulation, composition and type issues [5], but has the disadvantage of saying nothing about concurrency or communication. Process calculi such as CCS [15] and the \(\pi\)-calculus [16] have been developed to address just these shortcomings. Early work in the modeling of concurrent objects [20, 21] has proven CCS to be an expressive modeling tool, except that dynamic creation and communication of new communication channels cannot be directly expressed and that abstractions over the process space cannot be expressed within CCS itself, but only at a higher level. These shortcomings have been addressed by the \(\pi\)-calculus, which allows new names to be introduced and communicated much in the same way the \(\lambda\)-calculus introduces new bound names.

Unfortunately, even though both the \(\lambda\)-calculus and the \(\pi\)-calculus can be used to model composition mechanisms [27], they are inconvenient for modeling general purpose compositional abstractions due to the dependence on positional parameters. In fact, the need to use position dependent parameters results in a limited reusability and extensibility of the defined abstractions.

Dami has tackled a similar problem in the context of the \(\lambda\)-calculus, and has proposed \(\lambda N\) [6, 7], a calculus in which parameters are identified by names rather than by positions. The resulting flexibility and extensibility can also be seen, for example, in XML/HTML forms, whose fields are encoded as named (rather than positional) parameters, in Python [30], where functions can be defined to take arguments by keywords, in Visual Basic [14], where named arguments can be used to break the order of possibly optional parameters, and in Perl [32] where it is a common technique to pass a map of name/value pairs as argument to a function or method.

Forms are immutable extensible records that define finite mappings from keys to values. They address the inherent problem that reusability and extensibility of abstractions are limited due to position-dependent parameters [11]. We argue that forms provide the means for a unifying concept
to define robust and extensible compositional abstractions. Unlike classical records, however, forms are abstract, that is, forms are used to define mappings from keys to abstract values. This is a generalization of an earlier work on forms [11, 26] and will allow us to study forms as an environment-independent framework. In order to actually use these compositional abstractions, they have to be instantiated in a concrete target system like the π-calculus [11] or the .NET framework [22]. In this paper, we will outline the basic ideas and formalisms for first-order forms, sketch some of the important issues in relation to form equivalence and normalization, and illustrate how forms can be used as a semantic foundation for component composition.

The remainder of this paper is organized as follows: in section 2, we present first-order forms. In section 3, we develop a semantics of forms. In section 4, we illustrate how forms can be used to represent component interfaces and component interface composition of components written in the .NET-aware language C#. We conclude with a summary of our main observations and a discussion about future work in section 5.

2. FORMS

Forms are finite variable-free mappings from an infinite set of labels denoted by \( \mathcal{L} \) to an infinite set of abstract values denoted by \( \mathcal{V} \). The set of abstract values is a set of distinct values. We do not require any particular property except that equality and inequality are defined for all abstract values. In fact, programming values like Strings, Integers, Names, and even Objects and Classes are elements of \( \mathcal{V} \).

The set \( \mathcal{V} \) contains a distinguished element \( \mathcal{E} \) – the empty value. In the context of software composition, the empty value denotes the lack of a component service. That is, if a given label, say \( l \), is bound to the empty value, then the corresponding component service is either currently unavailable or not defined at all.

We use \( F, G, H \) to range over the set \( \mathcal{F} \) of forms, \( l, m, n \) to range over the set \( \mathcal{L} \) of labels, and \( a, b, c \) to range over the set \( \mathcal{V} \) of abstract values. The set \( \mathcal{F} \) of forms is defined as follows:

\[
\begin{align*}
F & ::= \emptyset & \text{empty form} \\
| & F(l = V) & \text{abstract binding extension} \\
| & F \cdot F & \text{polymorphic extension} \\
| & F \backslash F & \text{polymorphic restriction} \\
| & F \rightarrow l & \text{form dereference}
\end{align*}
\]

\[
\begin{align*}
V & ::= S & \text{abstract value} \\
| & F & \text{nested form}
\end{align*}
\]

\[
\begin{align*}
S & ::= \mathcal{E} & \text{empty value} \\
| & a & \text{abstract value} \\
| & F_l & \text{abstract projection}
\end{align*}
\]

Every form is derived from the empty form \( \emptyset \), which denotes an empty component interface (i.e., a component that does not define any service). The abstract binding extension \( F(l = V) \) extends a given form \( F \) with exactly one binding \( (l = V) \) that either adds a fresh service, named \( l \), or redefines an existing one. Using polymorphic extension, we can add or redefine a set of services. Polymorphic extension is similar to asymmetric record concatenation [4]. In fact, if the forms \( F \) and \( G \) both define a binding for the label \( l \), then only \( G \)'s binding will be accessible in the polymorphic extension \( F \cdot G \). The polymorphic restriction \( F \backslash G \) denotes a form that is restricted to all bindings of \( F \) that do not occur in \( G \) with the exception that all bindings of the form \( (l = E) \) and \( (l = ()) \) in \( G \) are ignored. Finally, the form dereference \( F \rightarrow l \) denotes the form that is bound by label \( l \) in \( F \). Form dereference can be used to extract a form that occurs nested within an enclosing form.

In form expressions, an abstract binding extension has precedence over a polymorphic extension, a polymorphic extension has precedence over a polymorphic restriction, which in turn has precedence over form dereference. A sequence of two or more polymorphic extensions is left associative, that is, \( F_1 \cdot F_2 \cdot F_3 \) is equivalent to \( (F_1 \cdot F_2) \cdot F_3 \). The same applies to polymorphic restriction. Parenthesis may be used in form expressions in order to enhance readability or to overcome the default precedence rules.

Forms denote component interfaces and component interface composition. A component offers services using provided ports, and may require services using required ports. If a component offers a service, then this service is bound by a particular label in the form that represents the component interface. For example, if a component can provide a service \( A \) and we want to publish this service using the port name \( ServiceA \), then the corresponding component interface contains a binding \( ServiceA = A \). In the component interface, the service \( A \) is abstract. Therefore, the client and the component (service provider) have to agree on an interpretation of service \( A \) prior to interaction. From an external observer’s point of view, the interaction between the client and the component involves an opaque entity.

Required services are denoted by abstract projections. Given a form \( F \), used as a deployment environment [1], and a component, which requires a service named \( l \), we use \( F_l \) to denote the required service bound by \( l \) in the deployment environment \( F \).

Using binding extension and projection, it is possible to construct “flat” data structures that denote both provided and requires services. However, the composition of two or more components often results in a name clash of their port names. Moreover, it is sometimes desirable to maintain the original structure of the components in the composite. To solve these kinds of problems, it is necessary to define auxiliary abstractions that encapsulate components as services. For example, a component \( ComponentA \) can be represented by an auxiliary service \( ServiceComponentA \). Using a binding extension \( ServiceA = ServiceComponentA \), we can publish this service. However, this approach requires that clients have to define an additional abstraction to extract \( ComponentA \) encapsulated by \( ServiceComponentA \).

To facilitate the specification of structured component in-
terfaces, forms can also contain nested forms. Like abstract values, nested forms are bound by labels. However, a projection of a nested form yields $E$. The reason for this is that forms represent sets of key-value bindings and not abstract values. To extract a nested form bound by a label $l$ in a form $F$, we use $F \rightarrow l$. Note that if the binding involving label $l$ does not denote a nested form, then the actual value of $F \rightarrow l$ is $()$ — the empty form.

3. SEMANTICS OF FORMS

The underlying semantic model of forms is that of a record data structure. Forms are generic extensible records, where field selection is performed from right-to-left.

The interpretation of forms is defined by an evaluation function $[[F]] : F \rightarrow F$, which is a total function from forms to form values. Like forms, form values are finite mappings from an infinite set of labels denoted by $\mathcal{L}$ to an infinite set of abstract values denoted by $\mathcal{V}$. However, form values do not contain any projections or form dereferences.

We use $\hat{F}, \hat{G}, \hat{H}$ to range over the set $\hat{F}$ of form values, $l, m, n$ to range over the set $\mathcal{L}$ of labels, and $a, b, c$ to range over the set $\mathcal{V}$ of abstract values. The set $\hat{F}$ of form values is a subset of $F$, i.e., $\hat{F} \subset F$, and is defined as follows:

![Form Value Table](image)

In order to define $[[F]]$, we need to define two mutually dependent functions to evaluate projections and form dereferences. The function $[[\cdot]] : F \times \mathcal{L} \rightarrow \mathcal{V}$, called projection evaluation, is a total function from pairs $(F, l) \in F \times \mathcal{L}$ to abstract values $a \in \mathcal{V}$, whereas the function $[[\cdot]] : F \times \mathcal{L} \rightarrow \hat{F}$, called form dereference evaluation, is a total function from pairs $(F, l) \in F \times \mathcal{L}$ to form values $\hat{G} \in \hat{F}$. We define projection evaluation first.

**Definition 1.** Let $\hat{F} \in \hat{F}$ be a form value and $l$ be a label. Then the application of the function $[[\cdot]] : F \times \mathcal{L} \rightarrow \mathcal{V}$ to the projection $F_l$, written $[[F_l]]$, yields an abstract value $a \in \mathcal{V}$ and is inductively defined as follows:

![Projection Evaluation Table](image)

To illustrate the effect of projection evaluation, consider the following examples:

$[[()] \rightarrow l]] = ()$

$[[\langle F(m=V) \rangle] \rightarrow l]] = \{\langle F \rightarrow l \rangle\}$ if $V \in \mathcal{V}$

$[[\langle F(l=V) \rangle] \rightarrow l]] = \{\langle V \rightarrow l \rangle\}$ if $V \in \mathcal{V}$

$[[\langle F \cdot \hat{G} \rangle] \rightarrow l]] = \{\langle \hat{G} \rightarrow l \rangle\}$ if $\hat{G} \neq \mathcal{E}$

$[[\langle \hat{F} \cdot \hat{G} \rangle] \rightarrow l]] = \{\langle \hat{F} \rightarrow l \rangle\}$ otherwise

$[[\langle \hat{F}(m=V) \rangle] \rightarrow l]] = \{\langle \hat{F} \rightarrow l \rangle\}$ if $m \neq l$

$[[\langle \hat{F}(l=V) \rangle] \rightarrow l]] = \{\langle V \rightarrow l \rangle\}$ if $V \in \mathcal{V}$

$[[\langle \hat{F} \cdot \hat{G} \rangle] \rightarrow l]] = \{\langle \hat{G} \rightarrow l \rangle\}$ if $\hat{G} \neq \mathcal{E}$

$[[\langle \hat{F} \cdot \hat{G} \rangle] \rightarrow l]] = \{\langle \hat{F} \rightarrow l \rangle\}$ otherwise

To illustrate the effect of dereference evaluation, consider the following examples:

$[[\langle l=a \rangle \rightarrow m \rangle \rightarrow m]] = ()$

$[[\langle l=a \rangle \rightarrow m \rangle \rightarrow m \rangle \rightarrow m \rangle = ()$

$[[\langle l=a \rangle \rightarrow m \rangle \rightarrow m \rangle = ()$

$[[\langle l=a \rangle \rightarrow m \rangle \rightarrow m \rangle \rightarrow m \rangle = ()$

$[[\langle l=a \rangle \rightarrow m \rangle \rightarrow m \rangle \rightarrow m \rangle = ()$

$[[\langle l=a \rangle \rightarrow m \rangle \rightarrow m \rangle \rightarrow m \rangle = ()$
In the form \( \langle l = a \rangle (m = b) \) the label \( m \) binds an abstract value. Therefore, dereference evaluation yields \( \langle \rangle \). The second dereference evaluation also yields \( \langle \rangle \) because \( \langle \rangle (m = c) \) restricts \( \langle l = a \rangle (m = b) \) by hiding the binding involving label \( m \). In the third example, label \( m \) binds a nested form. Hence, the result of the dereference evaluation is \( \langle \rangle \). Finally, since the polymorphic extension \( \langle l = b \rangle (m = d) \) binds the right-most label \( m \) to an abstract value, the result of the dereference evaluation of the whole form is \( \langle \rangle \).

Now, we can define \( \mathbb{F} \). The application of \( \mathbb{F} \) to a given form \( F \) yields a form value \( \hat{F} \).

**Definition 3.** Let \( F \in \mathbb{F} \) be a form. The evaluation of a form \( F \), written \( \mathbb{F}^F \), yields a form value \( \hat{F} \in \mathbb{F} \) and is inductively defined as follows:

\[
\begin{align*}
\mathbb{F} & : \vdash \langle \rangle \\
\mathbb{F} & : \vdash \langle \rangle \langle \rangle \\
\mathbb{F} & : \vdash \langle \rangle \langle \rangle \langle \rangle \\
\mathbb{F} & : \vdash \langle \rangle \langle \rangle \langle \rangle \langle \rangle \\
\mathbb{F} & : \vdash \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \\
\mathbb{F} & : \vdash \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \\
\mathbb{F} & : \vdash \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \\
\mathbb{F} & : \vdash \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \\
\mathbb{F} & : \vdash \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \\
\mathbb{F} & : \vdash \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \\
\mathbb{F} & : \vdash \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \\
\end{align*}
\]

The function \( \mathbb{F} \), while preserving all polymorphic extensions and polymorphic restrictions, eliminates all projections and form dereferences in \( F \) and replaces them by their corresponding value. In fact, \( \mathbb{F} \) yields a form value \( \hat{F} \) that does not contain any projection or dereference.

The effect of form evaluation is shown in the following example:

\[
\begin{align*}
\mathbb{F} & = \langle \rangle \\
\mathbb{F} & = \langle \rangle \langle \rangle \\
\mathbb{F} & = \langle \rangle \langle \rangle \langle \rangle \\
\mathbb{F} & = \langle \rangle \langle \rangle \langle \rangle \langle \rangle \\
\mathbb{F} & = \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \\
\mathbb{F} & = \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \\
\mathbb{F} & = \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \\
\mathbb{F} & = \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \\
\mathbb{F} & = \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \langle \rangle \\
\end{align*}
\]

Even though a form may contain a binding for a label, say \( l \), this form may be indistinguishable from a form that does not contain a binding for label \( l \). In this case, we say that the label \( l \) occurs transparent, which denotes the fact that a particular service or component interface is not available.

**Definition 4.** A label \( l \) is transparent with respect to form value \( \hat{F} \), written \( \hat{F} \parallel l \), iff

\[
[\hat{F}] = \mathbb{E} \wedge [\hat{F} \rightarrow l] = \langle \rangle.
\]

Transparent labels can also be used for information hiding. For example, consider \( \hat{F} \equiv \langle \rangle (l = a) (k = (\langle \rangle \cdot \mathbb{E}')) \). We can hide the service located at label \( l \) by applying the binding extension \( (l = \mathbb{E}) \), such that \( \hat{F}' \equiv \hat{F} (l = \mathbb{E}) \) and \( \hat{F}' \parallel l \). Similarly, we can hide the component interface located at label \( k \) with the binding extension \( (k = \langle \rangle) \), such that \( \hat{F}'' \equiv \hat{F} (k = \langle \rangle) \) and \( \hat{F}'' \parallel k \). In both cases, the corresponding service and component interface, respectively, become inaccessible just as if the labels had never been defined.

The dual notion of \( \hat{F} \parallel l \) is \( \hat{F} \parallel l \), which represents the fact that the value bound by label \( l \) in a form value \( \hat{F} \) is different from \( \mathbb{E} \) and \( \langle \rangle \), respectively. The property \( \hat{F} \parallel l \) does not state, however, which feature is actually provided by the form value \( \hat{F} \); it can be either a service or a component interface.

**Definition 5.** A label \( l \) is nontransparent with respect to form value \( \hat{F} \), written \( \hat{F} \parallel l \), iff

\[
[\hat{F}] \neq \mathbb{E} \Rightarrow [\hat{F} \rightarrow l] \neq \langle \rangle.
\]

An important questions in our theory of forms is when a form can be said to exhibit the same meaning. As in the \( \lambda \)-calculus, the most intuitive way of defining an equivalence of forms is via a notion of contextual equivalence.

A form context \( \mathcal{C}[\cdot] \) is obtained when the hole \([\cdot]\) replaces an occurrence of a form (i.e., \( F \)) in the grammar of forms. We say that the forms \( F \) and \( G \) are equivalent, when \( \mathcal{C}[F] \) and \( \mathcal{C}[G] \) have the same “observable meaning” for each form context \( \mathcal{C}[\cdot] \).

**Definition 6.** Let \( \hat{F} \) be a form value. Then the set of nontransparent labels of a form value \( \hat{F} \), written \( \mathcal{L}(\hat{F}) \), is defined as follows:

\[
\mathcal{L}(\hat{F}) = \{ l \in \mathcal{L} \mid \hat{F} \parallel l \}
\]

This definition gives rise to the definition of behavioral equivalence of forms.

**Definition 7.** Two forms \( F \) and \( G \) are behaviorally equivalent, written \( F \approx G \), if and only if, for all nontransparent labels \( l \in \mathcal{L}(\mathbb{F}^F) \cup \mathcal{L}(\mathbb{G}^G) \),

\[
([(\mathbb{F}^F)^{\parallel l}] \wedge ((\mathbb{G}^G)^{\parallel l}) \approx ((\mathbb{G}^G)^{\parallel l}))
\]

Two forms \( F \) and \( G \) are equivalent if all projection evaluations of label \( l \in \mathcal{L}(\mathbb{F}^F) \cup \mathcal{L}(\mathbb{G}^G) \) yield the same value for both forms and if all their nested forms bound by label \( l \).
are equivalent. In the case of $\mathcal{L}(\hat{F}) \cup \mathcal{L}(\hat{G}) = \emptyset$, two forms $F$ and $G$ both evaluate to $\langle \rangle$ and they are considered equivalent.

The relation defined by $\approx$ is an equivalence relation. Furthermore, $\approx$ is preserved by all form operations, that is, $(F \approx G) \Rightarrow (C[F] \approx C[G])$.

Rather than defining form equivalence over all labels in $\mathcal{L}$, we restrict the equivalence of two forms $F$ and $G$ to the union of their nontransparent labels. This is an optimization, but it can be shown that for all labels $l \notin \mathcal{L}(\hat{F}) \cup \mathcal{L}(\hat{G})$ both forms $F$ and $G$ exhibit also the same behavior.

Forms are immutable data structures. Over time, a form can grow, which results in the fact that much of its bindings become potentially inaccessible. Those bindings can be garbage collected. After garbage collection a so-called normalized form solely contains binding extensions.

We use $\bar{F}, \bar{G}, \bar{H}$ to range over the set $\bar{F}$ of normalized form values. The set $\bar{F}$ of normalized form values is a subset of $\bar{F}$, i.e., $\bar{F} \subset \bar{F}$, and is defined as follows:

$$\bar{F} ::= \{ \langle \rangle \} \cup \{ \langle l_1 = v_1 \rangle \langle l_2 = v_2 \rangle \ldots \langle l_n = v_n \rangle \mid n > 0 \}$$

where

- all labels $l_i$ are pairwise distinct, that is, for all $i,j \in \{1, \ldots, n\}$ with $i \neq j$, it holds that $l_i \neq l_j$, and
- each value $v_i$ with $i \in \{1, \ldots, n\}$ is either an abstract value different from $E$ or a non-empty normalized form.

With normalized forms, we recover classical records. However, we still maintain position independency, that is, it holds that $\langle l = a \rangle (m = b) \approx \langle l = b \rangle (m = a)$.

For every form $F$ there exists a normalized form $\bar{F}$, such that $F \approx \bar{F}$. This normalized form can be generated by the following algorithm:

```
let
  Normalize($\bar{F}, \emptyset$) = $\langle \rangle$
  Normalize($\bar{F}, \{l\} \cup \bar{L}$) =
  if $[\bar{F}] \neq E$
    then (Normalize($\bar{F}, \bar{L}$))(l = $[\bar{F}]$)
    else
      let $\hat{G} = Normalize(\langle l \rightarrow \hat{F} \rangle, \hat{L}(\langle l \rightarrow \hat{F} \rangle))$
      in
      if $\hat{G} \neq \langle \rangle$
        then Normalize($\bar{F}, \bar{L}$)(l = $\hat{G}$)
        else Normalize($\bar{F}, \bar{L}$)
  in
  Normalize($\langle F \rangle \bar{F}, \bar{L}(\bar{F})$)
```

Using this algorithm, we can always transform a given form $F$ into its corresponding behaviorally equivalent normalized form $\bar{F}$.

4. APPLICATION OF FORMS

Forms are used to represent both components and component interfaces. This in turn requires that forms are compile-time and run-time entities. As compile-time entities forms are used to specify component interfaces and component interface composition. At run-time, forms provide a uniform access to component services in an object-oriented way. In fact, being run-time entities forms may also allow for dynamic composition scheme or a hot-swap of components.

What is a software component? Using the characterization defined by Nierstrasz [17], a software component is a “static abstraction with plugs”. But this characterization is rather vague. In this paper, we propose a new paradigm that is based on module interconnection languages [8] and traits [25].

In our new paradigm, a component is a collection of cooperating objects, each representing a partial state of the component. This approach stresses the view that, in general, we need a set of programming entities (or objects) to represent one component. We consider a one-to-one relationship between an object and a component (i.e., one object completely implements the semantics of a component) a special case. This is somewhat a departure from the approach mostly used today to represent components on top of an object-oriented programming language or system.

The provided and required services of a component are modeled by method pointers (or delegates) and forms are used to represent component interfaces. It is also possible to specify multiple forms (i.e., component interfaces) for the same collection of cooperating objects (i.e., the component), by allowing that different interfaces can share the same delegates. Using this approach, we can think of forms as traits with the exception that the services specified in forms have also an associated state. In fact, forms provide an abstraction similar to modules and the form operations can be used to combine modules.

In order to illustrate our approach, we will use some software artifacts developed in the .NET framework. In particular, we will show how these artifacts (i.e., C# code) can be encapsulated by forms using delegates as instantiations of abstract values. We can do so, because in the .NET framework both (structural) equality and inequality are defined for delegates.

Delegates are one of the most notable innovations of the C# language and the .NET framework. Delegates are type-safe, secure managed objects that behave like method pointers [3, 10, 29]. A delegate is a reference type that can encapsulate a method with a particular signature and a return type. In the .NET framework, delegates are mainly used to specify events and callbacks.

Delegates are defined using the delegate keyword, followed by a return type and a method signature. For example, consider the following delegate declarations:
public delegate void Setter( Object aValue );
public delegate Object Getter();

These declarations define the delegates Setter and Getter, which can encapsulate any method that takes an object as parameter and has the return type void (Setter), or has no parameters and returns an object (Getter).

However, while primarily being used for events and callbacks, delegates also provide a level of abstraction that enables us to use them to represent component plugs. In fact, a plug can be considered as callback that, when notified, provides a service or requires a service in turn.

Now, consider a generic storage cell, which represents an updatable data structure. A storage cell maintains a private state (i.e., its contents), and has at least two methods: get to read its contents and set to update its contents, respectively. A generic\(^1\) C# implementation is shown in the following:

```csharp
// generic reference cell
class StorageCell {
    // Contents
    private Object fContents;

    // Getter method
    public Object get() { return fContents; }

    // Setter method
    public void set( Object aValue )
    {
        fContents = aValue;
    }
}
```

Now, this C# storage cell can be represented by the following form:

\[
\text{StorageCell} \equiv ( ) \langle \text{get} = \text{aObjGetter} \rangle \langle \text{set} = \text{aObjSetter} \rangle
\]

In the form StorageCell, both aObjGetter and aObjSetter are delegates. The required C# code to define both delegates is shown in the following code fragment:

```csharp
// create a fresh storage cell object
StorageCell aObj = new StorageCell();

// create the delegates
Setter aObjSetter = new Setter( aObj.set );
Getter aObjGetter = new Getter( aObj.get );
```

To set the contents of our storage cell component to the string value "A new string value", we can use the following pseudo-code expression:

\[
[[\text{StorageCell}^F]_{\text{set}}] \equiv "\text{A new string value}" \quad \text{In this expression, } [[\text{StorageCell}^F]_{\text{set}}] \text{ yields the delegate aObjSetter, which, when applied to the string argument, invokes aObj's set method.}
\]

Similarly, to extract the current contents from our storage cell component, we can use

\[
[[\text{StorageCell}^F]_{\text{get}}]() \quad \text{in which, } [[\text{StorageCell}^F]_{\text{get}}] \text{ yields the aObjGetter delegate that, when called, invokes aObj's get method.}
\]

In a second example, we illustrate the composition of two components using an approach similar to COM/ActiveX aggregation [23]. Suppose we have a Multiselector and a GUIList component. The GUIList component provides two services paint and close whereas the Multiselector provides the services select, deselect, and close. Both components can be represented by the following forms:

\[
\text{Multiselector} \equiv ( ) \langle \text{select} = s \rangle \langle \text{deselect} = d \rangle \langle \text{close} = c \rangle
\]
\[
\text{GUIList} \equiv ( ) \langle \text{paint} = p \rangle \langle \text{close} = c^2 \rangle
\]

where s, d, c, p, and c2 are delegates. The required C# code to define the delegates is shown in the following code fragment:

```csharp
public delegate void GuiOp();

// delegate type definition
public delegate void GuiOp();

// GUI objects
Multiselector aMultiselector = new Multiselector();
GUIList aGUIList = new GUIList();

// plug delegates
GuiOp s = new GuiOp( aMultiselector.select );
GuiOp d = new GuiOp( aMultiselecte.deselect );
GuiOp c = new GuiOp( aMultiselector.close );
GuiOp p = new GuiOp( aGUIList.paint );
GuiOp c2 = new GuiOp( aGUIList.close );
```

A composition of these two components has to offer the union of both sets of services, and, in order to close the composite component correctly, an invocation of close must be forwarded to both components. In order to define the required dispatch of close, we have to define some glue code.

That is, we construct a new delegate dispatchClose and register the delegates yielded by the projection evaluations \[
[[\text{Multiselector}^F]_{\text{close}}] \text{ and } [[\text{GUIList}^F]_{\text{close}}]:
\]

\[
\text{dispatchClose} \equiv [[\text{Multiselector}^F]_{\text{close}}] + [[\text{GUIList}^F]_{\text{close}}];
\]

In this glue pseudo-code, the delegate dispatchClose is actually a multicast delegate that, when called, invokes all registered delegates.
Using the newly defined delegate, we can define our first composite fixedcompose:

\[
\text{fixedcompose} \equiv \langle \langle \text{select} = [(\text{Multiselect})^F\text{select}] \rangle \langle \text{deselect} = [(\text{Multiselect})^F\text{deselect}] \rangle \langle \text{paint} = [(\text{GUIList})^F\text{paint}] \rangle \langle \text{close} = \text{dispatchClose} \rangle \rangle
\]

However, even though fixedcompose represents a composite component with the required functionality, it is not flexible enough. In fact, it can only work on instances like Multiselect and GUIList. If applied to components that provide additional services, then fixedcompose will simply discard them.

To address this problem, we can define a new form, called flexcompose, that provides a generic abstraction, which, unlike fixedcompose, can work on instances that provide additional like resize or selectall.

\[
\text{flexcompose} \equiv \langle \langle \text{Multiselect} \cdot \text{GUIList} \rangle \langle \text{close} = \text{dispatchClose} \rangle \rangle
\]

The polymorphic extension (Multiselect · GUIList) defines an aggregation of the components Multiselect and GUIList. Moreover, the use of polymorphic extension guarantees that even if Multiselect and GUIList provide additional services, flexcompose will not discard them.

The proper dispatch of close is guaranteed by the binding extension (close = dispatchClose). Since it is the right-most binding extension, it hides all bindings involving label close in (Multiselect · GUIList). Therefore, an application of the close service \([(\text{flexcompose})^F\text{close}]()\) will have the desired effect.

5. CONCLUSION AND FUTURE WORK

We have presented a small theory of forms, a special notion of immutable extensible records. Forms are the key concepts for extensibility, flexibility, and robustness in component-based application development. Furthermore, forms enable the definition of a canonical set compositional abstractions in an uniform framework.

In this paper, we have focused on the representation of components and component interfaces based on a notion of symbols. In fact, there exists a close relationship between forms and XML [31]. Both forms and XML can be used as platform-independent specifications of data types (e.g. component interfaces). In order to provide more expressive forms, we are currently working of a notion of binding extension that also incorporate attribute specification that will enable us to specify additional functional and non-functional properties of services.

Forms are very similar to traits [25]. However, unlike traits forms incorporate the notion of state, if services are represented by delegates. On the other hand, both traits and forms do not affect the semantics of the underlying program entities and their composition mechanisms have similar effects.

Furthermore, we have shown that forms can be used to represent components written in C#. In fact, we have presented a new paradigm that characterizes components as collections of cooperating objects. The main idea of this approach is the use of delegates as component plugs. In fact, together with the notion of forms, delegates are most useful to define robust and reusable software abstractions.

However, forms do not exist in isolation. In fact, forms have to be embedded into a concrete computational model like the \(\lambda\)-calculus or the \(\pi\)-calculus. Then it will be possible to define true, parameterized compositional abstractions.

Future work will also include the definition of an appropriate typing scheme for forms, as types impose constraints which help to enforce the correctness of a program [5]. The plugs of a component constitute essentially an interface, or a contractual specification. Ideally, all conditions of a contract should be stated explicitly and formally as part of an interface specification. Furthermore, it would be highly desirable to have tools to check automatically clients and providers against the contractual specifications and in the case of a violation to reject the interaction of both.

The problem of inferring a contractual type for a given component \(A\) can be stated as the problem of finding (i) a type \(P\) that represents what component \(A\) provides, (ii) a type \(R\) that represents what component \(A\) requires of a deployment environment, and (iii) a set of constraints \(C\), which must be satisfied by provided type \(P\) due to requirements posed by \(R\). That is, whenever it is possible to infer (or prove the existence of) \(P\), \(R\), and \(C\), software components can be safely composed.
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ABSTRACT
We present a research programme dedicated to the application of Game Semantics to program analysis and verification. We highlight several recent theoretical results and describe a prototypical software modeling and verification tool. The distinctive novel features of the tool are its ability to handle open programs and the fact that the models it produces are observationally fully abstract. These features are essential in the modeling and verification of software components such as modules. Incidentally, these features also lead to very compact models of programs.

1. INTRODUCTION AND BACKGROUND
Game Semantics has emerged as a powerful paradigm for giving semantics to a variety of programming languages and logical systems. It has been used to construct the first syntax-independent fully abstract models for a spectrum of programming languages ranging from purely functional languages to languages with non-functional features such as control operators and locally-scoped references [4, 27, 5, 6, 3, 28].

We are currently developing Game Semantics in a new, algorithmic direction, with a view to applications in computer-assisted verification and program analysis. Some promising steps have already been taken in this direction. Hankin and Malacaria have applied Game Semantics to program analysis, e.g. to certifying secure information flows in programs [21, 22]. A particularly striking development was the work by Ghica and McCusker [20] which captures the game semantics of a procedural language in a remarkably simple form, as regular expressions. This leads to a decision procedure for observational equivalence on this fragment. Ghica has subsequently extended the approach to a call-by-value language with arrays [16], to model checking Hoare-style program correctness assertions [15] and to a more general model-checking friendly specification framework [17].

Game Semantics has several features which make it very promising from this point of view. It provides a very concrete way of building fully abstract models. It has a clear operational content, while admitting compositional methods in the style of denotational semantics. The basic objects studied in Game Semantics are games, and strategies on games. Strategies can be seen as certain kinds of highly-constrained processes, hence they admit the same kind of automata-theoretic representations central to model checking and allied methods in computer-assisted verification. Moreover, games and strategies naturally form themselves into rich mathematical structures which yield very accurate models of advanced high-level programming languages, as the various full abstraction results show. Thus the promise of this approach is to carry over the methods of model checking (see e.g. [10]), which has been so effective in the analysis of circuit designs and communications protocols, to much more structured programming situations, in which data-types as well as control flow are important.

A further benefit of the algorithmic approach is that by embodying game semantics in tools, and making it concrete and algorithmic, it should become more accessible and meaningful to practitioners. We see Game Semantics as having the potential to fill the role of a “Popular Formal Semantics,” called for in an eloquent paper by Schmidt [39], which can help to bridge the gap between the semantics and programming language communities. Game Semantics has been successful in its own terms as a semantic theory; we aim to make it useful to and usable by a wider community.

Model checking for state machines is a well-studied problem (e.g. Murϕ [14], Spin [25] and Mocha [8] to name a few systems). Software model checking is a relatively new direction (see e.g. [24]); the leading projects (e.g. SLAM [9], and Bandera [12]) excel in tool constructions. The closest to ours in terms of target applications is the SLAM project, which is able to check safety properties of C programs. This task is reduced in stages to the problem of checking if a given statement in an instrumented version of the program in question is reachable, using ideas from data-flow and inter-procedural analysis and abstract interpretation.

In relation to the extensive current activity in model checking and computer assisted verification, our approach is distinctive, being founded on a highly-structured compositional semantic model. This means that we can directly apply our methods to open program phrases (i.e. terms-in-context with free variables) in a high-level language with procedures, local variables and data types. This ability is essential in analyzing properties of software components. The soundness of our methods is guaranteed by the properties of the semantic models on which they are based. By contrast, most current model checking applies to relatively “flat” unstructured situations.

Our semantics-driven approach has some other additional benefits: it is generic and fully automated. We do not target particular bugs or programs. The tool has the level of automation of a compiler. The input is a program fragment, with very little instrumentation required, and the output is a finite-state (FS) model. The resulting model itself can be analyzed using third-party model-checking tools.
tools, or our tool can automatically extract traces with certain properties, e.g., error traces.

Software model checking is a fast-developing area of study, driven by needs of the industry as much as, if not more than, theoretical results. Often, tool development runs well ahead of rigorous considerations of soundness of the methods being developed. Our aim is to build on the tools and methods which have been developed in the verification community, while exploring the advantages offered by our semantics-directed approach.

2. A PROCEDURAL PROGRAMMING LANGUAGE

Our prototypical procedural language is a simply-typed call-by-name lambda calculus with basic types of booleans (bool), integers (exp), assignable variables (var) and commands (comm). We denote the basic types by \( \sigma \) and the function types by \( \theta \). Assignable variables, storing integers, form the state while commands change the state. In addition to abstraction (\( \lambda x : \sigma . M \)) and application (\( F A \)), other terms of the language are conditionals, uniformly applying \( \lambda \) and arithmetic-logics operators (\( M \mapsto N \)); we also have command-type terms which are the standard imperative operators: dereferencing (explicit in the syntax, \( V[a] \)), assignment (\( V := N \)), sequencing (\( C ; M \), note that we allow, by sequencing, expressions with side-effects), no-op (\( \text{skip} \)) and local variable block (\( \text{new} x \in M \)). We write \( M : \sigma \) to indicate that term \( M \) has type \( \sigma \).

This language, which elegantly combines state-based procedural and higher-order functional programming, is due to Reynolds [38] and its semantic properties have been the object of important research [35].

If the programming language is restricted to first-order procedures, (more precisely, we restrict types to \( \sigma = \{ \sigma | \sigma \rightarrow 0 \} \)) tail recursion (iteration) and finite data-types then the Abramsky-McCusker fully abstract game model for this language [5] has a very simple and appealing regular-language representation [20]. The formulation of the regular-language model in loc. cit. is very well suited for proving equivalences "by hand," but we will prefer a slightly different but equivalent presentation [2] because it is more uniform and more compact. The referenced work gives motivation and numerous examples for the model presented below.

2.1 Abstract syntax

The typing judgements have the form \( \Gamma \vdash M : \theta \) where \( \Gamma = x_1 : \theta_1, \ldots, x_k : \theta_k \). The typing rules are those of the typed \( \lambda \)-calculus: variables, abstraction and application:

\[
\begin{align*}
\Gamma, x : \theta & \vdash x : \theta & \Gamma & \vdash \lambda x : \theta . M : \theta' & \Gamma, x : \theta & \vdash M : \theta' \\
\Gamma & \vdash M : \theta \rightarrow \theta' & \Gamma & \vdash M' : \theta & \Gamma & \vdash MM' : \theta' \\
\end{align*}
\]

Additionally, there is a rule for block structure:

\[
\Gamma, x : \text{var} \vdash M : \sigma \\
\Gamma, x : \text{new} x \in M : \sigma
\]

The programming language also contains a set of constants:

\[
\begin{align*}
n & : \text{exp} & \text{true} & : \text{bool} & \text{false} & : \text{bool} & \text{skip} & : \text{comm} \\
- & ::= - : \text{var} \rightarrow \text{exp} \rightarrow \text{comm} \\
\text{if} & - \text{then} - \text{else} & - : \text{bool} \rightarrow \text{comm} \\
\end{align*}
\]

while \( \text{do} \) : \text{bool} \rightarrow \text{comm} \rightarrow \text{comm}

For the purpose of defining the semantics, it is convenient to use a variant of the above system, in which the application rule is replaced by two rules: linear application and contraction.

\[
\begin{align*}
\Gamma & \vdash M : \theta & \Gamma' & \vdash M' : \theta' \\
\Gamma, \Gamma' & \vdash MM' : \theta' \\
\Gamma, x : \theta, x' : \theta & \vdash M : \theta' \\
\Gamma & \vdash M[y/x, y'/x'] : \theta' \\
\end{align*}
\]

It is well known that this system has the same typing judgements as the original system.

We also use a construct for function (or procedure) definition:

\[
\Gamma \vdash \text{let } f \text{ be } M \text{ in } N : \sigma
\]

Finally, it is convenient to define a non-terminating command \( \text{div} : \text{comm} \).

2.2 Extended Regular Expressions

This section describes the representation of the game model using a language of extended regular expressions. Due to space constraints, a basic understanding of game semantics must be assumed as background. Otherwise, the reader is encouraged to refer to the literature mentioned in the Introduction.

Terms are interpreted by languages over alphabets of moves \( A \). The languages, denoted by \( \mathcal{L}(R) \), are specified using extended regular expressions \( R \). They include the standard regular expressions consisting of the empty language \( \emptyset \), the empty sequence \( \epsilon \), concatenation \( R \cdot S \), union \( R + S \), Kleene star \( R^* \), and the elements of the alphabet taken as sequences of unit length. We also use the additional constructs of intersection \( R \cap S \), direct image under homomorphism \( \phi R \) and inverse image \( \phi^{-1} R \). The languages defined by these extensions are the obvious ones:

\[
\begin{align*}
\mathcal{L}(R \cap S) &= \mathcal{L}(R) \cap \mathcal{L}(S) \\
\mathcal{L}(\phi R) &= \{ \phi w | w \in \mathcal{L}(R) \} \\
\mathcal{L}(\phi^{-1} R) &= \{ w \in A_1^* | \phi w \in \mathcal{L}(R) \},
\end{align*}
\]

where \( \phi : A_1 \rightarrow A_2^* \) is a homomorphism; it lifts to strings in the usual way, \( \phi(a_1 \ldots a_k) = \phi(a_1) \cdots \phi(a_k) \).

It is a standard result that any extended regular expression constructed from the operations described above denotes a regular language, which can be recognized by a finite automaton which can be effectively constructed from the regular expression [26].

We will often use the disjoint union of two alphabets to create a larger alphabet:

\[
A_1 + A_2 = \{ a^{(1)} | a \in A_1 \} \cup \{ b^{(2)} | b \in A_2 \} = A_1^{(1)} \cup A_2^{(2)}
\]

The tags \( a^{(1)} \) are used on a lexical level, resulting in new and distinct symbols belonging to the larger alphabet. The disjoint union gives rise to the canonical maps:

\[
A_1 \xrightarrow{\text{out}} A_1 + A_2 \xleftarrow{\text{in}} A_2
\]

The definition of the maps is:

\[
\begin{align*}
\text{in} a &= a^{(1)} & \text{inr} b &= b^{(2)} \\
\text{out} a^{(1)} &= a & \text{oul} a^{(1)} &= \epsilon \\
\text{out} b^{(2)} &= \epsilon & \text{outr} b^{(2)} &= b
\end{align*}
\]
If \( \phi : A \rightarrow B^* \) and \( \phi' : C \rightarrow D^* \) are homomorphisms then we define their sum \( \phi + \phi' : A + C \rightarrow (B + D)^* \) as
\[
(\phi + \phi')(a^{(1)}) = (\phi a)^{(1)} \\
(\phi + \phi')(c^{(2)}) = (\phi' c)^{(2)}.
\]

**Definition 1** (Composition). If \( R \) is a regular expression over alphabet \( A + B \) and \( S \) a regular expression over alphabet \( B + C \) we define the composition \( R \circ S \) as a regular expression over alphabet \( A + C \)
\[
R \circ S = \text{out}(\text{out}_1^{-1}(R) \cap \text{out}_2^{-1}(S)),
\]
with canonical maps
\[
A + B \xrightarrow{\text{out}_1} A + B + C \xrightarrow{\text{out}_2} B + C
\]
\[
\xrightarrow{m} \quad \xleftarrow{\text{out}_2} \quad \xrightarrow{\text{out}_1} \quad \xrightarrow{\text{out}_2}
\]

Regular expression composition is very similar to composition of finite state transducers [37]. Sets \( A \) and \( B \) represent, respectively, the input and the output of the first transducer; sets \( B \) and \( C \) represent, respectively, the input and the output of the second transducer. The result is a transducer of inputs \( A \) and output \( C \). For example, let \( A = \{a\}, B = \{b\}, C = \{c\} \); then \((ab)^* \circ (bcc)^* = (acc)^* \).

### 2.3 Alphabets

We interpret each type \( \theta \) by a language over an alphabet \( A[\theta] \), containing the moves from the game model. For basic types \( \sigma \) it is helpful to define alphabets of questions \( Q[\sigma] \) and answers \( A_\sigma[\sigma] \) for each \( q \in Q[\sigma] \). The alphabet of type \( \sigma \) is then defined as
\[
A[\sigma] = Q[\sigma] \cup \bigcup_{q \in Q[\sigma]} A_\sigma[\sigma].
\]
The basic type alphabets are:
\[
\begin{align*}
Q[\text{exp}] &= \{q\}, A_\sigma[\text{exp}] = N \\
Q[\text{bool}] &= \{q\}, A_\sigma[\text{bool}] = \{t, f\} \\
Q[\text{comm}] &= \{q\}, A_\sigma[\text{comm}] = \{\ast\} \\
Q[\text{var}] &= \{q\} \cup \{w(n) \mid n \in \mathbb{N}\}, A_\sigma[\text{var}] = N, A_{\sigma}[\text{var}] = \{\ast\}.
\end{align*}
\]
where \( N = \{-n, \ldots, -1, 0, 1, \ldots, n\} \).

Alphabets of function types are defined by
\[
A[\sigma \rightarrow \tau] = A[\sigma] \cup A[\tau] \cup A[\theta].
\]

A typing judgement \( \Gamma \vdash M : \theta \) is interpreted by a regular expression \( R = [\Gamma \vdash M : \theta] \) over alphabet \( \sum_{\tau_i, \theta_i \in \Gamma} A[\theta_i] + A[\theta] \).

For any type \( \theta = \tau_1 \rightarrow \cdots \rightarrow \tau_n \rightarrow \sigma \), it is convenient to define a regular language \( K_\theta \) over alphabet \( A[\theta] + A[\theta] \) called the copy-cat language:
\[
K_\theta = \sum_{q \in Q[\tau]} q^{(2)} \cdot \sum_{i=1,k} R_i \ast \cdot \sum_{\alpha \in A[\tau]} a^{(1)} \ast \cdot \sum_{\alpha \in A[\eta]} a^{(2)}.
\]
where
\[
R_i = \sum_{q \in Q[\tau_i]} q^{(2)} \cdot \sum_{\alpha \in A[\tau_i]} a^{(1)}, \quad \sum_{\alpha \in A[\tau_i]} a^{(2)}.
\]

This regular expression represents the so-called copy-cat strategy of game semantics, and it describes the generic behaviour of a sequential procedure. At second-order [36] and above [27] this behaviour is far more complicated.

### 2.4 Regular-language semantics

We interpret terms using an evaluation function \([-] \) mapping a term \( \Gamma \vdash M : \theta \) and an environment \( u \) into a regular language \( R \).

The environment is a function, with the same domain as \( \Gamma \), mapping identifiers of type \( \theta \) to regular languages over \( A[\Gamma] + A[\theta] \).

The evaluation function is defined by recursion on the syntax.

**Identifiers.** Identifiers are read from the environment:
\[
[\Gamma, x : \theta \vdash x : \theta] u = u(x).
\]

**Abstraction.**
\[
[\Gamma \vdash \lambda x : \sigma. M : \sigma \rightarrow \theta] u = (\phi(\Gamma, x : \sigma \vdash \theta)(u \mid x \mapsto K_\sigma))
\]
where \( \phi \) is the (trivial) associative isomorphism
\[
\phi : (A[\Gamma] + A[\sigma]) + A[\theta] \xrightarrow{\sim} (A[\Gamma] + A[\sigma] + A[\theta]).
\]

**Application and contraction.**
\[
[\Gamma, \Delta \vdash M N] u = (\Gamma \vdash M) u \circ (\Delta \vdash N[u]^*)
\]
with composition \( \circ \) defined as before. Contraction is
\[
[\Gamma, z : \theta \vdash M[z/x, z/x'] : \theta] u = (id_1 + \delta + id_2) ([\Gamma, x : \theta, x' : \theta \vdash M : \theta] u),
\]
where \( id_1 \) and \( id_2 \) are identities on \( A[\Gamma] \) and, respectively, \( A[\theta] \).

The homomorphism \( \delta : A[\theta] + A[\theta] \rightarrow A[\theta] \) only removes tags from moves. Note that this interpretation is also specific to first-order types. In higher-order types this interpretation of contraction by un-tagging can result in ambiguities.

**Block Variables.** Consider the following regular expression over alphabet \( A[\text{var}] \)
\[
\text{cell} = \left( \sum_{n \in \mathbb{N}} w(n) \ast (q \cdot n)^* \right)^*.
\]

Intuitively, one can see that this regular expression describes the sequential behaviour of a memory cell: if a value \( n \) is written, then the same value is read back until the next write, and so on.

We define block variables as
\[
[\Gamma \vdash \text{new } x \in M : \sigma] u = [\Gamma, x : \text{var} \vdash M : \sigma] u \circ \text{cell},
\]

**Constants.** Finally, the interpretation of constants is:
\[
\begin{align*}
[n : \text{exp}] &= q \cdot n, [\text{true} : \text{bool}] = q \cdot t, [\text{false} : \text{bool}] = q \cdot f \\
[- \text{op} : \sigma \rightarrow \sigma] &= \sum_{p \in \mathbb{N}} \sum_{m, n \in \mathbb{N}} q^{(3)} \cdot q^{(1)} \cdot m^{(1)} \cdot q^{(2)} \cdot n^{(2)} \cdot p^{(3)} \\
[- := \vdash \text{var} \rightarrow \text{exp} \rightarrow \text{comm}] &= \sum_{n \in \mathbb{N}} q^{(3)} \cdot q^{(2)} \cdot n^{(2)} \cdot w(n)^{1} \ast (q \ast) \ast (q \ast) \\
[- \text{if} \vdash \text{then} \text{else} \vdash \text{bool} \rightarrow \sigma \rightarrow \sigma] &= \sum_{q \in Q[\sigma]} q^{(4)} \cdot q^{(1)} \cdot t^{(1)} \cdot q^{(2)} \cdot \sum_{a \in A[\sigma]} a^{(2)} \cdot a^{(4)} \\
&+ \sum_{q \in Q[\sigma]} q^{(4)} \cdot q^{(1)} \cdot f^{(1)} \cdot q^{(3)} \cdot \sum_{a \in A[\sigma]} a^{(3)} \cdot a^{(4)}
\end{align*}
\]

68
is defined with respect to observational equivalence: two terms are equivalent if and only if they can be substituted in all program contexts without any observable difference. This choice of observable is therefore canonical, and arises naturally from the programming language itself. In practice, fully abstract models are important because they identify all and only those programs which are observationally equivalent.

Formally, terms \( M \) and \( N \) are defined to be observationally equivalent, written \( M \equiv N \), if and only if for any context \( C[-] \) such that both \( C[M] \) and \( C[N] \) are closed terms of type \( \text{comm} \), \( C[M] \) converges if and only if \( C[N] \) converges. The theory of observational equivalence, which is very rich (see e.g. [20] for a discussion), has been the object of much research [35].

**Theorem 1 (Full Abstraction [5, 20]).**

\[
\Gamma \vdash M \equiv N \iff \mathcal{L}([\Gamma \vdash M : \theta]_{u_0}) = \mathcal{L}([\Gamma \vdash N : \theta]_{u_0}),
\]

where \( u_0(x) = K_0 \) for all \( x : \theta \) in \( \Gamma \).

As an immediate consequence, observational equivalence for the finitary fragment discussed here is decidable. It can be shown that the full abstraction result holds relative to contexts drawn from either the restricted fragment or the full programming language [19].

### 3. APPLICATIONS TO ANALYSIS AND VERIFICATION

The game model is algorithmic, fully abstract and compositional, therefore it provides excellent support for compositional program analysis and verification.

The initial decidability result of the previous section was extended to higher-order (recursion and iteration-free) call-by-name procedural programming by Ong [36] and, for call-by-value, by Murawski [34]. This required the use of deterministic pushdown automata [40, 41], since the associated sets of complete plays in the game semantics are no longer regular. Various other extensions of the programming fragment, e.g. by introducing unrestricted recursion [36] or further increasing the order of the fragment [33], lead to undecidability. The game-theoretic approach seems to offer a useful and powerful tool for investigating the algorithmic properties of programming language fragments, e.g. the complexity of program equivalence [32].

A different direction of research is the development of game-based, model-checking friendly specification languages. Such specification languages are necessary in order to fully exploit the com-
positionality of the game-based approach. It is of little use to reason about program fragments if properties of the whole program cannot be then compositionally inferred, without requiring further model-checking. The first steps in this direction are taken in [17].

3.1 Tool support and case studies

The theoretical applications of game semantics have been very successful. However, since the complexity of the regular-language algorithms involved in the generation of the finite-state machines representing the game models is exponential (both in time and in space), it was unclear whether the technique was practicable. This is in fact a common situation in software model checking: the asymptotic complexity of the algorithms involved is high, but it turns out that the worst-case scenario only happens in pathological cases. Many programs can in fact be verified. But the only way to make such pragmatic assessments is to implement and experiment. We have implemented a prototype tool, and the results are very positive.

Our tool converts an open procedural program into the finite-state machine representation of the regular-language game model. Very little user instrumentation of the source code is required. The data-abstraction schemes (i.e. what finite sets of integers will be used to model integer variables) for integer-typed variables need to be supplied, using simple code annotations. The tool is implemented in CAML; most of the back-end heavy duty finite-state machine processing is done using the AT&T FSM library [1]. A more complete description of the tool is available in [18].

In the following we will present two case studies which best illustrate the distinctive features of our model: a sorting program and an abstract data type implementation.

3.2 Sorting

In this section we will discuss the modeling of a sorting program, a notoriously difficult problem. We will focus on 

\texttt{bubble-sort}, not for its algorithmic virtues but because it is one of the most straightforward non-recursive sorting algorithms. The implementation we will analyze is the one in Fig. 3. Meta-variable \( n \), representing the size of the array, will be instantiated to several different values. Observe that the program communicates with its environment using non-local \texttt{var}-typed identifier \( x: \texttt{var} \) only. Therefore, the model will only represent the actions of \( x \). Since we are in a call-by-name setting, \( x \) can represent any \texttt{var}-typed procedure, for example interacting with an input/output channel. Notice that the array being effectively sorted, \( a[] \), is not visible from the outside of the program because it is locally defined.

We first generate the model for \( n = 2 \), i.e. an array of only
Figure 4: A model of sorting: 20 element-array

2 elements, in order to generate a small enough model which we can display and discuss. The type of stored data is integers in the interval $[-1, 1]$, i.e. 3 distinct values. The resulting model is as in Fig. 2. It reflects the dynamic behaviour of the program in the following way: every trace in the model is formed from the actions of reading all $3 \times 3 = 9$ possible combinations of values from $x$, followed by writing out the same values, but in sorted order.

Increases in the array lead to (asymptotically exponential) increases in the time and space of the verification algorithm. On our development machine (SunBlade 100, 2GB RAM), the duration of the generation of the model as a function of $n$ was: $n = 2$: 5 minutes; $n = 5$: 10 minutes; $n = 10$: 15 minutes; $n = 20$: 4 hours; $n = 25$: 10 hours; $n = 30$: the computation failed. Fig. 4 gives a snapshot of the model for $n = 20$.

The output is a FS machine, which can be analyzed using standard FS-based model checking tools. Moreover, this model is an extensional model of sorting: all sorting programs on an array of size $n$ will have isomorphic models. Therefore, a straightforward method of verification is to compare the model of a sorting program with the model of another implementation which is known to be correct. In the case of our finite-state models, this is a decidable operation.

Something quite remarkable about the model in Fig. 4 is its very compact size. An array of 20 (3-valued) elements can represent $3^{20}$ distinct states, i.e. approximately 3.5 billion states. This is a vast memory space, beyond the range of tools much more sophisticated than ours. Our tool cannot only handle such a program, but it also produces its complete model.

The key observation is the following: the fact that the state of the array is internalized and only a purely behavioural, observationally fully abstract model is presented leads to significant savings in required memory space. In fact, the model in Fig. 4 has only circa 6,500 states. So, even though the algorithms we use are generic, the fact that we use a model at a maximum level of abstraction, which internalizes the details of stateful behaviour leads to major improvements in efficiency. It is interesting to contrast this kind of abstraction, which comes for free with our fully abstract model, with other, syntactic, abstraction techniques such as slicing [23].

3.3 Code-level safety specifications

We define an assertion as a function which takes as argument a boolean, the condition to be asserted. It does nothing if the condition is true and calls an (nonlocal) error procedure if the condition is false. In the resulting model, any trace containing the actions error.run, error.done will represent a usage of the ADT which violates the invariant, i.e. an error trace.

The encoding of safety properties using code-level assertions is quite standard in SMC, e.g. [9], and it is also known that every safety property can be encoded in a regular language [31]. Using the assertion mechanism in conjunction with modeling open programs, such as modules, offers an elegant solution to the problem of checking equational properties or invariants of ADTs.

For example, consider an implementation of a finite-size stack, using a fixed-size array. The interface of the stack is through functions push(n) and pop. Their implementation is the obvious one (see Fig. 5). In addition, the stack component assumes the existence of functions overflow and empty to call if a push is attempted on a full stack, respectively a pop is attempted on an empty stack. These functions need not be implemented.

Suppose that we want to check, for a size 2 stack, whether it is the case that the last value pushed onto the stack is the value at the top of the stack. We do this by using the assertion invariant on lines 21–24 of Fig. 5. Notice the undeclared procedure VERIFY of this program: it stands for all possible uses of the stack module and the assertion to be checked. The idea of providing such a generic closure of an open program can be traced back to [11], and several game-like solutions have been already proposed [13, 7]. The game model which we use provides this closure, correct and complete, directly at the level of the concrete programming language.

![Figure 5: A stack module](image)

The tool automatically builds the model for the above and extracts its shortest failure trace (see Fig. 6).

Action 1.VERIFY represents a push action. So the simplest possible error is caused by pushing 3 times the value 1 onto the 2-element stack. Indeed, if the stack is already full, pushing a new element will cause an overflow error.

4. CURRENT LIMITATIONS AND FURTHER RESEARCH

The initial results of our effort to model and verify programs us-
<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>run</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>VERIFY.run</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>1.VERIFY.run</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>m.q</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>m.1</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>1.VERIFY.done</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>1.VERIFY.run</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>m.q</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>m.1</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>1.VERIFY.done</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>3.VERIFY.run</td>
</tr>
<tr>
<td>11</td>
<td>12</td>
<td>m.q</td>
</tr>
<tr>
<td>12</td>
<td>13</td>
<td>m.0</td>
</tr>
<tr>
<td>13</td>
<td>14</td>
<td>overflow.run</td>
</tr>
<tr>
<td>14</td>
<td>15</td>
<td>overflow.done</td>
</tr>
<tr>
<td>15</td>
<td>16</td>
<td>error.run</td>
</tr>
<tr>
<td>16</td>
<td>17</td>
<td>error.done</td>
</tr>
<tr>
<td>17</td>
<td>18</td>
<td>3.VERIFY.done</td>
</tr>
<tr>
<td>18</td>
<td>19</td>
<td>VERIFY.done</td>
</tr>
<tr>
<td>19</td>
<td>20</td>
<td>done</td>
</tr>
</tbody>
</table>

Figure 6: Shortest failure trace of stack component

...scalable model checking: our methods so far apply only to finite data and store. Verifying a program operating on finite data and store is an excellent method for bug detection and provides a fairly high measure of confidence in the correctness of the code, but it does not represent a proof. There is, in general, no guarantee that the properties of a program of given size generalize. But we hope that recent results in data independence [30, 29] can help overcome such limitations.

We are actively engaged in investigating the above topics, and we are grateful to the Engineering and Physical Sciences Research Council of the United Kingdom for financial support in the form of the research grant Algorithmic Game Semantics and its Applications; there is also a related project on Scalable Software Model Checking based on Game Semantics by Ranko Lazic of the University of Warwick.
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ABSTRACT

Architecture Description Languages (ADLs) such as Acme (a mainstream second generation ADL which contains the most common ADL constructs) provide formality in the description of software architectures, but are not easily reconciled with day-to-day development concerns, thus hampering their adoption by a larger community. UML, on the other hand, has become the de facto standard notation for design modeling, both in industry and in academia. In this paper we map Acme modeling abstractions into UML 2.0, using its new component modeling constructs, its lightweight extension mechanisms and OCL well-formedness rules. The feasibility of this mapping is demonstrated through several examples. This mapping bridges the gap between architectural specification with Acme and UML, namely allowing the transition from architecture to implementation, using UML design models as a middle tier abstraction.
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1. INTRODUCTION

Software architectural descriptions provide an abstract representation of the components of software systems and their interactions. There are three main streams of architectural description techniques: ad-hoc, OO techniques and ADLs.

Ad-hoc notations lack formality, preventing architectural descriptions from being analyzed for consistency or completeness and for being traced back and forward to actual implementations [2].

To overcome those drawbacks, one can use ADLs, such as Aesop [3], Adage [4], C2 [5], Darwin [6], Rapide [7], SADL [8], UniCon [9], MetaH [10], or Wright [11]. Although with a considerable overlap on the core, each ADL focuses on different aspects of architectural specification, such as modeling the dynamic behavior of the architecture, or modeling different architectural styles. This diversity provides different approaches to solve specific families of problems. However, the interchange of information between different ADLs becomes a major drawback. Developing a single ADL providing all the features of the various ADLs would be a very complex endeavor. Instead, an ADL called Acme [12] emerged as a generic language which can be used as a common representation of architectural concepts in the interchange of information between specifications with different ADLs [13].

Although ADLs allow for architecture in-depth analysis, their formality is not easily reconciled with day-to-day development concerns. OO approaches to modeling, on the other hand, are more widely accepted in industry. In particular, the UML [14] has become both a de jure and de facto standard. Using it to describe software architectures could bring economy of scale benefits, better tool support and interoperability, as well as lower training costs.

OO methods have some advantages in the representation of component-based systems, when compared to ADLs. There is a widespread notation, an easier mapping to implementation, better tools support and well-defined development methods. But they also have some shortcomings. For instance, they are less expressive than ADLs when representing connections between components.

Several attempts to map ADLs to UML have been made in the past, as we will see in section 2. One motivation for such attempts is to bring architectural modeling to a larger community, through the use of mainstream modeling notations. Another is to provide automatic refinement mechanisms for architectures. UML can be used as a bridge from architectural to design elements [15]. In this paper we will present a more straightforward mapping from Acme to UML, when compared to previous attempts, due to the usage of the new UML 2.0 metamodel.

We will represent the concepts covered by Acme using the candidate UML 2.0 metamodel, which has been partially approved by the OMG recently. It includes UML’s infrastructure [16], superstructure [17] and OCL 2.0 [18]. This increases our modeling power due to the new features of the upcoming standard version, mainly in what concerns the representation of components, ports, interfaces (provided or required), and the hierarchical decomposition of components.

This paper is organized as follows. Related work is discussed in section 2. Section 3 contains a formal specification of the mapping between Acme and UML. Section 4 includes a discussion of the virtues and limitations of that mapping. Section 5 summarizes the conclusions and identifies further work.

2. RELATED WORK

A number of mappings among the concepts expressed in ADLs and their representation with UML have been attempted.

A possible strategy is to use UML “as is”, in the mapping. In [19], UML is used to express C2 models. In [2], Garlan presents several UML metamodel elements as valid options to express each of the structural constructs defined in Acme. Each mapping becomes the best candidate depending on the goals of the translation from Acme to UML. The semantic mismatch between the ADL and UML concepts is the main drawback of this strategy.

An alternative is to modify the UML metamodel, to increase the semantic accuracy of the mapping [20]. Unfortunately, this drives us away from the standard, and consequently sacrifices existing tool support.

An interesting compromise is to use UML’s extension mecha-
nisms to mitigate conceptual mismatches, while maintaining compatibility with the standard metamodel. Examples of this strategy can be found in [15] (CZSADEL to UML), [1] (Acme to UML-RT), and [21] (C2 and Wright to UML). The latter uses OCL constraints on the metamodel elements which is close to the one proposed in this paper, but requires a mapping for each ADL and uses an older and notably less expressive version of UML).

The approach discussed in this paper bridges the gap between software architecture and design using an OO modeling notation. All of the above mentioned mappings were performed with UML 1.x, whereas in our paper we use the new UML 2.0 metamodel elements, which enhance the language’s suitability for component-based design.

3. MAPING ACME INTO UML

From now on we will assume the reader is familiar with Acme, UML and OCL. Due to space constraints, we omit the OCL definition of predicates such as IsAcmeComponent(), IsAcmeConnector(), IsAcmePort(), IsAcmeProperty() and others with self explanatory names that will be used in our mapping presentation. HasNoOtherInterfaces() is a predicate that denotes that no other interfaces except for the ones defined in ports will be available for a particular component.

3.1 Components
An Acme component has ports, which act as the component interfaces, properties, a representation with several bindings (defined as rep-maps) and a set of design rules. The closest concept in UML is the one of component. To avoid mixing Acme’s components with other concepts that we will also represent with UML components, we created a stereotype for Acme components named <<AcmeComponent>>, using Component as the base class. Invariant 1 assures these components only have interfaces through Acme ports or properties.

context Component inv: -- Invariant 1
self.IsAcmeComponent() implies
self.ownedPort->forAll(ap |
  ap.IsAcmePort() or
  ap.IsAcmeProperty()) and
self.HasNoOtherInterfaces()

3.2 Ports
Acme’s ports identify points of interaction between a component and its environment. They can be as simple as operation signatures, or as complex as collections of procedure calls with constraints on the order in which they should be called. UML ports are features of classifiers that specify distinct points of interaction between the classifier (in this case, the component) and its environment (in this case, the rest of the system). UML ports have required and provided interfaces, which can be associated to pre and post conditions. We use a combination of UML port and corresponding required and provided interfaces to express Acme’s port concept. Acme ports can only be used with Acme components and they have one provided and one required interface.

context Port inv: -- Invariant 2
self.IsAcmePort() implies
self.owner.IsAcmeComponent() and
self.required->size()=1 and
self.provided->size()=1

3.3 Connectors
Acme connectors represent interactions among components. They are viewed as first class elements in the architecture community. Representing them using UML’s assembly connector would be visually appealing, but we would loose expressiveness because Acme connectors may be much more complex than a simple interfaces’ match. They can be, for example, a protocol, or a SQL link between two components (a client and a database). Moreover, when reusing components built by different teams it is normal that their interfaces do not match exactly. The connector may provide the required glue between the components and this must be made explicit in the design. In order to represent the concept of connector, which has no semantic equivalent in UML, we use a stereotyped component named <<AcmeConnector>> and ensure that it has no other interfaces than the ones defined through its roles and properties.

context Component inv: -- Invariant 3
self.IsAcmeConnector() implies
self.ownedPort->forAll(ap |
  ap.IsAcmeRole() or
  ap.IsAcmeProperty()) and
self.HasNoOtherInterfaces()

Although representing a connector with a stereotyped component clutters the outcoming design, it offers the ability to represent the connector as a first class design element, with flexibility in the definition of any protocols it may implement. Consider the example in Figure 1, where the components client and server have interfaces that do not match, but the rpc connector implements a protocol to make both components interact. We have included provided and required interfaces in both ends of the connector, to illustrate that it provides bi-directional communication abilities.

Figure 1 – Using the <<AcmeConnector>>

context Port inv: -- Invariant 4
self.IsAcmeRole() implies
self.owner.IsAcmeConnector() and
self.required->size()=1 and
self.provided->size()=1

3.4 Roles
In Acme, roles are related to connectors the same way as ports are related to components. Thus, it makes sense to represent Acme roles as constrained UML ports, through the use of the <<AcmeRole>> stereotype.

3.5 Systems
An Acme system represents a graph of interacting components. The UML’s concept of package (with the standard <<subsystem>> stereotype) represents a set of elements, rather than the structure containing them and is not suitable for defining system-
level properties. To avoid such problems we use the constrained component stereotype <<AcmeSystem>>, with the following constraints:

```plaintext
context Component inv: -- Invariant 5
  self.IsAcmeSystem() implies
  self.contents()->select(el|
    el.IsKindOf(Component))->asSet()->forAll(comp|
    comp.IsAcmeComponent() or comp.IsAcmeConnector())

context Component inv: -- Invariant 6
  self.IsAcmeSystem() implies
  self.contents()->select(el|
    el.IsKindOf(Port))->asSet()->forAll(prt|
   prt.IsAcmePort() or prt.IsAcmeRole() or prt.IsAcmeProperty())

context Component inv: -- Invariant 7
  self.IsAcmeSystem() implies
  self.ownedPort->forAll(ap|
    ap.IsAcmePort() or ap.IsAcmeRole() or ap.IsAcmeProperty() and
    self.HasNoOtherInterfaces())

3.6 Representations

Acme’s representations provide the mechanism to add detail to components and connectors. Acme rep-maps are used to show how higher and lower-level representations relate to each other. We will use the features for packaging components of UML 2.0 to express representations. UML provides two wiring elements (in the UML specification, they are referred to as “specialized connectors”: assembly and delegation). The former provides a containment link from the higher level component to its constituent parts, while the latter provides the wiring from higher level provided interfaces to lower level ones, and from lower level required interfaces to higher level ones. A delegation corresponds to Acme’s rep-map concept. To ensure components are connected to other components through connectors, we need to constrain all assembly connectors to link ports to roles.

```plaintext
context connector inv: -- Invariant 8
  self.kind = #assembly implies
  self.end->(exists(cp|cp.role.IsAcmePort())
    and exists(cr|cr.role.IsAcmeRole()) )
```

Figure 2 depicts the specification of server. The wiring between the internal structure of server – a system which contains a topology with three components and the connectors among them – and the server’s own ports is achieved with the usage of <<delegate>> connectors. Although Acme explicitly uses the concepts of representation and system for defining subsystems, we make them implicit in our mapping. Making them explicit would not improve the expressiveness of the resulting design and would clutter the diagram by creating an extra level of indirection.

3.7 Properties

Properties represent semantic information about a system and its architectural elements. To allow automatic reasoning on them, using OCL, we can make these properties available outside the component’s internal scope. Ports can be typed with a provided interface that allows the component user to access its properties. The downsides of representing Acme properties as UML ports are that by doing so we are cluttering the design and extending the interfaces provided by the design element. An <<AcmeProperty>> port owns a single provided interface that must provide get and set operations for the property’s value and type.

```plaintext
context Port inv: -- invariant 9
  self.IsAcmeProvided() implies
  (self.required->IsEmpty()) and
  (self.provided->size()==1)
```

3.8 Constraints (invariants and heuristics)

Constraints allow the specification of claims on how the architecture and its components are supposed to behave. While invariants are conditions that must hold at all times, heuristics are constraints that should hold, although breaking them is possible. In UML, we can express design constraints through OCL. These constraints can be pre-conditions, post-conditions or invariants. Acme’s notion of invariant can be directly mapped to its OCL constraints. Constraints can be pre-conditions, post-conditions or invariants. Acme’s notion of invariant can be directly mapped to its OCL counterpart. However, there is no direct UML semantic equivalent for the notion of heuristic. This could be circumvented by creating the <<AcmeConstraint>> stereotype as a specialization of the UML Constraint metaclass. The former would have an enumerated attribute with two allowed values: invariant and heuristic.

3.9 Styles and Types

An architectural style defines a vocabulary of design elements and the rules for composing them. It is used in the description of families of architectures. Since we have created stereotypes for the several UML constructs used in this Acme to UML mapping, we can now specify architectural styles using these stereotyped elements.
Figure 3 represents the pipe and filter family, an architectural style that defines two types of components, FilterT and UnixFilterT, a specialization of FilterT. The architectural style is defined by means of a UML package, as the family definition does not prescribe a particular topology. It does, however, establish an invariant that states that all the connectors used in a pipe and filter system must conform to PipeT.

4. DISCUSSION

The presented mapping from Acme to UML is more straightforward than previous approaches. This mainly results from the increased expressiveness provided by the new UML 2.0 design elements. From a structural viewpoint, representing a topology is fairly simple when using UML. This is mainly due to the relative closeness of the sort of structural information that we want to express both at the architectural and design levels. In both cases we have to identify components and the connections among them, possibly at different levels of abstraction.

However, while a connector is regarded as a first class design element by the architecture community, it has no direct mapping in UML 2.0. Our proposal is to promote connectors to first class design elements, by representing them as stereotyped components. This seems to be a good option, considering that the evolution of CBD should provide us with an increasing number of off-the-shelf components and that, the complexity of building component-based software is shifting to the production of glue code. Representing connectors as stereotyped components gives us the extra flexibility to meet this challenge.

The representation of properties is not an easy nut to crack. Perhaps they could be more suitably defined at the meta-level, rather than using the <<AcmeProperty>> ports for this purpose, but this still requires further research.

Heuristics are also complex to map directly to UML, as UML provides no direct representation for this concept, although we can use OCL to deal with this problem.

Since Acme does not provide a direct support for component dynamics specification, in this paper we do not address it. Nevertheless, we could use properties to annotate the architectural entities with information on their expected behavior. For instance, a connector may have a property specifying its protocol with some formalism (e.g. Wright). We could use UML’s behavioral modeling features similarly, thus complementing the structural information in the mapped specification with a behavioral specification of the design elements used.

5. CONCLUSIONS

We have shown the feasibility of expressing architectural information expressed in Acme using the UML 2.0. It is possible to obtain a mapping from a given ADL to UML, through a two-step approach. We could first map the architecture from the original ADL to Acme and then use the mapping proposed in this paper to obtain the corresponding specification in UML. Details lost in the ADL to Acme conversion can always be added later to the resulting UML specification.

The proposed mapping builds upon the added expressiveness of UML 2.0 for architectural concepts, when compared to UML’s previous versions. The availability of components with ports typed by provided and required interfaces has proved to be a step forward in the exercise of bridging the gap between architectural and design information. This improves traceability between architectural description and its implementation, using the design as a middle layer between them. This traceability is relevant for keeping the consistency between the architecture, design and implementation of a software system.

The proposed mapping focuses mainly on structural aspects and design constraints. Although it also points out to ways of dealing with the definition of system properties, including semantics and behavioral specification, further research is required to provide more specific guidance on these aspects.
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SUMMARY
When traditional Big O analysis is rigorously applied to object oriented software, several deficiencies quickly manifest themselves. Because the traditional definition of Big O is expressed in terms of natural numbers, rich mathematical models of objects must be projected down to the natural numbers, which entails a significant loss of precision beyond that intrinsic to order of magnitude estimation. Moreover, given that larger objects are composed of smaller objects, the lack of a general method of formulating an appropriate natural number projection for a larger object from the projections for its constituent objects constitutes a barrier to compositional performance analysis.

We recast the definition of Big O in a form that is directly applicable to whatever mathematical model may have been used to describe the functional capabilities of a class of objects. This generalized definition retains the useful properties of the natural number based definition but offers increased precision as well as compositional properties appropriate for object based components. Because both share a common mathematical model, functional and durational specifications can now be included in the code for object operations and formally verified. With this approach, Big O specifications for software graduate from the status of hand waving claim to that of rigorous software characterization.
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General Terms
Algorithms, Performance, Verification.

Keywords
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1. INTRODUCTION
The past forty years have seen a great deal of work on the rigorous specification and verification of programs’ functional correctness properties [2] but relatively little on their performance characteristics. Currently performance “specifications” for programs commonly consist of reports on a few sample timings and a general order of magnitude claim formulated in a Big O notation borrowed from number theory. As we have discussed elsewhere [6], such an approach to the performance of reusable components is no more adequate than the test and patch approach is to their functionality.

As with functionality, problems with performance usually have their roots in the design phase of software development, and it’s there that order of magnitude considerations are most appropriately encountered. This means our order of magnitude notations are generally applied in a somewhat rough and ready fashion (which is probably why the deficiencies of our current ones have escaped notice for so long). However, if their formulation doesn’t reflect the ultimate performance of the components under design accurately and comprehensively, then marginal designs become almost inevitable. So the way to get an appropriate order of magnitude definition is to formulate one that meshes smoothly with program verification.

With the advent of object oriented programming and a component based approach to software, formal specifications of a component’s functionality are considered to be critical in order for clients to make good choices when putting together a piece of software from certified components.

To meet the need for reasoning about performance as well as functionality, we introduce a new object appropriate definition of Big O. Object Oriented Big O, or OO Big O for short, allows one to make sensitive comparisons of running times defined over complex object domains, thereby achieving much more realistic bounds than are possible with traditional big O.

We cast our approach in a framework that includes an assertive language with syntactic slots for specifying both functionality and performance, along with automatable proof rules that deal with both. Equally important is the need for the reasoning to be fully modular, i.e., once a component has been certified as
correct, it should not be necessary to reverify it when it is selected for use in a particular system.

Our approach is based on the software engineering philosophy that a component should be designed for reuse and thus include a general mathematical specification that admits several possible implementations – each with different performance characteristics [3, 7]. Of course, in order for a component to be reusable, it should include precise descriptions of both its functionality and its performance, so that prospective clients can be certain they are choosing components that fit their needs.

It is also important that all reasoning about constituent components – including reasoning about performance – be possible without knowing implementation details. In fact, if one is using generic components, it should be possible to reason about those components even before details such as entry types to a generic container type, are available.

2. OO Big O Definition

The traditional Big O is a relation between natural number based functions defined in the following way:

Given f, g: \( \mathbb{N} \rightarrow \mathbb{R} \), \( f(n) = O(g(n)) \) iff there exist constants c and \( n_0 \) such that \( f(n) \leq c \cdot g(n) \) whenever \( n \geq n_0 \). A program whose running time is \( O(g) \) is said to have growth rate \( g(n) \) [1].

When the object classes central to modern programming are formally modeled, they present to clients a view of objects that could come from essentially arbitrary mathematical domains, since the point of introducing objects is to simplify reasoning about the functionality of components by providing a minimalist explanation that hides the details of their implementation. But the functionally simplest models may well have little to do with natural numbers. So the natural expression of the duration \( f(x) \) is much simplified with this abstract model.

Accordingly, the Is_O relation between functions \( f(x) \) Is_O \( g(x) \) is defined by:

**Definition:** \( f: \text{Dom} \rightarrow \mathbb{R}, \text{Is}_O (g: \text{Dom} \rightarrow \mathbb{R}) : \exists A; \mathbb{R}^\rightarrow, \exists H: \mathbb{R} \ni \forall x: \text{Dom}, f(x) \leq A \cdot g(x) + H \).

In other words, for two timing functions \( f \) and \( g \) mapping a computational domain \( \text{Dom} \) to the real numbers, to say that \( f(x) \) Is_O \( g(x) \) is to say that there is some positive acceleration factor \( A \) and some handicap \( H \) such that for every domain value \( x \), \( f(x) \leq A \cdot g(x) + H \). If we think of \( f \) and \( g \) as representing competing processes, \( f \) being Big O of \( g \) means that \( g \) is not essentially faster than \( f \). If \( f \) is run on a processor \( A \) times faster than \( g \)'s processor and also given a head start \( H \), then \( f \) will beat \( g \) on all input data \( x \).

Of course, in order to use this definition, it is necessary to have mathematical support in the form of theorems about the revised definition of Is_O. For example, we need an additive property so we can apply our analysis to a succession of operation invocations:

**Theorem OM1:** If \( f_1(x) \) Is_O \( g_1(x) \) and \( f_2(x) \) Is_O \( g_2(x) \), then

\[ f_1(x) + f_2(x) \text{ Is}_O \max(g_1(x), g_2(x)). \]

A development of appropriate theorems and definitions appears in [5].

3. ABSTRACT OBJECTS

If you want to produce rigorously specified and verified software components that support generality, facilitate information hiding, and can be reasoned about in a modular fashion, it is necessary to adhere carefully to certain guidelines and principles [7].

A simple example of a general purpose component concept that can be used to make clear the need for a new definition of Big_O is the one that captures the "linked list." Because one of our guidelines is to tailor a concept to simplify the client’s view, we call this concept a one-way list template and the objects it provides list positions. We describe list positions mathematically as pairs of strings over the entry type. The first string in a list position contains the list entries preceding the current position and is named \( \text{Prec} \); the second string is the remainder of the list, \( \text{Rem} \). Since the operations on list position (Insert, Advance, Reset, Remove, etc.) all have easy specifications in terms of this model, and since the underlying linking pointers are cleanly hidden, reasoning about client code is much simplified with this abstract model.

**Concept One_Way_List_Template (type Entry;**

**evaluates** Max_Total_Length: Integer;**

**uses** Std_Integer_Fac, String_Theory;**

**requires** Max_Total_Length > 0;**

**Type Family List_Position <= Cart-Prod**

\( \text{Prec}, \text{Rem}: \text{Str(Entry)} \)

**end;**

**M**

**Operation Advance( updates** \( P: \text{List_Position} \);**

**requires** \( P.\text{Rem} \neq \emptyset ; \)**

**ensures** \( P.\text{Prec} \vee P.\text{Rem} = @P.\text{Prec} \wedge@P.\text{Rem} \) and

\[ |P.\text{Prec}| = |@P.\text{Prec}| + 1; \]

Although variations in list implementation details are usually insignificant, our system allows for the possibility of a multiplicity of different realizations (implementations) for any given concept. Each Realization, with its own potentially distinct performance characteristics, retains a generic character, since parameter values such as the entry type for lists have yet to be specified. The binding of such parameters only takes place when a client makes a Facility, which involves selecting the concept and one of its realizations along with identifying the appropriate parameters.

When designing concepts for maximal reusability, our guidelines prescribe that only the basic operations on a class of objects should be included, so for lists we only include Insert, Advance, etc., but not Search, Sort, etc. In order to have a rich enough Big O example, we will consider such a sorting operation, so we need to employ the Enhancement construct used to enrich basic concepts such as the one-way list.

Well-designed enhancements also retain to the extent possible the generality we seek in our concepts, but often they do add constraints that prevent their use in certain situations. Providing a Sort List operation, for example, requires that list entries possess an ordering relation \( \leq \), so certain classes of entries would be precluded from lists if Sort_List were one an operation in the basic list concept.
EXAMPLE APPLICATION OF BIG O

The enhancement's name here is Sort_Capability, and it maintains the generic character of the concept (which allows entries to be of arbitrary type) by importing an ordering relation \(\preceq\) on whatever the entry type may be. A requires clause insists that any imported \(\preceq\) relation actually be a total preordering on whatever the entry type is.

The uses clause indicates that this component relies on a mathematical theory of order relations for the definitions and properties of notions such as total preordering. Note that an automated verifier needs such information.

Enhancement Sort_Capability( def. const (x: Entry) \(\preceq\) (y: Entry): B );
uses Basic_Ordering_theory;
requires Is_Total_Preordering(\(\preceq\) );
Def. const In Ascending Order(\(\alpha\): Str(Entry)) : B =
(\(\forall\): x, y: Entry, if (\(\alpha\))(x)(\(\alpha\))(y): Is_Substring(\(\alpha\), then x \(\preceq\) y );
Operation Sort List( updates P: List_Position );
ensures P.Prec = \(\alpha\) and In Ascending Order( P.Rem ) and P.Rem Is Permutation @P.Prec@P.Rem;
end Sort_Capability;

A client who wishes to order a list would be able to choose this list enhancement on the basis of the definitions of functionality but of its performance as well, so that a potential client can choose a component based on its formal specifications rather than on its detailed code.

To see how the new Big O definition can improve performance specifications, we consider an insertion sort realization for the Sort_List operation.

Because a realization for a concept enhancement relies upon the basic operations provided by the concept, its performance is clearly dependent on their performance, and that can vary with the realization chosen for the concept. Fortunately performance variations for a given concept's realizations seem to cluster into parameterizable categories, which we can capture in the Duration Situation syntactic slot. The normal situation for a one-way list realization, for example, is that the duration of each operation is \(O(1)\). Of course realizations of lists with much worse performance are possible, but we wouldn't ordinarily bother to set up a separate duration situation to support analyzing their impact on our sort realization.

Duration situations talk about the durations of supporting operations such as the Insert and Advance operations by using the notation Dur_{Insert}(E, P), Dur_{Advance}(P), etc. So we can use our Big O notation to indicate that the performance estimates labeled "normal" only hold when Dur_{Insert}(E, P) is \(O(1)\), etc.

Realization Insertion_Sort Realiz(
    Oper Lss or Comp( restores E1, E2: Entry ): Boolean;
    ensures Lss or Comp = ( E1 \(\leq\) E2 );
)

for Sorting_Capability;
Duration Situation Normal: Dur_{Insert}(P) is \(O(1)\) and
Dur_{Advance}(P) is \(O(1)\) and Dur. (i, j) is \(O(1)\) and \(\Lambda\)
Inductive def. on \(\alpha\): Str(Entry) of const

(i) Rank( E, \(\alpha\) ) = 0;
(ii) Rank( E, ext(\(\alpha\), D) ) =
    \{ Rank( E, \(\alpha\) ) + 1 if D \(\pi\) E
    Rank( E, \(\alpha\) ) otherwise \}
M
Inductive def. on \(\alpha\): Str(Entry) of const P.Rank(\(\alpha\)):\(\mathbb{N}\) is
(i) P.Rank(\(\Lambda\) ) = 0;
(ii) P.Rank( ext(\(\alpha\), E) ) = P.Rank(\(\alpha\) ) + Rank( E, \(\alpha\) );
Theorem IS6: \(\forall\): \(\beta\): Str(Entry), P.Rank(\(\beta\) ) \(\leq\) \(\beta\) \((|\beta| - 1)/2\);
Def. const Len( P: List_Position ):\(\mathbb{N}\) = ( |P.Prec@P.Rem| );
Proc Sort List( updates P: List_Position );
Duration Normal:
    Is_O Max( Len( @P ), P.Rank( P.Prec@P.Rem ) );
Var P_Entry, S_Entry: Entry;
M
While Length_of_Rem( P ) \(\neq\) 0
affecting P, P_Entry, Sorted, S_Entry, Processed_P;
maintaining Sorted.Prec = \(\Lambda\) and
    In_Ascending_Order( Sorted.Rem ) and
    Processed_P.Prec@P.Rem = @P.P Prec@P.Rem and
    Sorted.Rem Is_Permutation Processed_P.Prec;
    decreasing |P.Rem|;
elapsed time Normal: Is_O P.Rank( Processed_P.Prec )
    + |Processed_P.Prec|;
do
    Remove( P_Entry, P );
M
For each loop, we record the loop invariant that is used to establish the functional effect in its the maintaining clause, while the progress metric used to prove termination is recorded in the decreasing clause. The elapsed time clause is used to specify on each pass through the loop how much time has elapsed since the loop was entered, which can vary according to the named situation ("Normal" in our example). If an elapsed time clause begins with the Is_O token, then the verifier must establish that the actual elapsed time function Is_O of the gauge function specified by the subsequent expression.

The portion of our proof rules that deals with verifying duration estimates for loops accomplishes its objective by checking that the duration of each loop body Is_O of the difference between the value of the gauge function at the end of the loop body and its value at the beginning.

Clearly the elapsed time of an insertion sort depends heavily upon the order of the elements in the original list @P, but traditional natural number based Big O analysis would require that we project the @P list onto a natural number "n" and express our gauge function in terms of that n (e.g. \(n^3\)). Typically that n would be the length of a list (what we've formally defined as Len(P) so that n = Len(@P)). Since Len(@P) is totally insensitive to the order of the entries in @P, we could at best end up with a duration estimate for Sort List of \(n^2\).

To exploit the increased precision of the OO Big O definition, we need to define a function on strings of entries \(\alpha\) that counts
how many entries in $\alpha$ are less than an entry E and hence would be skipped over when positioning E after $\alpha$ has been sorted, and that's why our realization includes the definition of the Rank( E, $\alpha$ ) function. Since the elapsed time of the outer loop depends upon the cumulative effect of positioning successive entries in @P, we also need to define a “preceding rank” function P_Rank( $\alpha$ ).

Using these definitions, we can express elapsed time bounds for the two loops in the code and the overall Duration bound:
\[ \text{Max}( \text{Len}( @P ), \text{P}_\text{Rank}(\text{@P.Prec} \circ \text{@P.Rem} ) ) \]

Now one of the theorems about P_Rank is that P_Rank($\alpha$) $\leq |\alpha|(|\alpha|-1)/2$, so it follows that Dur_Sort_List(P) Is_O Len(P)$^2$ too, and we can get the much less exacting estimate produced by traditional Big O analysis if we wish. We're just not forced to when we need a sharper estimate. Another point to note is that besides being compatible with correctness proofs for components, the direct style of performance specification is much more natural than the old style using the often ill defined "n" as an intermediary.

4. THE CALCULUS FOR OO BIG O

Our Sort_List example illustrates how we can use the new Big O notation in performance specifications and indicates how such specifications could fit into a formal program verification system. The success of such a verification system depends upon having a high level calculus for Big O that allows verification of performance correctness to proceed without direct reference to the detailed definition of Big O.

Of course making such a calculus possible is one of the primary motivations for the new Big O definition, and in [4] we have developed a number of results like the earlier theorem OM1 to support this calculus. Another simple illustration of a property of the new Big O important for verification is dimensional insensitivity.

Theorem OM2: If f(x) Is_O g(x) and F(x, y) = f(x) and G(x, y) = g(x), then F(x, y) Is_O G(x, y).

Taken together, these results must justify both the proof rules for our program verification system and the expression simplification rules for the resulting verification conditions.

5. CONCLUSION

A critical aspect of reusable components is assured correctness, an attribute attainable only with formal specifications and an accompanying proof system. Here, we claim that while functional correctness is absolutely necessary for any component that is to be reused, it is not sufficient. Reusable components need formally specified performance characteristics as well.

Traditional Big O order of magnitude estimates are inadequate because they deal only with the domain of natural numbers and offer no support for modularity and scalability.

If we want to design software components that can be reused, such components must have formal specifications for both functionality and performance associated with them and there must be a proof system that addresses both. Moreover, to avoid intractable complexity, it must be possible to reason about these components in a modular fashion, so that one can put together hierarchically structured programs, each part of which can be reasoned about using only the abstract specifications for its constituent parts. To avoid the rapid compounding of imprecision that otherwise happens in such systems, it is also essential to use high precision performance specification mechanisms such as OO Big O.

To develop maximally reusable components, it is necessary to be able to reason about them in a generic form, without knowing what parametric values may be filled in when the component is put into use.

OO Big O satisfies all these criteria, supporting complete genercity, performance analysis of programs over any domain, and modular reasoning.
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ABSTRACT

Substantial efforts are currently been made to transform the Web from a document-oriented platform for human consumption into a software-oriented application-to-application platform. The Web Services Framework provides the necessary languages, protocols, and support techniques. Even though Web services exhibit a basic component model, much can be gained by fully embracing software component technology for the Web. We propose to base this endeavour on ontology technology – an integral element of the Semantic Web. We will introduce an ontology that in particular provides a rich reasoning framework for behavioural aspects of Web services or, indeed, components on the Web.

1. THE WEB AND SOFTWARE DEVELOPMENT AND DEPLOYMENT

The Web is undergoing dramatic changes at the moment. From a human-oriented document publishing framework it has more and more developed into a platform where we can equally well find software applications. The application-to-application use of the Web is one of the recent endeavours to enhance the capabilities of the platform. The Web Services initiative [18] bundles these efforts to provide software applications in form of targeted services.

The current Web is a platform comprising description languages (such as HTML), protocols (such as HTTP), and tools (such as browsers and search engines) to support search, retrieval, transportation, and display of documents. The Web Services Framework provides a similar set of technologies – a description language WSDL (Web Service Description Language) for software services, a protocol SOAP (Simple Object Access Protocol) for service interactions, and tool support in form of UDDI (Universal Description, Discovery, and Integration Service) – a registry and marketplace where providers and users of Web services can meet.

Web services are important for middleware architectures. Various architectures, e.g. CORBA, have been established, but interoperability between these individual architectures, in particular in distributed environments, is still a major problem. Web services can, due to the ubiquity of the Web, provide interoperability.

Clearly, Web Services can encapsulate software components from various architectures and provide uniform Web-based interfaces and Web-based communication infrastructures for the component deployment. Web services themselves exhibit a simple component model [5, 16]. Even though service deployment has been the focus so far, the support of component-style deployment is, however, only one aspect of the Web Services Framework. We would like to emphasise here the importance of the development aspect – component-based software development using the Web as the development platform is often neglected or treated as a secondary aspect. Component development for the Web and using the Web requires the support by specific Web technologies that we will discuss here.

Besides services at the core of the Web Service Framework, we also look at current trends in this area. In particular Web service coordination creating service processes and interactions is an aspect that has received much attention [10, 1], and that is also of importance from a component-oriented perspective.

2. COMPONENT-BASED SOFTWARE DEVELOPMENT FOR THE WEB

Component-based software development [9, 16] is an ideal technology to support Web-based software development. As already mentioned, Web Services are based on a simple component model. A service encapsulates a coherent collection of operations. A central objective of component technology – central also for Web services – is the separation of computation and connection. Computational aspects are abstracted by interface descriptions. Usually, a set of semantically described, coherent operations forms an interface. Connection is more than plugging a provided operation into a requested operation – the coordination (or choreography) of services and their operations to more complex service processes is another important aspect of connectivity.

The (automated) interaction between component providers and clients becomes crucial in this context. Due to the nature of the Web platform, automation of these processes is highly important. The description of provided and required services needs to be supported. Reasoning to support matching of provided and required services is essential. Two aspects shall be distinguished:

- **Component connection and interaction** is based on plugging components together when a client requests services of a provider, possibly involving connectors or glue code. The semantical description of both provided and required component (or service) interfaces is essential in the Web context.

- **The composition of services to coordinated service processes** exhibiting a predefined interaction pattern is the other aspect [13]. Several extensions of the Web Services framework in this direction have already been made – such as the Web Ser-
vices Flow Language WSFL [10] or the Web Services Coordination Language WSCL [1].

The architecture of this approach is illustrated in Figure 1. Critical for both forms is development support for a style of software development that is strongly based on retrieving and assembling suitable off-the-shelf components from a range of different component repositories. Reuse is the central theme for component development on the Web. The heterogeneity, distribution, and decentralisation requires a high degree of robustness and dependability of software components for the Web.

3. ONTOLOGIES AND COMPONENTS

3.1 Semantics and Knowledge

Describing the semantics of components means to express knowledge about the behaviour or other, non-functional aspects of a component or component process. This knowledge comprises:

- **Domain knowledge** from the application domain – basic entities and their properties are defined. This aspect – usually known as domain modelling in requirements engineering – is a widely accepted method.
- **Software-related knowledge** in relation to the type of semantics – behavioural semantics could express the behaviour of operations in a state-based system, techniques such as refinement could be defined. This is – due to the distributed and collaborative development on the Web – an emerging aspect.

3.2 The Semantic Web

In the context of component-based Web service development, the description of knowledge and also reasoning about knowledge are essential requirements. This requirement, in principle, can be satisfied through the techniques of another activity in the Web context – the Semantic Web initiative [18]. Description of and reasoning about knowledge is the objective of ontology technology, which is at the core of the Semantic Web. It provides XML-based knowledge description and ontology languages. Ontology languages facilitate the hierarchical description of concepts from a domain and their properties and support reasoning about these concepts and properties through a suitable logic.

The aim of the Semantic Web is to open the Web to processing by software agents. The exploitation of the full potential of the Web as an information network is currently hampered by the fact that information is provided for human consumption. Software processing, e.g., searches using search engines, is often inaccurate and error-prone. Adding semantical descriptions to Web resources and logic to reason about properties based on ontologies shared between Web users is the key contribution of the Semantic Web.

The application of ontologies is certainly not limited to application domains; they can also be used to capture software development principles and reasoning techniques.

3.3 Ontology Languages

The Semantic Web is based on the Resource Description Framework RDF – an XML-based language to express properties in terms of triples (Subject, Property, Object) [18]. Subjects (or concepts) are defined in terms of their properties in relation to other, already defined objects (concepts). We could, for instance, say that a component has an author, (Component, hasAuthor, Author). In this way, based on some basic concepts, a hierarchy of complex, semantically defined concepts can be created. The ontology language DAML+OIL [18] (most likely the future Ontology Web Language OWL) is an extension of RDF by a rich set of operators and features to support ontology description and reasoning.

Reasoning is a central aspect that needs to be supported by a suitable logic. DAML+OIL is essentially a very expressive description logic. Description logics [2] are first-order logics that provide operators to specify concepts and their properties.

3.4 Ontology Support for Component-based Service Description and Composition

3.4.1 Description – Interface and Interaction

Ontology languages usually support the notions of concepts and properties (or roles)

1. Ontology languages are application-domain independent. In the context of component-based Web services, the first essential question is what the description logic concepts and roles represent. An intuitive choice might be to use concepts to represent services or operations, and to express their properties using roles. We, however, suggest a different approach (Fig. 2). Concepts represent descriptions of service properties. Roles are used to represent the services themselves. Roles are usually interpreted as relations on classes of individuals (that represent concepts) – here they are interpreted as accessibility relations on states. This choice enables us to view a description logic specification as the specification of a state-based system with descriptions of state properties through concepts and specification of state transitions through roles. We actually distinguish two role types. Descriptive roles correspond to the classical use of roles as properties – examples in our ontology are preCond, postCond, opName, or opDescr, see Fig. 2. Transient roles are roles representing operations, as we have just introduced.

Roles – supposed to represent services and operations here – are classically used in description logics to express simple concept properties. For instance, for a concept Component, the term VhasAuthor.Author is a value restriction that says that all components have authors. For a concept State, the existentially quantified expression \( \exists \text{preCond}.\text{valid}(\text{input}) \) says that for a given class of states, there is at least one for with a precondition valid(input) holds. Concepts are usually interpreted by classes of objects (called individuals). Both hasAuthor and preCond are roles – interpreted by relations on classes of individuals. VUpdate VpostCond. equal(retrieve(id), doc) means that by executing operation update a state is reached that is described by postcondition equal(retrieve(id), doc).

Even though some extensions of description logics exist in the literature [2], special attention has to be dedicated to roles if the needs arising from the application of ontology technology to components and services as suggested here have to be addressed. Elements of the language that need attention are: operations and parameters, service processes, and interactions of (provided and requested) services. We have developed a description logic that satisfies these criteria [14] – see Figure 2. At the core of this logic is a rich role expression sublanguage.

Operations – names and parameters: Usually, individuals can be named in description logics, but the notion of a variable or an abstract name is unknown. We have introduced names as roles, since they are here required as part of role expressions, interpreted as constant functions. Parameterisation is expressed through functional (sequential) composition of roles. We can express a parameterised role such as VLogin \( \circ \) id.post where id is a name that is a parameter to operation (role) Login.

---

1 We focus here on description logic as the underlying ontology language – instead of the more verbose DAML+OIL.
Processes – role expressions: Besides the sequential (functional) composition of roles (representing operations and parameters), other forms of composition of services to service processes are required [14]. These composition operators include non-deterministic choice, iteration, and parallel composition; the following is an example VLogin; !(Catalog + Quote); Purchase.post. The semantics of these operators can be defined in a transition system-based semantics for the logic.

Interaction – ports and the service life cycle: It is important to cover all aspects of the composition process including the matching of specifications, the connection of services, and the actual interaction between services [13, 14]. This is actually a central part of the life cycle of a service. A more network-oriented notion of ports, representing services in a component architecture is the central notion. Send and receive operations need to be distinguished – which means for the logic that role names can appear in these two forms.

The central aim of bringing ontology technology to component and Web service development is in enable meaningful, knowledge-level interaction through semantically decribed interfaces. Ontologies provide domain- and software development-related knowledge representation techniques for interfaces. Knowledge describing interfaces enables meaningful interaction.

3.4.2 Reasoning – Support for Service Matching

Reasoning in description logic is based on the central idea of subsumption – which is the subclass (or subset) relationships between classes that interpret either concepts (sets) or roles (relations). A composition activity that requires reasoning support in this context is service or component matching. The compatibility of a service requirements specification and the description of a provided service has to be verified.

Three research aspects are important in relation to matching support. Firstly, the subsumption idea has to be related to suitable matching notions for components and services. Secondly, the specific nature of roles and role expressions representing (composite) operations has to be addressed. Thirdly, the tractability of the result logical framework has to be considered. These research issues shall now be looked at in more detail.

Subsumption and matching: Matching between specifications of required and provided services can be expressed in form of classical notion used in computing, such as refinement or simulation [14]. For service interfaces we propose a refinement notion, which, if based on a design-by-contract matching notion on pre- and post-conditions, can be proven to imply subsumption [3]. For service processes we propose a simulation notion on role expressions, which can also be proven to imply subsumption.

Role expressions and transitions: Roles are used to represent operations, i.e. roles have a transitional character. Essential is here suitable reasoning support for transitional roles. A link between description logic and dynamic logic (a logic of programs [7]) provides this support. Schild [15] investigates a correspondence between role-based concept descriptions in description logic and modal operators in dynamic logic. This correspondence allows us to adapt modal logic reasoning about state-based system behaviour into description logics. This correspondence is the essential benefit of choosing to represent services as roles, and not as concepts. Aspects of process calculi such as simulation notions can also be adapted for the description logic context [14].

Tractability: Tool support and automation are critical points for the success of the proposed component-based Web service development and deployment framework. Therefore, the tractability and a high degree of automation are desirable – even tough difficult to achieve. Decidability and complexity tend cause tractability problems in various logics. Here, we have proposed a very expressive description logic. Some properties of the proposed framework, however, seem to indicate that these problems can be adequately addressed. Transational roles can be limited to interpretation by functions. Negation as an operator (known to cause difficulty) is not required for role expressions. Furthermore, application domain ontologies can be integrated through admissible concrete domains.

The specification of service and operation semantics often involves concepts from the application domain. Description logic theory [2] introduces a technique called concrete domains to handle the introduction of specific classes of objects and their predicates into an existing semantics – an abstract example would be a number domain with its predicates. In order to retain the decidability in this framework, an admissibility criterion has to be satisfied. We have shown that this is possible for standard application domains such as numerical domains and domains of similar complexity [14].

4. RELATED WORK

DAML-S [6] is an ontology for Web services. DAML-S supports a range of descriptions for different service aspects from textual descriptions to behavioural semantics. The central difference between DAML-S and our framework it that DAML-S models services as
Figure 2: Service Process Ontology focussing on Operations
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ABSTRACT

A software component is typically modeled from one or more of four functional aspects: interface, static behavior, dynamic behavior, and interaction protocol. Each of these aspects helps to ensure different levels of component compatibility and interoperability. Existing approaches to component modeling have either focused on only one of the aspects (e.g., interfaces in various IDLs) or on well-understood combinations of two of the aspects (e.g., interfaces and their associated pre- and post-conditions in static behavioral modeling approaches). This paper argues that, in order to accrue the true benefits of component-based software development, one may need to model all four aspects of components. However, this requires that consistency among the multiple aspects be maintained. We offer an approach to modeling components using the four-view perspective (called the Quartet) and identify the points at which the consistency among the models must be maintained.

1. INTRODUCTION

Component-based software engineering has emerged as an important discipline for developing large and complex software systems. Software components have become the primary abstraction level at which software development and evolution are carried out. We consider a software component to be any self-contained unit of functionality in a software system that exports its services via an interface, encapsulates the realization of those services, and possibly maintains transient internal state. In the context of this paper, we further focus on components for which information on their interface and behavior may be obtained. In order to ensure the desired properties of component-based systems (e.g., correctness, compatibility, interchangeability), both individual components and the resulting systems' architectural configurations must be modeled and analyzed.

The role of components as software systems' building blocks has been studied extensively in the area of software architectures [11,15]. In this paper, we focus on the components themselves. While there are many aspects of a software component worthy of careful study (e.g., modeling notations [2], implementation platforms [1], evolution mechanisms [9]), we restrict our study in this paper to an aspect only partially considered in existing literature: internal consistency among different models of a component. The direct motivation for this paper is our observation that there are four primary functional aspects of a software component: (1) interface, (2) static behavior, (3) dynamic behavior, and (4) interaction protocol. Each of these four aspects represents and helps to ensure different characteristics of a component. Moreover, the four aspects have complementary strengths and weaknesses. Existing approaches to component-based development typically select different subsets of these four aspects (e.g., interface and static behavior [9], or interface and interaction protocol [16]). At the same time, different approaches treat each individual aspect in very similar ways (e.g., modeling static behaviors via pre- and post-conditions, or modeling interaction protocols via finite state machines, or FSM).

The four aspects' complementary strengths and weaknesses, as well as their consistent treatment in literature suggest the possibility of using the four modeling aspects in concert. However, what is missing from this picture is an understanding of the different relationships among these different models in a single component. Figure 1 depicts the space of possible intra-component model relationship clusters. Each cluster represents a range of possible relationships, including not only “exact” matches, but also “relaxed” matches [17] between the models in question. Of these six clusters, only the pair-wise relationships between a component’s interface and its other modeling aspects have been studied extensively (relationships 1, 2, and 3 in Figure 1).

This paper suggests an approach to completing the modeling space depicted in Figure 1. We discuss the extensions required to commonly used modeling approaches for each aspect in order to enable us to relate them and ensure their compatibility. We also discuss the advantages and drawbacks inherent in modeling all four aspects (referred to as the Quartet in the remainder of the paper) and six relationships shown in Figure 1. This paper represents a starting point in a much larger study. By addressing all the relationships shown in Figure 1 we eventually hope to accomplish several important long-term goals:

- enrich, and in some respects complete, the existing body of knowledge in component modeling and analysis,
- suggest constraints on and provide guidelines to practical modeling techniques, which typically select only a subset of the quartet,
- provide a basis for additional operations on components, such as retrieval, reuse, and interchange [17],
- suggest ways of creating one (possibly partial) model from another automatically, and
- provide better implementation generation capabilities from thus enriched system models.

The rest of the paper is organized as follows. Section 2 summarizes existing approaches to component modeling techniques and introduces the Quartet in more detail. Section 3 demonstrates our specific approach to component modeling using the Quartet and provides details of each modeling perspective. Section 4 discusses the relationships among the four modeling aspects shown in Figure 1 by identifying their interdependencies. Finally, Section 5 discusses our on-going research and future directions.

Figure 1. Model relationships within a software component.
2. COMPONENT MODELING

Modeling from multiple perspectives has been identified as an effective way to capture a variety of important properties of component-based software systems. A well known example is UML, which employs nine diagrams (also called views) to model requirements, structural and behavioral design, and deployment, and other aspects of a system. When several system aspects are modeled using different modeling views, inconsistencies may arise.

Ensuring consistency among heterogeneous models of a software system is a major software engineering challenge that has been studied in multiple approaches, with different foci. Due to space constraints, we discuss a small number of representative approaches here. [4] offers a model reconciliation technique particularly suited to requirements engineering. The assumption made by the technique is that the requirements specifications are captured formally. [5] also provide a formal solution to maintaining inter-model consistency, though more directly applicable to their focus on UML, these approaches may be ultimately harmed by UML’s lack of formal semantics.

In this paper, we address similar problems to those cited above, but with a specific focus on multiple functional modeling aspects of a single software component. We advocate a four-level modeling technique (called the Quartet). Using the Quartet, a component’s structural, behavioral (both static and dynamic), and interaction properties may be described and used in the analysis of a software system that encompasses the component:

1. Interface models specify the points by which a component interacts with other components in a system.
2. Static behavior models describe the functionality of a component discretely, i.e., at particular “snapshots” during the system’s execution.
3. Dynamic behavior models provide a continuous view of how a component arrives at different states in its execution.
4. Interaction protocol models provide an external view of the component and its legal interactions with other components.

These models are expressed in terms of a component’s interface model (hence their positioning in Figure 1).

3. OUR APPROACH

The approach to component modeling we advocate is based on the concept of the Quartet discussed in the previous section: a complete functional model of a software component can be achieved only by focusing on all four aspects of the Quartet. At the same time, focusing on all four aspects has the potential to introduce certain problems (e.g., large number of modeling notations that developers have to master, model inconsistencies) that must be carefully addressed. While we use a particular notation in the discussion below, the approach is generic such that it can be easily adapted to other modeling notations. In this section, we focus on the conceptual elements of our approach, with limited focus on our specific notation used. Component models are specified from the following four modeling perspectives:

Component Model:

\{(Interface, Static_Behavior),
Dynamic_Behavior, Interaction_Protocol\};

3.1. Interface

Interface modeling serves as the core of our component modeling approach and is extensively leveraged by other three modeling levels. An interface is specified in terms of several interface elements. Each interface element has a direction (+ or -), name (method signature), a set of input parameters, and possibly a return type (output parameter). The direction indicates whether the component requires (+) the service (i.e., operation) associated with the interface element or provides (-) it to the rest of the system. In other words:

Interface Model: {Interface_Element};

Interface_Element:

{Direction, Method_signature,
{Input_parameter}, Output_parameter};

3.2. Static Behavior

We adopt a widely used approach to static modeling [9], which relies on first-order predicate logic to specify static behavioral properties of a component in terms of the component’s state variables. The constraints associated with them (invariants), interfaces (as modeled in the interface model), operations (accessed via interfaces) and their corresponding pre- and post-conditions. In other words:

Static Behaviors:

\{\{State_variable\}, Invariant, \{Operation\}\};

State_variable: \{name, type\};

Invariant: \{logical_expression\};

Operation: \{Interface_Element, Pre_cond, Post_cond\};

Pre/Post_cond: \{logical_expression\};

3.3. Dynamic Behavior

A dynamic behavior model provides a continuous view of the component’s internal execution details. Variations of state-based modeling techniques have been typically used to model a component’s internal behavior (e.g., in UML). Such approaches describe the component’s dynamic behavior using a set of sequencing constraints that define legal ordering of the operations performed by the component. These operations may belong to one of two categories: (1) they may be directly related to the interfaces of the component as described in both interface and static behavioral models; or (2) they may be internal operations of the component (i.e., invisible to the rest of the system such as private methods in a UML class). To simplify our discussion, we only focus on the first case: publicly accessible operations. The second case may be reduced to the first one using the concept of hierarchy in StateCharts: internal operations may be abstracted away by building a higher-level state-machine that describes the dynamic behavior only in terms of the component’s interfaces.

A dynamic model serves as a conceptual bridge between the component’s protocol and static behavioral models. On the one hand, a dynamic model serves as a refinement of the static model as it further details a component’s internal behavior. On the other hand, by leveraging a state-based notation, a dynamic model may be used to specify the sequence by which a component’s operations get executed. Fully describing a component’s dynamic behavior is essential in achieving two key objectives. First, it provides a rich model that can be used to perform sophisticated analysis and simulation of component behavior. Second, it can serve as an important intermediate level model to generate implementation level artifacts from architectural specification.

Existing approaches to dynamic behavior modeling employ an abstract notion of component state. These approaches treat states as entities of secondary importance, with the transitions between states playing the main role in behavioral modeling. Component states are often only specified by their name and set of incoming and outgoing transitions. We offer an extended notion of dynamic modeling that defines a state in terms of a set of variables maintained by the component and their associated invariants. These invariants constrain the values of and dependencies among the variables [14].

To summarize, our dynamic behavior model consists of a set of initial states and a sequence of guarded transitions from an origin to a destination state. Furthermore, a state is specified in terms of constraints it imposes over a set of a component’s state
variables. In other words,

\textbf{Dynamic Behavior:} \{(\text{InitState},\ 
\{\text{State: (Direction)Transition->State}\})\};
\textbf{State:} \{(\text{Name, Variables, Invariant})\};
\textbf{Transition:} \{(\text{Label, (Parameter), Guard})\};
\textbf{Guard:} \{(\text{logical_expression})\};

3.4. Interaction Protocols

Finally, we adopt the widely used notation for specifying component interaction protocols, originally proposed in [11]. Finite state semantics are used to define valid sequences of invocations of component operations. Since interaction protocols are concerned with an “external” view of a component, valid sequences of invocations are specified irrespective of the component’s internal state or the pre-conditions required for an operation’s invocation. Our notation specifies protocols in terms of a set of initial states, and a sequence of transitions from an origin state to a destination.

\textbf{Interaction Protocol:} \{(\text{InitState}, \text{State: (Direction)Transition->State})\};
\textbf{State:} \{(\text{Name})\};
\textbf{Transition:} \{(\text{Label, (Parameter)})\};

4. RELATING COMPONENT MODELS

As previously discussed, modeling complex software systems from multiple perspectives is essential in capturing a multitude of structural, behavioral, and interaction properties of the system under development. The key issue however, is maintaining the consistency among these models [4,5,7]. We address the issue of consistency in the context of functional component modeling based on the Quartet technique.

In order to ensure the consistency among the models, their inter-relationships must be understood. Figure 1 depicts the conceptual relationships among these models. We categorize these relationships into two groups: syntactic and semantic. A syntactic relationship is one in which a model (re)uses the elements of another model directly and without the need for interpretation. For instance, interfaces and their input/output parameters (as specified in the interface model) are directly reused in the static behavior model of a component (relationship 1 in Figure 1). The same is true for relationships 2 and 3, where the dynamic behavior and protocol models (re)use the names of the interface elements as transition labels in their respective FSMs.

Alternatively, a semantic relationship is one in which modeling elements are interpreted using the “meaning” of other elements. That is, specification of elements in one model indirectly affects the specification of elements in a different model. For instance, an operation’s pre-condition in the static behavior model specifies the condition that must be satisfied in order for the operation to be executed. Similarly, in the dynamic behavior model, a transition’s guard ensures that the transition will only be taken when the guard condition is satisfied. The relationship between a transition’s guard in the dynamic behavior model and the corresponding operation’s pre-condition in the static behavior model is semantic in nature: one must be interpreted in terms of the other (e.g., by establishing logical equivalence or implication) before their (in)consistency can be established. Examples of this type of relationship are relationships 4 and 5 in Figure 1.

In the remainder of this section we focus in more detail on the six relationships among the component model quartet depicted in Figure 1.

4.1. Interface vs. Other Models (Relationships 1, 2, 3)

The interface model plays a central role in the design of other component models. Regardless of whether the goal of modeling is to design a component’s interaction with the rest of the system or to model details of the component’s internal behavior, interface models will be extensively leveraged.

When modeling a component’s behaviors from a static perspective, the component’s operations are specified in terms of interfaces through which they are accessed. As discussed in Section 3, an interface element specified in the interface model is mapped to an operation, which is further specified in terms of its pre- and post-conditions that must be satisfied, respectively, prior to and after the operation’s invocation.

In the dynamic behavior and interaction protocol models, activations of transitions result in changes to the component’s state. Activation of these transitions is caused by internal or external stimuli. Since invocation of component operations results in changes to the component’s state, there is a relationship between the components’ invocations (accessed via interfaces) and the transitions’ activations. The labels on these transitions (as defined in Section 3) directly relate to the interfaces captured in the interface model.

The relationship between the interface model and other models is syntactic in nature. The relationship is also unidirectional: all interface elements in an interface model may be leveraged in the dynamic and protocol models as transition labels; however, not all transition labels will necessarily relate to an interface element. Our (informal) discussion provides a conceptual view of this relationship and can be used as a framework to build automated analysis support to ensure the consistency among the interface and remaining three models within a component.

4.2. Static vs. Dynamic Behavior (Relationship 4)

An important concept in relating static and dynamic behavior models is the notion of state in the dynamic model and its connection to the static specification of component’s state variables and their associated invariant. Additionally, operation pre- and post-conditions in the static behavior model and transition guards in the dynamic behavior model are semantically related. We have extensively studied these relationships in [13,14] and identified the ranges of all such possible relationships. The corresponding concepts in the two models may be equivalent, or they may be related by logical implication. Although their equivalence ensures their inter-consistency, in some cases equivalence may be too restrictive. A discussion of such cases is given below.

Transition Guard vs. Operation Pre-Condition. At any state in a component’s dynamic behavior model, multiple outgoing transitions may share the same label, but with different guards on the label. In order to relate an operation’s pre-condition in the static model to the guards on the corresponding transitions in the dynamic model, we define the union guard (UG) of a transition label at a given state:

\[ UG = \bigvee_{i=1}^{n} G_i \]

where \( n \) is the number of outgoing transitions with the same label at a given state and \( G_i \) is the guard associated with the \( i \)th transition.

Clearly, if UG is equivalent to its corresponding operation’s pre-condition, the consistency at this level is achieved. However, if we consider the static behavior model to be an abstract specification of the component’s semantics, the dynamic behavioral model becomes the concrete realization of those semantics. In that case, if UG is stronger than the corresponding operation’s pre-condition, the operation may still be invoked safely: UG places bounds on the operation’s (i.e., transition’s) invocation, ensuring that the operation may never be invoked under circumstances that violate its pre-condition; in other words, UG should imply the corresponding operation’s pre-condition.

State Invariant vs. Component Invariant. The state of a component in the static behavior specification is modeled using a set of state variables. The possible values of these variables are constrained by the component’s invariant. Furthermore, a component’s operations may modify the state variables’ values, thus modifying the state of the component as a whole. The dynamic behavior model, in turn, specifies internal details of the component’s states when the component’s services are invoked. As described in Section 2, these states are defined using a name, a set of variables, and an invariant associated with these variables (called state invariant). It is crucial to define the states in the
dynamic behavior state machine in a manner consistent with the static specification of component’s state and invariant.

Once again, an equivalence relation among these two elements may be too restrictive. In particular, if a state’s invariant in the dynamic model is stronger than the component’s invariant in the static model (i.e., state’s invariant implies component’s invariant), then the state is simply bounding the component’s invariant, and does not permit for circumstances under which the component’s invariant is violated. This relationship preserves the properties of the abstract specification (i.e., static model) in its concrete realization (i.e., dynamic model) and thus may be considered less restrictive than the equivalence. For more discussion on these, and a study of other possible relationships, see [14].

State Invariants vs. Operation Post-Condition. The final important relationship between a component’s static and dynamic behavior models is that of an operation’s post-condition and the invariant associated with the corresponding transition’s destination state.

In the static behavior model, each operation’s post-condition must hold true following the operation’s invocation. In the dynamic behavior model, once a transition is taken, the state of the component changes from the transition’s origin state to its destination state. Consequently, the state invariant constraining the destination state and the operation’s post-condition are related. Again, the equivalence relationship may be unnecessarily restrictive. Analogously to the previous cases, if the invariant associated with a transition’s destination state is stronger than the corresponding operation’s post-condition (i.e., destination state’s invariant implies the corresponding operation’s post-condition), then the operation may still be invoked safely.

4.3. Dynamic Behavior vs. Protocol (Relationship 5)

As previously mentioned, the relationship between the dynamic behavior and interaction protocol models of a component is semantic in nature: the concepts of the two models relate to each other in an indirect way.

As discussed in Section 3 we model a component’s dynamic behavior by enhancing traditional FSMs with state invariants. Our approach to modeling interaction protocols also leverages FSMs to specify acceptable traces of execution of component services. The relationship between the dynamic behavior model and the interaction protocol model thus may be characterized in terms of the relationship between the two state machines. These two state machines are at different granularity levels however: the dynamic behavior model details the internal behavior of the component based on both internally- and externally-visible transitions, guards, and state invariants; on the other hand, the protocol model simply specifies the externally-visible behavior of the component, with an exclusive focus on transitions.

Our goal here is not to define a formal technique to ensure equivalence of two arbitrary state machines. This would first require some calibration on the models to even make them comparable. Additionally, several approaches have studied the equivalence of StateCharts [2,16]. Instead, we provide a more pragmatic approach to ensure the consistency of the two models. We consider the dynamic behavior model to be the more concrete realization of the system under development, while the protocol of interaction provides a guideline for the correct execution sequence of the component’s interfaces. Assuming that the interaction protocol model demonstrates all valid sequences of operations invocations of the component, the dynamic behavioral model should be designed such that any legal sequence of invocations of the component would also result in a legal execution of the component’s dynamic behavior FSM. In other words, the dynamic behavioral model may be more general than the protocol of interactions; any execution trace obtained by the protocol model must result in a legal execution of component’s dynamic behavioral model.

4.4. Static Behavior vs. Protocol (Relationship 6)

As discussed in Section 3.3, we consider the dynamic behavior model to be a bridge between a component’s interaction protocol and static behavior specification models. The interaction protocol model specifies the valid sequence by which the component’s interfaces may be accessed. In doing so, it fails to take into account the component’s internal behavior (e.g., the pre-conditions that must be satisfied prior to an operation’s invocation). Consequently, we believe that there is no direct conceptual relationship between the static behavior and interaction protocol models. Note, however, that the two models are related indirectly via a component’s interface and dynamic behavior models.

5. CONCLUSION

In this paper, we argued for a four-level modeling approach, referred to as the Quartet, that can be used to model structural, static and dynamic behavioral, and interaction properties of a software component. We also discussed the conceptual dependencies among these models and highlighted specific points at which consistency among them must be established. While it may be argued that practitioners will be reluctant to use our approach in “real” development situations because it requires too much rigor and familiarity with too many notations, we believe such a criticism to be misplaced: the experience of UML has shown that practitioners will be all too happy to adopt multiple notations if those notations solve important problems. It should also be noted that our approach allows developers to select whatever subset of the Quartet they wish, but gives them an understanding of how incorporating additional component aspects is likely to impact their existing models.
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ABSTRACT
Parameterized components provide an effective way of building scalable, reliable, flexible software. Techniques have been developed for reasoning about parameterized components in such a way that the relevant properties of a parameterized component can be predicted based on the restrictions on actual parameters. These techniques assume that the parameters are bound at compile-time. But in some cases, compile-time is just not late enough to instantiate a parameterized component; we would like to push instantiation into run-time instead. Doing this is sometimes dangerous, since we can no longer depend on the type system of the language to support our reasoning methods. In this paper, we present a specification notation and associated proof obligations, which when satisfied, allow us to extend the theories of reasoning about templates with static binding to dynamically-bound templates. We present these proof obligations in the context of the Service Facility pattern, which is a way of building templates whose parameters are dynamically bound.

1. INTRODUCTION

In languages that support them, templates can be used to program parameterized components, which can be specialized to meet specific client needs at component integration time. Further, since the language recognizes templates as first-class constructs, the compiler can enforce type restrictions on them as well as it does on other parts of the language. Reasoning about templates that are instantiated at compile-time is considerably helped by the fact that each of the instantiated templates defines a new type that the compiler recognizes. Further, these types remain static for the rest of the program’s lifetime. In general, a compiler that does compile-time template binding (e.g., the C++ compiler) requires the following of the client program that uses a template:

R1. The template is instantiated statically, and

R2. The actual template parameters result in type-correct bodies for the template’s methods.

One important consideration with parameterized components that could drastically affect their usefulness is the binding time of template parameters. If parameters are bound at compile-time (as in C++), we are faced with the problem that the component is statically configured, and no changes are possible after instantiation. Fortunately, static composition is not inherent to parameterized programming [5]. The Service Facility (Serf) design pattern [10] provides a way of building parameterized software components, particularly in languages that do not provide linguistic support for templates. In contrast with C++ templates and Ada generics, which are instantiated at compile-time, template parameters are bound to a Serf at run-time. Such run-time binding has its advantages — the client has more flexibility in pushing design decisions to later in the program’s lifetime [11]. However, late binding also has a downside — reasoning about program behavior becomes harder. Since Serf templates are instantiated at run-time, the reasoning system must be strengthened using additional proof obligations that subsume compile-time type checking and related checks, which we outline in this paper.

The rest of this paper is organized as follows. Section 2 reviews the Service Facility pattern, how to build parameterized components using this pattern, and the additional obligations that are needed to reason about the correctness of such components. We conclude in Section 3.

2. THE SERVICE FACILITY PATTERN

The Service Facility (Serf) design pattern [10] is a composite design pattern [8] that combines elements of several well-known design patterns [4], viz. Abstract Factory, Proxy, Factory Method, Bridge, and Strategy. Here we only describe the aspects of this pattern that enable parameterized programming. We refer the reader to [10] and to [9] for more details on other aspects of the pattern.
When using the Serf design pattern, a client program dynamically supplies template parameters to the Serf template as strategies. Listing 1 shows the C# interface StackSerf, a stack template. A client program using this StackSerf will “instantiate” the template by assigning to the ItemSerf property a Serf isf that will provide the type of the item in the stack (a “strategy”). For example, Listing 2 shows a client instantiating implementation StackSerf_R1 of StackSerf to create a stack of payroll records.

Since the template parameters are set at run-time, there is no way for the compiler to ensure that they are set, let alone in a type-safe way (i.e., with actuals that would have allowed compile-time type-checks to succeed). At the point that the stkSerf object is declared and constructed (line 4 in Listing 2), the compiler decides that the object is ready for use. However, under the semantics of Serfs, this object has not been fully instantiated and is therefore not ready for use. The client, therefore, has proof obligations that it has to satisfy — that the Serf has been properly instantiated with appropriate parameters (line 5).

The template parameters in a Serf are represented as data members in the implementation. Each template parameter corresponds to one (or two in some cases) data member in the Serf class. In order to ensure a Serf object has, in fact, been properly instantiated, the client has to satisfy a proof obligation that all of these data members have legal values. We will see later (Section 2.4) what such legal values are. In the rest of this section, we introduce new notation for specifying template parameters for Serfs.

2.1 Specifying Template Parameters

In order to specify a template Serf, we use the RESOLVE [2] notation. As an example, we present StackContract (borrowed from [2]) specified using the RESOLVE notation in Listing 3. This module defines one type (Stack) and its interface exports three operations on this type — push, pop, and length. The type definition describes a mathematical model (string of Item, in this case), as well as the set of legal values that a new instance of this type can assume upon initialization (empty string, in the case of Stack).

Each module can export zero or more types. In the case of a module that exports more that one type, the types are identified using a type identifier. The global context of this contract introduces other modules or facilities that this component uses. In this particular example, StackContract makes use of an Integer component, and therefore imports the standard realization of that component (StandardIntegerFacility). In programming language terms, the global context serves the same purpose as Java import statements or C# using statements.

The parameters to this template are specified in its parametric context. In this example, StackContract is parameterized by the type of item that is contained in a stack. In general, parameters can be of four different kinds: constants, types, facilities, and math definitions. In this paper, we only deal with type and facility parameters, although the ideas can be easily extended to the other types of parameters as well. A type parameter lets the client specialize the template by supplying a specific type, as in our current example. A facility is an instance of some template. Thus, a facility parameter allows the client to set up an integration-time relationship between components. The client can provide realizations of specific contracts that the template can use. Template parameters can also be restricted — the actual parameter could be required to implement certain functionality in a valid binding.

2.2 Specifying Serfs in RESOLVE

The contract in Listing 3 specifies that it requires, as part of its global context, the standard integer facility. Recall that a facility is an instance of a template, all of whose

---

Listing 1: C# Stack and StackSerf interfaces

```csharp
cpyublic interface Stack : Data { }

public interface StackSerf : ServiceFacility {
    void push(Stack s, Data x);
    void pop(Stack s, Data x);
    int length(Stack s);
}

// Template parameter (s)
public ServiceFacility ItemSerf { get; set; }
```

Listing 2: Instantiating StackSerf

```csharp
PayrollRecordSerf pSerf = new PayrollRecordSerf_R1();
StackSerf stkSerf = new StackSerf_R1();
stkSerf.ItemSerf = pSerf;
/* ... */
```

Listing 3: The contract for StackContract specified using RESOLVE

```csharp
contract StackContract
{
    context
    
    global context
    
    facility StandardIntegerFacility
    
    parametric context
    
    type Item
    
    interface
    
    type Stack is modeled by string of Item
    
exemplar s
    
    initialization
    
    ensures |s| = 0
    
    operation push ("
        alters s: Stack,
        consumes x: Item"
    )
    
    ensures s - <#x> * |s|
    
    operation pop ("
        alters s: Stack,
        produces x: Item"
    )
    
    requires |s| > 0
    
    ensures |s| - <#x> * |s|
    
    operation length (""
        preserves s: Stack"
    ) : Integer
    
    ensures length = |s|
}
end StackContract
```
formal parameters have been bound to actuals. In order to accommodate run-time binding of parameters, we introduce new notation to the RESOLVE language. A service facility is an instance of a template that is bound to its parameters dynamically, rather than statically.

Further, we unify all the different kinds of parameters that can be part of the parametric context of a RESOLVE template to be service facilities. In the case of type parameters, for instance, we specify in the parametric context a service facility that defines the required type.

Substituting service facilities for facilities, we can translate the RESOLVE StackContract (Listing 3) into StackSerfContract (Listing 4). It is easy to see that the Stack and StackSerf C# interfaces (Listing 1) can be generated from StackSerfContract. All the information needed to generate these interfaces is available in the contract. In general, the type exported by a SerfContract is used to generate the type interface (Stack in the example), and the interface part of the contract, along with the parametric context is used to generate the Serf interface.

### 2.3 Realizing RESOLVE Contracts as Serfs

Abstract RESOLVE components are expressed in the Serf approach as interfaces. In the languages that we consider (Java and .NET languages\(^4\)), interfaces are first-class constructs in the language. Interfaces in these languages are comprised of method signatures. There is a direct mapping from the interface in the RESOLVE specification to the programming language interface. Further, the template parameters listed in the concept’s parametric context are also represented by methods in the interface. Each facility parameter in the concept corresponds to two methods — one setter, and one getter\(^4\). For example, Listing 1 shows the C# interface for a StackSerf component.

### 2.4 Reasoning About Service Facilities

Now let us see how we can augment Serf interfaces with contract checking in order to enforce the proper use of Serfs as parameterized components. We will handle the two requirements, R1 and R2, separately.

**R1. Enforcing Instantiation.** Before the Serf can be used to create data objects, we require that the Serf has been properly instantiated, i.e., all the template parameters have been set. For each template parameter that appears in the parametric context of the component, the data members that correspond to that parameter must have been set to values other than their initial values\(^5\).

In order to make sure that by the time we use a Serf it is properly instantiated, we include a check to make sure that all the parameters have actually been set in the pre-condition of each method, including the create method. So, in accordance with design by contract [6], clients that want to use a Serf object have to first instantiate it by supplying appropriate actual parameters.

**R2. Enforcing Restrictions.** In the foregoing discussion, we have presented one way of making sure that a Serf is actually instantiated before it is used. However, how do we make sure that the parameters that have been supplied are appropriate from the type-checking standpoint?

To a limited extent, we can use the compiler to do these checks for us. In Listing 1, the method used to set ItemSerf takes a parameter of type ServiceFacility. So any legal (according to the C# compiler) invocation of this method should pass in a parameter that implements the ServiceFacility interface. This works, but only as long as we can bundle up all the restrictions on a particular template parameter into a single interface. But this is not possible in most cases. The following example illustrates this further.

Consider a Sort extension to StackSerf, StackSorterSerf. This component creates stacks that can be sorted\(^6\). For such a Serf, we have two separate restrictions on the ItemSerf parameter. First, this parameter, as in the regular StackSerf, should implement the ServiceFacility interface. Second, data objects created by this ItemSerf must be comparable to each other. That is, we should be able order these data objects according to some policy. Such a policy can be enforced by requiring this parameter to also implement the AreInOrder interface, presented in Listing 5.

A correct ItemSerf parameter to StackSorterSerf must implement both the ServiceFacility and AreInOrder interfaces. A naive way to enforce this using the C# compiler is to make AreInOrder extend ServiceFacility. Then, we can make\(^6\).

---

\(^4\)Again, we ignore the slight complication of allowing a single component to export multiple types.

\(^5\)In this case, we will just use the initial value conventions of Java/C# — for example, Object type variables are initialized to be null, and int variables are initialized to 0.

\(^6\)We do not care why someone would sort a stack. The purpose of this example is to illustrate problems with checking restrictions on parameters.

---

Listing 4: The contract for StackSerf

```csharp
contract StackSerfContract
{

custom global context

	service facility StandardIntegerSerf

parametric context

	service facility ItemSerf


defining type Item

interface
type Stack is modeled by string of Item

exemplar s

| initialization |

| ensures | s == 0 |

| operation push |

| alters | s : Stack, |

| consumes | x : Item |

| ensures | s = <#> * #s |

| operation pop |

| alters | s : Stack, |

| produces | x : Item |

| requires | s > 0 |

| ensures | #s = <#> * #s |

| operation length |

| preserves | s : Stack |

| : Integer |

| ensures | length = | s |

end StackSerfContract
```
the type of the ItemSerf property StackSorterSerf to be AreInOrder. This way, the C# compiler could make sure that the parameter ItemSerf actually implements both interfaces. However, this solution is not desirable since it introduces a spurious inheritance relationship between ServiceFacility and AreInOrder where none really exists.

A better solution would be to create a new interface that extends both ServiceFacility and AreInOrder, and change the type of the ItemSerf() property such that it implements this new interface. While this solution works, and does not create bad inheritance hierarchies, it is cumbersome, requiring the creation of too many new interfaces.

Moreover, certain kinds of restrictions are semantic restrictions that cannot be enforced by the compiler. As an example, if a template takes two parameters that have to be related in some way, there is no way for such a relation to be encoded syntactically in C# (or Java).

The solution we advocate is again to rely on design by contract. We embed the restrictions on parameters in the specification of the component. From these specifications, we can then create instantiation-checking wrapper components that check whether a particular Serf has, in fact, been instantiated completely. These components are similar in spirit to checking components that ensure that the type of the parameter it implement the interface.

This precondition can be checked during execution using the Reflection API in C# and Java. The setItemSerf method uses reflection to query the parameter it gets passed to see the list of interfaces that parameter object implements. If AreInOrder is not part of this list, the check fails, and the instantiation does not complete successfully. This failure in instantiation is viewed as a failure to meet the precondition to be encoded syntactically in C# (or Java).

Apart from these, there are two more things that need to be checked as well. First, the object that is passed in as a parameter to the setItemSerf method is itself a Serf, and so we need to check if that Serf object has been properly instantiated. In order to perform this check, we include another method in the instantiation-checking wrapper that can be used to query if the Serf that is wrapped in it has been fully instantiated. This method returns a boolean value, after checking (locally) all of the parameters to the

Serf. Second, in each method in the Serf, the parameters passed to the method must be checked to see if their runtime types match the expected type. For example, the parameter x to push in StackSerf must be of type Item.

The kinds of assertions that we are dealing with in checking instantiation are all actually checkable at run-time. They do not include arbitrary boolean predicates, but are very constrained — of the form “object implements a given interface”, or “object’s dynamic type is X”, etc.

3. CONCLUSION

In this paper, we have presented a framework for reasoning about parameterized components whose parameters are bound at run-time. We have illustrated the use of this framework in the context of the Service Facility pattern, which is a design pattern that supports the construction of dynamically-bound parameterized components. The components are first specified using RESOLVE, and then realized as Serfs in an implementation language (C# in this paper). Further, we have outlined wrapper components that can check whether a particular Serf component has, in fact, been properly instantiated before it is used.
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ABSTRACT
AsmL is a specification system for software modeling, test generation, test validation, and implementation verification. It comprises a formal specification language, a set of libraries, and a test tool. It is integrated into the .NET Framework and Microsoft development tools. It has multiple source notations that can be used in a literate programming style either in an XML format or embedded within Microsoft Word. Specifications written in the system are executable, a novel feature which allows for semi-automatic test-case generation. In addition, the system can dynamically monitor an implementation to ensure that it conforms to its specification.

1. INTRODUCTION
There has been no lack of specification languages and systems for verifying properties of specifications and also for verifying that an implementation is correct with respect to its specification. What has been lacking (with several notable exceptions) are any results that have affected the “normal” programmer and the “normal” software development process. Our group, The Foundations of Software Engineering [4], is engaged in making specifications a part of the normal software development process at Microsoft. What we have found is that the area in most need of the kind of help specifications can provide is, perhaps surprisingly, testing and not development. Testers are often in the position of needing to understand the overall functionality of a system in order to design proper tests, yet this is often unavailable in any form other than the source code. A usable specification allows testing to begin earlier in the development process, concurrently with the coding effort. Currently, the natural language descriptions that serve as specifications suffer from ambiguity and imprecision. Finally, the most pressing need testers have, a test oracle can be provided by a specification.

We first describe the basics of AsmL specifications, then their use for test-case generation. A test-case consists of a sequence of calls to the modeled system, each call must be provided with a set of parameters. Then, when an implementation is available, the test-case can be applied to it and the results checked against its specification.

2. SPECIFICATIONS
AsmL is based upon the theory of Abstract State Machines (ASMs) [7, 8], which is a formal operational semantics for computational systems. A specification written in AsmL is an operational semantics expressed at an arbitrary level of abstraction. We call such an operational semantics a model program; we use the terms model and specification interchangeably. AsmL incorporates the following features:

Nondeterminism AsmL provides a carefully chosen set of constructs with which one can express nondeterminism. They allow the specification of a range of behaviors within which the implementation must remain. Overspecification can be avoided without sacrificing precision.

Transactions AsmL is inherently parallel: all assignment statements are evaluated in the same state and all of the generated updates are committed in one atomic transaction. Updates that must be made sequentially are organized into steps; the updates in one step are visible in following steps and steps can also be organized hierarchically. Limiting the number of steps to prevent unnecessary sequentialization also helps prevent overspecification. The next state of the component is fully specified without making implementation-level decisions on how to effect the changes.

Additionally, AsmL provides a rich set of mathematical data types, such as sets, sequences, and maps (finite functions), along with advanced programming features such as pattern matching and several types of comprehensions.

It is also a full .NET language: AsmL models can interoperate with any other .NET component, e.g., written in
There are two source notations, a VB-like style in which white space is used to indicate scoping and which looks very similar to pseudo-code, and another style which is a superset of $C^\sharp$. Both notations can be used within a literate programming system; AsmL models are embedded in Word documents where they appear in specific style-blocks. AsmL models can be authored from Visual Studio .NET, where they are represented as XML documents in a particular schema. Bi-directional conversion between XML and Word format is supported. AsmL models can be compiled and directly executed from within Word or Visual Studio. AsmL specifications can be made at the interface level or for individual classes. More details on the use of AsmL specifications can be found in several papers [1, 6].

3. PARAMETER SELECTION

Our method for selecting test-case parameters is based on Korat [3]. The user adds annotations to the model to describe possible values for types and method parameters. From these annotations, the tool derives parameter sets. The annotations consist of values associated with parameters and fields of basic types, as well as a set of predicates that serve as filters on the cross-product of the combinations of parameters and define invariants for complex types. A technique called access driven filtering is used to enumerate the parameter sets in an efficient way that avoids generating redundant combinations.

4. SEQUENCE SELECTION

The tool exhaustively explores the reachable state space of the model, by executing methods with all associated parameters [5]. By necessity, the exploration must be pruned to some finite bound. We utilize a variety of cooperating techniques. One technique is a bound for the branch coverage. Another one can be considered as "state space" coverage, and is based on grouping the states (variable bindings) of the model into equivalence classes and bounding the number of representatives visited during exploration for each equivalence class. Finally, direct filtering of states can also be indicated; any state violating a filter is discarded and not considered as part of the reachable state space.

5. CONFORMANCE CHECKING

The use of AsmL specifications for conformance checking has been described elsewhere [2]. Conceptually, we run the specification and the implementation in parallel and check that the behavior of the latter is a possible behavior of the former. We track objects as they are created, returned from an implementation and then have their instance methods called. In this regard, the specification functions as a test oracle; this increases the efficacy of testing. Arbitrary conformance relations can be specified between the state of the model and the state of the implementation to allow a finer-grain checking than just comparing return values.

6. CONCLUSION

One crucial decision made in the development of AsmL was to not limit its expressiveness. This has the consequence that general AsmL models are not directly amenable to static verification, such as model checking. However, we are investigating several methods for enforcing restrictions to enable at least some static verification.

We also are continuing to refine the source notations and the test tool itself in close collaboration with several product groups. We strongly believe that the timing is right for formal specifications to become an integral part of industrial software development.
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ABSTRACT

We present Mae an architectural evolution environment, built upon a system model that combines architectural and configuration management concepts into a single representation. Through Mae, users can specify architectures (in terms of their constituent components, connectors, and interfaces) in a traditional manner, manage the evolution of the architectures using a check-out/check-in mechanism that tracks all changes, select a specific architectural configuration, and analyze the consistency of a selected configuration.

1. ARCHITECTURAL CHANGE

Consider the following scenario. An organization specializing in software development for mobile platforms is commissioned by a local fire department to produce an innovative application for “on the fly” deployment of personnel in situations such as natural disasters and search-and-rescue efforts. Following good software engineering practices, the organization first develops a proper architecture for the application in a suitable architectural style, then models this architecture in an architecture description language (ADL), refines the architecture into a module design, and, finally, implements the application impeccably. The new application is an instant hit, and fire and police departments across the country adopt it. Motivated by this success, as well as by demands for similar capabilities from the military, the organization enters a cycle of rapidly advancing the application, creating add-ons, selling upgrades, adapting the application to different hardware platforms (both stationary and mobile), specializing the application for its various customers, and generally increasing its revenue throughout this process.

Configuration management (CM) systems have long been used to provide support for these kinds of situations. This, however, leads to problems with the above scenario: as the application evolves, so does its architecture. These architectural changes must be managed in a manner much like source code, allowing the architecture to evolve into different versions and exhibit different variants. One solution is to store the entire architectural description as a single file. This solution is akin to storing and versioning the entire source code of a software program as a single file. Clearly, managing artifacts at such a coarse-grained level leads to severe problems since any single change would result in a new version of the entire architectural specification. Moreover, the presence of multiple optional and variant elements leads to a combinatorial explosion of branches, due to the fact that each potential combination must be explicitly specified. Finally, this approach prevents the use of multiple versions of the same artifact within a single architecture. In sum, these shortcomings make versioning an entire architectural specification as a single artifact a highly undesirable solution for managing architectural evolution.

2. EXISTING APPROACHES

Even though it is possible to manage the evolution of the architectural artifacts using traditional CM systems, we argue that this cannot be done effectively.

2.1. Coarse-grained Versioning

One possible approach to using an existing CM system for managing architectural evolution is to store and version the entire architectural description as a single file. This solution is akin to storing and versioning the entire source code of a software program as a single file. Clearly, managing artifacts at such a coarse-grained level leads to severe problems since any single change would result in a new version of the entire architectural specification. Moreover, the presence of multiple optional and variant elements leads to a combinatorial explosion of branches, due to the fact that each potential combination must be explicitly specified. Finally, this approach prevents the use of multiple versions of the same artifact within a single architecture. In sum, these shortcomings make versioning an entire architectural specification as a single artifact a highly undesirable solution for managing architectural evolution.

2.2. Fine-grained Versioning

Versioning fine-grained artifacts is considered a better approach to managing source code evolution than coarse-grained versioning. However, the analogy does not hold when applied to architectural evolution. Fine-grained versioning leads to serious consistency problems due to the fact that the architectural specification and the CM system capture duplicate information about the architectural configuration. Any change in the composition of the architectural configuration must be reflected in the CM system, and vice versa. Given that much of architectural design resolves around composing an architectural configuration, this becomes a recurrent and potentially error-prone activity.

This approach also requires extensive use of branching to manage optionality and variability. Traditional CM techniques that support branching (e.g., differencing and merging) work well for source code. However, they simply do not work for
architectural specifications, because of a difference in the level of granularity (i.e., lines of code in a source file versus components, connectors, links, and so on in an architectural specification). As a result, using a traditional CM system would force an architect into storing each potential architectural configuration on a separate branch. Finally, this approach requires breaking up an architectural specification into numerous small files to be managed separately. Even for a medium-sized application, this results in hundreds of small files that must be managed. While automated tools could be created to address this problem, the aforementioned problem of keeping the architectural specification and the CM system synchronized remains a significant obstacle.

To summarize, neither coarse-grained nor fine-grained versioning provides an adequate solution for capturing and managing architectural evolution. We have developed a system model that addresses the above issues. The system model captures architecture in terms of types and instances of constituent components, connectors, and their interfaces; leverages behaviors, constraints, and subtyping relationships among them; employs revisions and inter-file branches to support linear and diverging paths of evolution; and uses guarded expressions to denote optionality and variability of the artifacts. Finally it supports hierarchical composition of components and connectors in the system. The full discussion may be found in [2].

In the next section we present our architectural evolution environment, which relies on the above system model, and addresses the architectural evolution problem.

3. MAE ENVIRONMENT

Mae’s architecture evolution environment provides and enforces the specific procedures through which an architecture is created and evolved. The environment does so by providing a tightly-integrated combination of functionality that covers both architectural aspects, such as designing and specifying an architecture or analyzing an architecture for its consistency, and CM aspects, such as checking out and checking in elements that need to change or selecting a particular architectural configuration out of the available version space.

As shown in Figure 1, the Mae architectural evolution environment consists of four major subsystems. The first subsystem, the xADL 2.0 data binding library [1], forms the core of the environment. The data binding library is a standard part of the xADL 2.0 infrastructure that, given a set of XML schemas, provides a programmatic interface to access XML documents adhering to those schemas. In our case, the data binding library provides access to XML documents described by the XML schemas that represent Mae’s integrated system model. In essence, thus, the xADL 2.0 data binding library encapsulates our system model by providing a programmatic interface to access, manipulate, and store evolving architecture specifications.

The three remaining subsystems each perform separate but complimentary tasks as part of the overall process of managing the evolution of a software architecture:

- The design subsystem combines functionality for graphically designing and editing an architecture with functionality for versioning the architectural elements. This subsystem supports architects in performing their day-to-day job of defining and maintaining architectural descriptions, while also providing them with the familiar check out/check in mechanism to create a historical archive of all changes they make.
- The selector subsystem enables a user to select one or more architectural configurations out of the available version space. Once an architecture has started to evolve, and once it contains a multitude of optional and variant elements, the burden of manually selecting an architectural configuration becomes too great. To overcome this burden and automatically extract a single architecture based upon a user-specified set of desired properties, Mae provides the subsystem as an integral part of its environment.
- Finally, the analysis subsystem provides sophisticated analyses for detecting inconsistencies in architectural configurations. This subsystem typically is used after a particular architectural configuration has been selected, and helps to ensure that the architectural configuration is not only structurally sound, but also consistent with the expected behaviors and constraints of each and every component and connector in the selected configuration.

4. EVALUATION

Mae has been successfully used in three different settings as the primary architectural development and evolution environment. The collective experiences not only show that Mae is effective in circumventing the problems that occur when using a traditional CM system, but also demonstrate that it is a usable and scalable solution that is applicable to real-world problems.

As a first experience, we used Mae to create and evolve the architecture of an audio/video entertainment system patterned after an existing architecture for consumer electronics. Our evaluation focused on usability, and in particular on whether the presence of configuration management functionality hinders or obscures the process of designing an architecture. Our second experience with Mae involved creating and evolving the software architecture of the Troops Deployment and battle Simulations system. The evaluation focused on evaluating the scalability of Mae. While the system contains a moderate number of component and connector types, the number of component and connector instances can be in the 100’s. Finally, we evaluated Mae’s applicability to real-world settings through independent use by another research group at the University of Southern California. This group collaborates with NASA’s Jet Propulsion Laboratory (JPL) in modeling and analyzing the evolving software architecture of the SCrover application, which is the on-board software of a rover system built using JPL’s Mission Data System (MDS) framework.
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public class IntMathOps3 {
    //@ requires y >= 0;
    public static int isqrt(int y)
    {
        return (int) Math.sqrt(y);
    }
}

Figure 1: A simple specification requiring the parameter to be non-negative

Categories and Subject Descriptors
D.2.4 [Software Engineering]: Software/Program Verification—programming by contract, assertion checkers, class invariants; F.3.1 [Logics and Meanings of Programs]: Specifying and Verifying and Reasoning about Programs—pre- and post-conditions, invariants, assertions; D.2.3 [Software Engineering]: Coding Tools and Techniques—object-oriented programming; D.2.5 [Software Engineering]: Testing and Debugging—debugging aids; D.3.2 [Programming Languages]: Language Classifications—JML
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1. INTRODUCTION
JML, the Java Modeling Language, is a language that allows programmers to specify the detailed design of Java programs. A software developer can use JML to add specifications such as method preconditions and postconditions, and class invariants to clearly indicate their correct behavior.
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2. THE JML COMPILER
Jmlc, the JML compiler, is one of several tools support the JML notation [2]. Jmlc takes JML annotated source files and compiles preconditions, postconditions, invariants, and history constraints into bytecode that checks these specifications at runtime, making jmlc an ideal design-by-contract tool.

Runtime monitoring of contract assertions has many well known advantages. One particularly useful feature of run-time assertion checking is that an error is likely to be found at the point of contract violation; the error does not propagate such that when it is detected, the point of failure is in correctly implemented code.

The lack of assertions in early versions of the Java language, and the lack of design-by-contract checking of preconditions, postconditions, and invariants in the current version (JDK
1.4) has led to many runtime assertion checking tools for Java, such as iContract [3], and Jass [1].

However, JML has features not found in other runtime checkers. For example, JML’s facility for specification-only fields and methods allows programmers to create specifications using an abstract model of the object’s state. The JML compiler allows programmers to use formal specification as a practical tool for debugging and testing software components.

3. CONCLUSIONS
Any developer of Java components and applications may benefit from the use of JML tools. JML has an easy adoption path, since classes and methods need not have full specifications. The programmer can begin by putting the odd precondition or postcondition check and then code in more complex specifications as his proficiency in the language improves. JML has been put to practical use in industry. Particularly, nearly all the API of Java Card, a dialect of Java for use in smart cards, has been specified in JML [5].

JML was originally developed in Iowa State University by Gary Leavens and his students. It is now an open source project with developers from all over the world actively contributing to improve the tools and the language. The JML homepage can be found at http://jmlspecs.org.
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