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Combined Fragment Molecular Orbital Cluster in Molecule Approach to Massively Parallel Electron Correlation Calculations for Large Systems.

Alexander D. Findlater, Federico Zahariev, and Mark S. Gordon*

Department of Chemistry and Ames Laboratory, Iowa State University, Spedding Hall, Ames, Iowa 50014, United States

ABSTRACT: The local correlation “cluster-in-molecule” (CIM) method is combined with the fragment molecular orbital (FMO) method, providing a flexible, massively parallel, and near-linear scaling approach to the calculation of electron correlation energies for large molecular systems. Although the computational scaling of the CIM algorithm is already formally linear, previous knowledge of the Hartree–Fock (HF) reference wave function and subsequent localized orbitals is required; therefore, extending the CIM method to arbitrarily large systems requires the aid of low-scaling/linear-scaling approaches to HF and orbital localization. Through fragmentation, the combined FMO-CIM method linearizes the scaling, with respect to system size, of the HF reference and orbital localization calculations, achieving near-linear scaling at both the reference and electron correlation levels. For the 20-residue alanine α helix, the preliminary implementation of the FMO-CIM method captures 99.6% of the MP2 correlation energy, requiring 21% of the MP2 wall time. The new method is also applied to solvated adamantine to illustrate the multilevel capability of the FMO-CIM method.

I. INTRODUCTION

It is well-documented that the treatment of electron correlation is necessary for the reliable prediction of most molecular properties and observables. Hierarchies of configuration interaction (CI), many-body perturbation theory (MBPT), and coupled-cluster (CC) theory post-Hartree-Fock (HF) methods have been developed to model the effects of electron correlation; however, most of these methods become intractable with increasing system size due to the prohibitive scaling of computation time and resources. (The simplest electron correlation methods scale to the fifth power.)

The unfavorable computational scaling of electron correlation methods is a consequence of the generally delocalized nature of canonical HF molecular orbitals (MOs).1−7 Electron correlation is a local phenomenon in nonmetallic systems; however, the use of a delocalized MO basis in post-HF methods makes this locality difficult to exploit as (1) delocalized MOs prevent weakly correlated electron pairs (weakly interacting, spatially separated pairs) from being ignored in a systematic way and (2) the dimensionality of the delocalized virtual MO basis required to accurately describe electron correlation increases at an unphysical and computationally prohibitive rate with molecular size.3−7 The disconnect between the locality of the correlation interaction and the high scaling of post-HF correlation methods has been bridged by many methodologies over the last three decades, including local correlation approaches based on atomic orbital (AO) and localized molecular orbital (LMO) domains and energy-based fragmentation methods. (See refs 8−10 for reviews on both local correlation and fragmentation methods.)

The seminal local correlation formalism of Pulay employs nonorthogonal projected atomic orbitals (PAOs) to construct inherently local virtual orbital domains for each occupied LMO pair while ignoring (or approximating) contributions from weakly interacting (spatially separated) LMO pairs. This formalism was successfully applied by Pulay and Saebø to configuration interaction singles and doubles (CISD),4 the coupled-electron pair approximation (CEPA),4 second-order perturbation theory (MP2/MBPT2),5 and fourth-order perturbation theory (MBPT4).6,7 On the basis of the self-consistent electron-pair (SCEP) theory of Meyer,11 the nonorthogonal virtual AOs localized on only a few atoms will contribute to the correlation of two significantly correlated LMOs, reducing the computational scaling to near-linear because the size of the virtual orbital domain for each LMO pair is then independent of the total system size.3−7

The formalism of Pulay and Saebø was later generalized by Werner, Schütz, and coworkers and extended to coupled-cluster singles and doubles (CCSD) and the noniterative triples correction (CCSD(T)), achieving low-order scaling,12 and with integral-direct methods, true linear scaling13−17 of computation time, and resources with respect to system size. Various alternative localized orbital approaches to local CC include, but
are not limited to, the orbital-specific-virtual local CC method (OSV-CC) of Yang, Chan, Manby, Schütz, and Werner, the natural linear scaling (NLS) CC method of Focke and Bartlett, the pair natural orbital CC method of Neese et al., the CC divide-and-conquer (DC-CC) formalism of Kobayashi and Nakai, and the divide-expand-consolidate (DEC) method of Jorgensen et al.

Of interest in the current work is the single-environment cluster-in-molecule (CIM) local correlation formalism of Li et al. and its extension by Li and Piecuch et al. to the highly vectorized MP2, CCSD, and size-extensive left eigenstate completely renormalized CR-CC(2,3)32-coupled cluster codes of Piecuch in GAMESS (General Atomic and Molecular Electronic Structure System), the CR-CC(2,3) and linear-scaling CIM-CR-CC(2,3) methods are capable of accurately describing biradicals and single-bond breaking regions of a potential energy surface. After reference HF and subsequent Boys localization calculations have been performed, the CIM algorithm constructs orthogonal occupied and virtual correlating orbital domains for each LMO. Occupied LMOs are projected onto the AO basis assigned to each orbital domain and virtual orbitals are orthogonally constructed from a basis of PAOs localized on the atom centers of the truncated set of AO basis functions. (More details of the CIM algorithm are given in the next section, and a complete description is given in refs 24–29.) The size of each correlating orbital domain is independent of the total system size and leads to an implementation with which computation time and resources scale linearly with system size. The occupied and virtual orbital spaces of each orbital domain are separately self-canonicalized resulting in quasi-canonical molecular orbitals (QCMO) to take advantage of the vectorized MP2 and CC canonical orbital codes in GAMESS.

As an alternative to intrinsically local LMO and AO orbital-domain methods, energy-based fragmentation methods explicitly subdivide a large system, at the level of atoms, into smaller but chemically sensible fragments. While most of the LMO and AO approaches to local correlation previously mentioned require a previous knowledge of the HF reference MOs and the subsequent LMOs of the entire system, it is typical of fragmentation methods to calculate both the HF reference and correlation energy for each fragment and assemble the total correlation energy from fragment contributions. The details of this procedure vary widely among different fragmentation methods, as reviewed by Gordon, Fedorov, Pruitt, and Slipchenko.

The fragment molecular orbital (FMO) method, proposed by Kitaure et al., utilizes a many-body expansion to decompose the total energy of a large system, fragmented into 1- and 2-body (FMO2) and optionally 3-body (FMO3) energy contributions. Higher order many-body effects are approximately treated by the inclusion of an electrostatic potential (a Coulomb potential generated by the other fragments) in the Fock operator of each monomer (1-body), dimer, and trimer calculation. In addition to HF, the FMO method is already compatible with the wide range of conventional correlation methods found in GAMESS, including density functional theory (DFT), MP2, CI, and multi-reference CI, CCSD, and CCSD(T).

Monomer, dimer, and trimer energy/property calculations in the FMO method are independent of one another, while the size of each monomer is independent of the total system size. Computations of dimers and trimers formed by spatially separated fragments are approximated with electrostatic potentials. As a result, the FMO method in practice is a massively parallel, nearly linear scaling energy fragmentation approach to both HF and post-HF energies and properties. Of course, fragmentation methods, including FMO, are but one approach to linear scaling HF.

While CIM and other LMO/AO-based local correlation methods scale linearly with system size, the prerequisite full-system HF calculation scales to the fourth power in naïve implementations and, with prescreened integral-direct methods, between the second and third power for large molecular species. Consequently, the extension of linear-scaling local correlation methods to arbitrarily large systems will require the aid of low-scaling/near-linear-scaling implementations of the HF and localization steps. While this is an advantage in many cases, the current work presents the combined fragment molecular orbital and cluster-in-molecule (FMO-CIM) method, a massively parallel and near linear scaling approach for the treatment of the electron correlation of arbitrarily large systems.

FMO increases the size of systems that can be treated using the CIM method by linearizing the scaling of the prerequisite HF and localization calculations; CIM also allows users of the FMO method more potential flexibility when choosing an FMO fragmentation scheme. The large difference in scaling, with respect to FMO fragment size, between HF and high-level correlation methods sometimes makes it difficult to simultaneously design a chemically and computationally optimal fragmentation scheme. By replacing conventional MP2 and CC correlation methods in FMO with their linear scaling CIM-MP2 and CIM-CC variants, fragmentation schemes can be optimized for the lower scaling HF and localization calculations.

In the following, the FMO-CIM methodology and the implementation in GAMESS are described. Correlation energy and wall-time comparisons are made between CIM/MPI, FMO-CIM/MPI, and MP2 (in GAMESS) for the 20-residue α-helix test case. In addition, the multilayer FMO-CIM/CR-CC(2,3) method is applied to solvated adamantane to demonstrate the flexibility of the FMO-CIM approach to treat different portions of a system with varying levels of theory.

II. OVERVIEW OF THE FRAMEWORK ATOMS AND CLUSTERS-IN-MOLECULE METHOD

A. Methodology. The FMO-RHF (restricted Hartree–Fock) energy of a molecular system divided into N fragments is defined by the following many-body expansion (eq 1)

\[
E^{\text{FMO-RHF}} = \sum_{i}^{N} E_{i}^{\text{RHF}} + \sum_{i<j}^{N} (E_{i}^{\text{RHF}} - E_{i}^{\text{RHF}} - E_{i}^{\text{RHF}}) + \sum_{i>j>k}^{N} \left( E_{i,k}^{\text{RHF}} - E_{i}^{\text{RHF}} - E_{k}^{\text{RHF}} - E_{i}^{\text{RHF}} \right) + \ldots
\]

In eq 1, \( E_{n} \) and \( E_{ik} \) are one-, two-, and three-body energies. \( n \)-body refers to the number of fragments (\( n \)) explicitly included in the RHF energy calculation for a specific term. The FMO2-RHF and FMO3-RHF methods include up to dimer (two-body) and trimer (three-body) RHF calculations, respectively. An electrostatic embedding potential (ESP)
representative of the electron-density and nuclei of the remaining fragments is included in the Fock operator of each \( n \)-body RHF calculation to capture higher order many-body effects (eq 2).\(^{38}\)

\[
V^{X}_{\mu \nu} = \sum_{K \neq X} \sum_{\Lambda \in K} \langle \mu \mid Z_{\Lambda} \mid r - R_{\Lambda} \rangle \nu + \sum_{\rho \in \Omega} D^{K}_{\rho}(\mu \rho | \nu)
\]

(eq 2)

Lowercase Greek letters run over AO\( s \), \( Z_{\Lambda} \) and \( R_{\Lambda} \) are, respectively, the charge and position of nucleus, \( A \), and \( D^{X}_{\rho} \) is the electron density matrix for fragment \( X \), where \( X = i \) for monomers and \( X = ij \) for dimers. The ESP is a function of the electron density of every fragment; therefore, FMO-RHF monomer energies are iterated to self-consistency before electron density matrix for fragment \( X \), where \( X = i \) for monomers and \( X = ij \) for dimers. Calculations involving fragments separated by more than \( R_{\text{cut}} \) can be approximated by electrostatics to grow the number of dimer and trimer calculations linearly with system size; this is called the separated dimer/trimer approximation. Default values of \( R_{\text{cut}} \) can be over-ridden by a user.

The FMO total energy (eq 3) is defined as the sum of the FMO-RHF reference and correlation energies.

\[
E_{\text{total}} = E_{\text{FMO-RHF}} + E_{\text{FMO-cor}}
\]

(eq 3)

In the FMO-CIM method, the many-body expansion of the FMO correlation energy is expressed in terms of \( n \)-body correlation energies, each calculated with one of the linear scaling CIM-MP2 or CIM-CC (eq 4) methods (i.e., CIM-CCSD, CCSD(T), or CR-CC(2,3)).

\[
E_{\text{FMO-cor}} = \sum_{i} E_{i}^{\text{CIM-CC}} + \sum_{i > j} (E_{ij}^{\text{CIM-CC}} - E_{i}^{\text{CIM-CC}} - E_{j}^{\text{CIM-CC}}) + \ldots
\]

(eq 4)

The CIM-CC (or CIM-MP2) correlation energy (eq 5) for fragment \( X \) (\( X = i \) for monomers, \( X = ij \) for dimers) is written in terms of contributions \( \delta E_{i}^{\text{CIM-CC}} \) from each occupied valence LMO localized on \( X \), obtained via Boys localization\(^{35}\) after the FMO-RHF calculation on \( X \).

\[
E_{X}^{\text{CIM-CC}} = \sum_{i} \delta E_{i}^{\text{CC}}
\]

(eq 5)

For CCSD (eq 6), \( \delta E_{i}^{\text{CCSD}} \) is expressed in terms of one- and two-electron integrals (\( f^{a}_{ij} \) and \( v^{ab}_{ij} \), respectively), together with one- and two-body cluster amplitudes (\( t^{a}_{ij} \) and \( t^{ab}_{ij} \)), with \( ij \) and \( ab \) representing occupied and virtual orbitals, respectively. For the CR-CC(2,3) triples correction (eq 7), \( \delta E_{i}^{2,3} \) is expressed in terms of de-excitation amplitudes and triply excited moments (\( l^{ab}_{ijk} \) and \( M^{ijk}_{ab} \)).

\[
\delta E_{i}^{\text{CCSD}}(\{P_{i}^{X}\}) = \sum_{a \in \{P_{i}^{X}\}} f^{a}_{ij} t^{a}_{ij} + \frac{1}{2} \sum_{j,a > b \in \{P_{i}^{X}\}} v^{ab}_{ij} t^{ab}_{ij}
\]

\[
\delta E_{i}^{2,3}(\{P_{i}^{X}\}) = \frac{1}{3} \sum_{j > k,a > b \in \{P_{i}^{X}\}} l^{ab}_{ijk} M^{ijk}_{ab}
\]

(eq 6)

The occupied and virtual orbital indices on the right-hand side of eqs 6 and 7 are restricted to those orbitals that are included in a given CIM subsystem \( \{P_{i}^{X}\} \), where \( \{P_{i}^{X}\} \) is the set of occupied and virtual correlating orbitals for LMO \( \phi_{i}^{X} \).

The occupied LMOs \( \phi_{i}^{X} \) that are included in \( \{P_{i}^{X}\} \) are those that satisfy eq 8 for \( \phi_{i}^{X} \). In other words, the Fock matrix integral connecting \( \phi_{i}^{X} \) with \( \phi_{i}^{X} \) must be greater than the cutoff parameter \( \zeta \) whose default value is 0.003 hartree.

\[
\langle \phi_{i}^{X}|E|\phi_{i}^{X} \rangle > \zeta
\]

(eq 8)

Each occupied LMO \( \phi_{i}^{X} \) on fragment \( X \) is assigned an AO domain \( \Omega_{\mu}^{X} \) that includes the basis functions centered on atoms that have a “significant” Mulliken population contributing to \( \phi_{i}^{X} \). Atoms are added, in order of decreasing populations, until the total orbital population reaches 1.98. The definition of “significant” is represented by a default parameter that can be over-ridden by user input. The AO domain of \( \{P_{i}^{X}\} \), \( \Omega^{X}(P_{i}^{X}) \), is defined as the union of the AO domains assigned to each LMO in \( \{P_{i}^{X}\} \). The LMOs that satisfy eq 8 are then projected onto \( \Omega^{X}(P_{i}^{X}) \).

Equation 9 defines the localized orthonormal virtual orbitals used in \( \{P_{i}^{X}\} \). \( C_{\mu \rho} \) is determined by canonicalization of a projected atomic-orbital (PAO) basis (eq 10) constructed using \( \Omega^{X}(P_{i}^{X}) \). In eq 10, \( |\psi_{\mu}^{X} \rangle \in \Omega^{X}(P_{i}^{X}) \) and \( n_{\mu}(P_{i}^{X}) \) occupied LMOs in the subsystem.

\[
\phi_{i}^{X} = \sum_{\rho \in \Omega^{X}(P_{i}^{X})} C_{\mu \rho} \psi_{\mu}^{X}
\]

(eq 9)

\[
|\psi_{\mu}^{X} \rangle = (1 - \sum_{i = 1}^{n_{\mu}(P_{i}^{X})} \psi_{\mu}^{X}(P_{i}^{X})|\psi_{\mu}^{X} \rangle)
\]

(eq 10)
method allows the CIM method to be effectively extended to large systems due to the fragmentation and linearization of the reference calculation.

While the FMO-CIM correlation calculations using GDDI reach near-linear scaling with respect to system size, the CIM subsystem generation algorithm, used for calculations in this paper, is not parallel within a GDDI group (no fine-grain parallelism). While the wall time and computational resources for the subsystem generation calculation scale linearly with system size, the implementation suffers from a larger prefactor due to the large number of subsystems that must be generated with serial computations within each GDDI group. Parallelization of the subsystem generation code will be addressed in future work.

II. PRELIMINARY CALCULATIONS AND DISCUSSION

A. Alanine Alpha Helix Test Case. To determine the accuracy and performance of the combined FMO-CIM approach relative to standard CIM and canonical correlation methods, FMO2-CIM/MP2, CIM/MP2, and full MP2 (using GAMESS), were applied to the calculation of the electron correlation energy of a 20-residue polyalanine α helix, Ala20 (using the FMO2-RHF equilibrium geometry). To study the dependence of the FMO2-CIM/MP2 correlation energy and computational wall time with respect to both the FMO fragment size and the CIM subsystem parameter $\zeta$, calculations were performed using two and four alanine residues per FMO fragment (five- and ten-fragment schemes) while also varying the subsystem size parameter $\zeta$ from 0.003 to 0.001 hartree. Recall that a smaller value of $\zeta$ corresponds in general to fewer (and therefore larger) subsystems. As $\zeta$ approaches zero, only one CIM subsystem that spans the entire FMO fragment will be generated. Then, all LMO pairs on the fragment are correlated together using the entire virtual orbital space. $\zeta = 0$ is equivalent to the FMO-MP2 method.

FMO2-CIM/MP2, CIM/MP2, and MP2 correlation energies were calculated using the 6-31G(d) basis set (1789 total basis functions) on 256 CPU cores (2.0 Ghz Intel E5 2650). For FMO2-CIM/MP2, 16 GDDI groups were defined: Each fragment calculation is assigned to one group, each containing 16 Intel E5 2650 cores. The MP2 subsystem calculations, using the entirety of the 256 cores (one GDDI group), were performed after the FMO2-CIM calculation had generated subsystems for every monomer and correlated dimer; dimers were separated by less than $R_{cut}$, set to 2 Å. The MP2 subsystem calculations were performed in parallel using one core for each subsystem. The FMO2-CIM/MP2 and CIM/MP2 methods both generated 256 or fewer total subsystems for Ala20, except in the case of the ten-fragment, $\zeta = 0.001$ FMO2-CIM/MP2 calculation. (See Table 1.). The subsystem generation algorithm used in the current work closely resembles that which is in the current version of GAMESS. The recent algorithmic developments of Li et al. present an interesting possibility to further improve the efficiency of the CIM algorithm.

Table 2 contains the RHF reference and correlation energies (in hartree) for MP2, CIM/MP2, and the four FMO2-CIM/MP2 combinations of fragment size and subsystem parameter $\zeta$ for Ala20. The percentage of correlation energy recovered and the absolute error (hartree) of FMO2-CIM/MP2 and CIM-MP2 relative to MP2 is also provided.

With $\zeta$ set to 0.001 hartree, CIM/MP2 and FMO2-CIM/MP2 using the ten- and five-fragment schemes both capture $\sim$99.6% of the total MP2 correlation energy with absolute errors of $\sim$0.07 hartree. With $\zeta$ constant, changing the FMO2-CIM/MP2 fragment size from two to four residues has little effect on the total correlation energy that is recovered; however, decreasing the subsystem parameter $\zeta$ from 0.003 to 0.001 hartree leads to a 2-fold reduction in the FMO2-CIM/MP2 and CIM/MP2 absolute error relative to MP2. The FMO2-CIM/MP2 method reproduces the CIM/MP2 method for both fragmentation schemes. Both the FMO-CIM/MP2 and CIM-MP2 methods, with $\zeta$ set to 0.001 hartree, reasonably reproduce the full MP2 result, as $\sim$99.6% of the correlation energy is captured. The FMO2-CIM/MP2 correlation energy is much more sensitive to the value of the subsystem size parameter $\zeta$ than to the size of the underlying FMO fragments, and further gains in correlation energy can be achieved by further decreasing the value of the subsystem parameter $\zeta$ (increasing subsystem size). The 10-fragment and 5-fragment
FMO2 schemes reproduce the full RHF reference energy to 3 and 0.2 millihartrees respectively, which is consistent with accuracies achieved in previous FMO2 studies.\textsuperscript{39,40}

Only 21\% of the full RHF+MP2 total wall time (Table 3) is required to capture 99.56\% of the MP2 correlation energy using the ten-fragment FMO2-CIM/MP2 (\( \zeta = 0.001 \) hartree) calculation, a difference of 120 min. The full RHF+MP2 wall time is the combined wall time for the RHF and MP2 calculations. Using the five-frame scheme (four alanine residues per fragment), the reference FMO2-RHF wall time increases by a factor of 5, while the CIM subsystem generation step time increases by over an order of magnitude. The five-frame scheme yields very little improvement in correlation energy relative to the ten-fragment scheme, despite the 8-fold increase in total wall time.

The five-frame FMO2-CIM/MP2 calculations and both of the CIM/MP2 calculations have longer wall times compared with full MP2 due to the serial implementation of the subsystem generation step. The Boys localization step-time is a small percentage of the total wall time. The 256 2.0 Ghz Intel E5 2650 cores across 16 GDDI groups.

Table 4 contains the correlation energy and wall-time comparisons between MFMO3-CIM/CR-CC(2,3) (\( \zeta = 0.003 \)) and MFMO3/CR-CC(2,3). The percentage of correlation (in parentheses) recovered by MFMO3-CIM/CR-CC(2,3) is relative to MFMO3/CR-CC(2,3). As \( \zeta \to 0 \), FMO-CIM is equivalent to standard MFMO3/CR-CC(2,3). Similar to the \( \zeta = 0.003 \) FMO-CIM and CIM/MP2 calculations on Ala\textsubscript{20}, MFMO3-CIM/MP2 recovered \( \sim 99.2\% \) of the MP2 correlation of adamantane. The MFMO3-CIM/CCSD and MFMO3-CIM/CR-CC(2,3) calculations recovered \( \sim 99.8\% \) and \( \sim 99.9\% \) of the MFMO3/CCSD and MFMO3/CR-CC(2,3) correlation energies, respectively.

### IV. CONCLUSIONS

A preliminary implementation of the FMO-CIM approach to the calculation of correlation energies on large systems has been coded into GAMESS. The linear scaling, local correlation CIM algorithm is effectively extended to larger systems by replacement of the prerequisite RHF reference calculation with the family of near-linear scaling FMO methods. The natural parallelism of both FMO and CIM is retained in the

---

**Table 3. FMO2-CIM/MP2 Calculation Wall Times (min) Compared with CIM/MP2 Calculations on the Entire Ala\textsubscript{20} System**\textsuperscript{a}

<table>
<thead>
<tr>
<th>method</th>
<th>reference calculation wall time (min)</th>
<th>( \zeta ) (hartree)</th>
<th>Boys localization and CIM subsystem generation (min)</th>
<th>average MP2 calculation time (min)</th>
<th>largest MP2 calculation time (min)</th>
<th>total wall time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 fragments FMO2-CIM/MP2</td>
<td>2.5</td>
<td>0.003</td>
<td>16.7</td>
<td>0.9</td>
<td>3.4</td>
<td>25.6</td>
</tr>
<tr>
<td>5 fragments FMO2-CIM/MP2</td>
<td>12.4</td>
<td>0.003</td>
<td>174.8</td>
<td>1.8</td>
<td>5.8</td>
<td>191.0</td>
</tr>
<tr>
<td>full RHF+CIM/MP2</td>
<td>24.7</td>
<td>0.003</td>
<td>843.7</td>
<td>2.1</td>
<td>7.2</td>
<td>875.6</td>
</tr>
<tr>
<td>full RHF+MP2</td>
<td>24.7</td>
<td>0.001</td>
<td>773.2</td>
<td>7.6</td>
<td>17.6</td>
<td>815.5</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Times spent calculating the RHF and FMO-RHF reference and generating the CIM subsystems are given separately as well as the total wall time. The 10- and 5-fragment FMO2-CIM/MP2 schemes include two and four alanine residues per fragment, respectively. Calculations were performed on 256 2.0 Ghz Intel E5 2650 cores across 16 GDDI groups.

---

**Table 4. MFMO3-CIM/CR-CC(2,3) (\( \zeta = 0.003 \)) and MFMO3/CR-CC(2,3) Correlation Energies (Hartree) and Total Wall Times (min) for Water-Solvated Adamantane**\textsuperscript{a}

<table>
<thead>
<tr>
<th>method</th>
<th>MP2 correlation energy (Hartree)</th>
<th>CCSD correlation energy (Hartree)</th>
<th>CR-CC(2,3) triple correction (Hartree)</th>
<th>total wall time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFMO3-CIM/CR-CC(2,3)</td>
<td>–1.305</td>
<td>–1.4029</td>
<td>–1.4528</td>
<td>187.5</td>
</tr>
<tr>
<td>MFMO3/CR-CC(2,3)</td>
<td>–1.3156</td>
<td>–1.409</td>
<td>–1.460</td>
<td>536.3</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Percentage of MFMO/CR-CC(2,3) correlation energy captured by MFMO3-CIM/CR-CC(2,3) is given in parentheses.
combined method, providing efficient GDDI parallelization at the FMO fragment and CIM subsystem calculation levels. The method is, however, lacking a parallel implementation of the CIM subsystem generation step. The serial implementation of the subsystem generation step scales linearly with system size; however, a large prefactor is applied due to the large number of subsystems generated in serial for large systems. Future work will parallelize the subsystem generation step, alleviating this bottleneck.

Despite the subsystem generation bottleneck, FMO2-CIM/MP2 calculations ($\zeta = 0.001$) on Al$_{20}$ recover 99.56% of the full-system MP2 correlation energy, with the ten-fragment scheme requiring 79% less wall time than full MP2 calculations. FMO-CIM/MP2 reproduces the CIM/MP2 results for both the ten-fragment and five-fragment schemes for both choices of the subsystem size parameter $\zeta$. Similar results were obtained for water-solvated adamantane: The MMFO3-CIM/CR-CC(2,3) calculation recovered 99.51% of the MMFO3-CR-CC(2,3) correlation energy, requiring 65% less wall time.
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