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\( s_{i,j}^1 \) updated boundary condition (three different velocities, pressure, turbulent kinetic energy, and turbulence dissipation rate) of the face located at position \( i, j \)

\( T \) temperature
\( T_1, \, T_2, \, T_3, \, T_4 \) polynomials found for the one-dimensional heat transfer problem
\( u, \, U, \, v, \, V \) velocity components
\( u_0, \, U_0 \) inlet velocity
\( u_1, \, u_2, \, u_3, \, u_4 \) polynomials found for the two-dimensional laminar pipe flow problem

\( u_i \) axial velocity in cell \( i \) of the single model "exact" solution
\( u'_i \) axial velocity in cell \( i \) of the candidate case
\( \bar{u} \) average velocity through the pipe
\( U_{cl} \) centerline velocity
\( U_e \) source term
\( W \) sum of the squared differences between sample points when these points fall in the same region

\( x, \, y \) rectangular coordinates
\( x, \, r, \, \theta \) cylindrical coordinates (section 3.1)
\( x^* \) normalized \( x \) coordinate
\( z, \, r \) cylindrical coordinates (section 3.3)
\( \eta, \, \xi \) transformation coordinates
\( \eta_{\text{max}} \) maximum grid location
\( \rho \) density
\( \nu \) kinematic viscosity
\( \theta \) cylindrical coordinate, temperature
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Abstract

This dissertation presents AMoEBA, the Adaptive Modeling by Evolving Blocks Algorithm. AMoEBA is an evolutionary technique for automatic decomposition of data fields and solver/descriptor placement. By automatically decomposing a numerical data set, the algorithm is able to solve a variety of problems that are difficult to solve with other techniques. Two key features of the algorithm are its ability to work with discrete data types and its unique geometric representation of the domain. AMoEBA uses genetic programming generated parse trees to define data segregation schemes. These trees also place solver/descriptors in the decomposed regions. Since the segregation trees define the boundaries between the regions, discrete representations of the data set are possible. AMoEBA is versatile and can be applied to many different types of geometries as well as different types of problems. In this thesis, three problems will be used to demonstrate the capabilities of this algorithm. For the first problem, AMoEBA used approximated algebraic expressions to match known profiles representing a steady-state conduction heat transfer problem and the fully-developed laminar flow through a pipe. To further illustrate the versatility of the algorithm, an inverse engineering problem was also solved. For this problem, AMoEBA placed different materials in the segregated regions defined by the trees and compared this to known temperature profiles. The final demonstration illustrates the application of AMoEBA to computational fluid dynamics. In this implementation, AMoEBA segregated an elbow section of pipe and placed numerical solvers in the regions. The resulting solver networks were solved and compared to a known solution. Both the time and accuracy of the networks were compared to determine if a faster solution method can be found with a reasonably accurate solution. Although AMoEBA is adapted for each application, the core algorithm of AMoEBA is unaltered in each application. This illustrates the flexibility of the algorithm.
Chapter 1.

Introduction

A key issue in the analysis and design of engineering systems is complexity. The analysis of any system can have varying degrees of complexity throughout. For example, the solution of fluid flow through a pipe relies on tightly coupled, nonlinear equations. The addition of solid particles to this flow greatly increases the complexity. If these are coal particles fueling a pulverized coal furnace, the combustion of the coal introduces more complexity into the solution. To create a solution for the entire power plant system in which this furnace resides, the equation set increases dramatically, bringing thermodynamics equations, structural analysis, and electrical considerations into the equation set. To analyze these types of systems, engineers have developed a variety of different methodologies to deal with their varying degrees of complexity. A method often used is to uncouple the system into different components. For example, a coal-fired power plant can be divided into models for the coal transport system, the furnace, the turbine, and the other components, each solved separately. However, these models do not capture the interrelationships between components and the system response to various changes. To capture these effects, a system model is needed. This system model is too complex to incorporate high-fidelity models of each of the components with the computing power available today. This requires that separate, less complex component models be developed for use in systems models. Higher fidelity approaches are common for individual aspects of single components, but the choices are limited. Finite element analysis (FEA) can be used for structural analysis.
Computational fluid dynamics (CFD) is a useful technique for modeling a variety of fluid flows from simple, two-dimensional, laminar boundary layer flows to complex, three-dimensional, turbulent combustion processes. In cases where both fluids and structural analysis are needed for some components, generally the analyses are run separately as uncoupled analyses and combined manually.

For the specific case of power plant analysis, plant modeling software may be used to describe the system by reducing it to a system of equations where the equations correspond to the components of the plant. Computer aided design is useful for different problems, and this methodology is beginning to be integrated with different numerical approaches including CFD and FEA. For the most part, these modeling techniques are not coupled together and the calculations are slow and computationally expensive. For example, CFD involves the solution of tightly coupled nonlinear equations on large grids of vertices (~10 million). In many cases, the computation time to get a single answer to a given problem can take from three days to three months, and the problem must be recalculated if refinements are made to the boundary conditions or the geometry. Often the previous solution provides an initial guess for the new calculation, but even with a head start, this second step can still take weeks or even months to get a new answer, causing an interruption in the design process. Due to this lengthy turnaround time, high-fidelity modeling techniques (e.g. CFD) are not often used as design tools. Alternatively, the engineer can build the system, study the impacts that the different subsystems may have on each other, and make any changes that are necessary. This is a “build and try” approach and is, in effect, a full-scale modeling technique. Scale models can also be used with varying success, but they can be difficult to
work with and are expensive and time consuming to build. Equation set models can also be used to analyze the system response. These models depend on reduced order models and minimize the number of details that are used in the analysis. In the furnace example, these models may disregard the flowfield and combustion effects inside the furnace and represent this component as a heat exchanger only. Although these techniques create an adequate model of the system, the reduction in fidelity of the model decreases the number of variables that can be adjusted to make improvements on the design of the system and reduces the detailed understanding of the system.

For high-fidelity computational modeling to become a routine design and engineering tool, the solution speeds need to be increased by a factor of 100,000-1,000,000x. Technology has shown and continues to show improvements in computer hardware speed and memory. If hardware technology continues to double the speed of a processor every 18 months (Moore’s Law), in ten years the processor speed will be increased by a factor of approximately 100x. To reach the ~100,000x speedup necessary for complex numerical models to be used as design tools, software improvements must also be made.

1.1. Virtual Engineering

The term “virtual reality” has entered the popular lexicon and consequently can have different meanings for different situations. Virtual reality as used here is “… immersive, interactive, multi-sensory, viewer-centered, three-dimensional computer generated environments and the combination of technologies required to build these environments”
The key aspect of virtual reality as used in engineering applications is combining high-fidelity models, user interaction, and three-dimensional visualization into the same virtual space, creating a model that acts as if it were real.

Virtual reality has become an enabling technology in a variety of engineering applications due to its ability to present three-dimensional, complex data and information in an intuitive and interactive manner. Similarly, the use of high-fidelity modeling has become a useful tool in the engineering community due to the increased computational power made available by technological advances. The combination of these computational techniques is a natural and powerful one. For example, the inherent three-dimensional nature of the flows involved in CFD lends itself to visualization and interaction via a virtual interface. Additionally, coupling between various components of a high-fidelity system can make identification of all the impacts of a design change challenging. By providing a virtual engineering platform, the user can directly interact with the individual components, and therefore develop a more intuitive feel for the design, operation, and maintenance of the overall system. When fully-developed, this virtual engineering platform will be used to train operators, to explore the impact of engineering design changes, to develop and optimize construction and maintenance plans, and to communicate between various groups both inside and outside of the company including maintenance, engineering, and management. A key aspect of this work is to create a physically driven model that is more than a static visualization of data (virtual cardboard). That is, the goal is to create virtual models of physically real systems that respond in the same way as their real counterparts. Reaching this goal will enable the user to interact with the virtual world in the same manner
as they would with a real prototype. These interactions will not only be a method for analyzing the system but also for making design changes and witnessing the impacts these changes make on the design.

As demands for improved performance levels in various products grow and the costs of computation continue to decrease, the importance of numerical modeling as a design/engineering tool will increase. In many complex flows, such as those involving various degrees of fluid flow, heat transfer, and combustion, the numerical solutions become nonlinear and tightly coupled. The complexity of these interactions allows very subtle changes in the boundary conditions associated with the model to cause significant effects on the performance of the product and its cost effectiveness. The development of a complete virtual engineering platform will simplify the analysis process and make it easier to reap the benefits of these potential performance increases.

From a purely economical point of view, numerical modeling is more cost-efficient than using physical prototypes for design. As much as 80% of the total cost of producing some products is used in the design stage where expensive physical prototypes are created, tested, and adapted [2]. Much of this cost could be avoided if numerical models could be used instead of physical models. However, today, computational techniques are not often implemented due to the difficulty of regenerating geometry changes and the long turnaround time for recomputing these models. The reduction of these time costs is an essential step in increasing the use of high-fidelity modeling earlier in the design process.
In the 1950s, a significant amount of time was required to graphically render anything but the most primitive computer image. As technology advanced, visual fly-throughs in which the user could move through a digital world on a predetermined path and see things from a preset point of view became possible. By the early 1990s, the combined advancement of hardware technology and software algorithms led to the development of virtual reality where the path of the user was completely arbitrary and the visualization was calculated on-the-fly in real-time*. This development enabled the user to enter and explore a computer rendered environment in the same manners she/he would explore the real world.

The advances made in computation and analysis of numerical models have many parallels to those made in the world of computer graphics and virtual reality. Before the digital age, fluid dynamics and other numerical problems were solved through analytical approximations and similarity techniques [3]. Since the 1960s, numerical methods and CFD have grown in power and capability until they are now considered to be an essential part of the engineering analysis process for fluid flows. However, today CFD plays only a limited role in the design process, which typically depends on low-fidelity models and physical prototypes. In the future, more and more aspects of engineering design will be completed via detailed models. Just as the step from visual fly-throughs to fully independent virtual reality required software as well as hardware advances, so too will the jump from today’s design processes to fully immersive, fully digital virtual engineering require hardware and software improvements.

* Here real-time is faster than the eye can perceive: 15-30 times per second.
To make the technological leap to virtual engineering, a number of steps must be implemented and, more importantly, a number of tools must be created. Table 1.1 shows the key technologies that are required for the development of these types of virtual engineering environments. Table 1.1 is not all-inclusive, but it presents the groundwork for the types of technologies that must be developed. The focus of this work will be on taking the first steps toward developing the tools that are essential in giving this virtual engineering platform the flexibility and speed necessary for real-time engineering analysis and query.

1.2. Motivation

Computational speed is important for design due to the significance of real-time* feedback. Real-time feedback is an important characteristic of the design environment because it creates an atmosphere suitable to the what-if type questions essential to the engineering process, maintains the creative momentum developed in this process, and allows engineers to develop an intuitive feel for the solution. In this situation, an engineer may not require precise, fine-tuned answers; rather, solutions that are accurate enough to provide direction and reliable enough to base engineering decisions on are all that is necessary. An important result from a design perspective is simply knowing whether one idea outperforms another. Reliable approximations to the altered numerical data set can provide the qualitative results that determine whether the changes were effective. Similarly, changes made to the system

* Here we define “real-time” as the small amount of time that the user must wait to see the results of the changes they have made, on the order of 5-30 seconds. This is not the typical “real-time” of virtual reality and gaming software, in which the graphics must be rendered fast enough for any delays to go unnoticed by the human eye.
Table 1.1. Key technologies needed for the development of virtual engineering design tools. The bold categories represent the areas that will be covered in the work presented here [4].

<table>
<thead>
<tr>
<th>Area</th>
<th>Virtual Environments</th>
<th>Physics Modeling</th>
<th>Engineering and Design</th>
<th>Human-Computer Interaction</th>
<th>High Performance Computing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visualization within virtual environments</td>
<td>High-fidelity modeling</td>
<td>Robust optimization tools</td>
<td>Haptics</td>
<td>Massively parallel computing</td>
<td></td>
</tr>
<tr>
<td>Virtual collaboration</td>
<td>Multi-scale analysis</td>
<td>Virtual design tools</td>
<td>Portable devices</td>
<td>Massive data sets</td>
<td></td>
</tr>
<tr>
<td>Multi-sensory reality</td>
<td>Coupled systems</td>
<td>Integrated hierarchy of models</td>
<td>Remote collaboration</td>
<td>Heterogeneous computing</td>
<td></td>
</tr>
<tr>
<td>Augmented reality</td>
<td>Real-time physics modeling</td>
<td>Real-time analysis tools</td>
<td>Wireless engineering</td>
<td>Long-lived data sets</td>
<td></td>
</tr>
</tbody>
</table>
may not require the recalculation of the entire domain. Uncoupling the regions that do not change significantly from the recalculation process can reduce the number of calculations that need to be made, increasing the speed of the recalculation and providing answers to engineers' questions in a significantly shorter period of time. Nonlinear interpolation is one solution for making these approximations. Currently, interpolation between and extrapolation from complex nonlinear systems are possible but highly problem-dependent. Additionally, nonlinear interpolation is generally used to develop a single answer to a complex problem rather than to interpolate the richness and fidelity of a complete high-fidelity model. Because of this, nonlinear interpolation is not currently useful as a general design tool for many engineering applications. For example, the tightly coupled nature inherent to the underlying equation set of fluid dynamics makes nonlinear interpolation techniques difficult to implement for these types of problems.

Another category of techniques for making reliable approximations of numerical data sets are response surface methods. A response surface is a model, usually algebraic, of the reaction of a system based on a number of different variables. By using a simplified algebraic representation based on a select number of full calculations of the system, the response of the variables can be recalculated more quickly than, and almost as accurately as, a high-fidelity model. One weakness of this method is that details of the system are lost in the simplification. Also, to obtain the same level of accuracy as high-fidelity techniques, many calculations of the system are required. This can take a large amount of time in the creation of the surface.
The challenge in creating a useful and effective engineering design tool is to enable changes to be made to a component and the response to be calculated with sufficient accuracy for an engineer to understand the answer. This requires speedup of high-fidelity models. Numerical models are often very large and require an excessive amount of compute time to calculate. For example, CFD models solve varying forms of the Navier-Stokes equations for any number of nodes (typically as large as 10 million for current models). In this case, simplifications such as boundary layer codes, inviscid flow approximations, the Bernoulli equation, etc. can be very accurate under certain circumstances, but are not generally used for large complex flows. Similarly, there are instances when other solvers (FEA, similarity techniques, etc.) perform adequately with significantly improved performance times. By implementing varying forms of these simplifications in the same algorithmic model, a multi-solver computational technique is created. Similar multi-solver methods are possible for different numerical models as well. Non-dimensional situations exist that would benefit from the segregation of the different components or systems involved. The power plant example discussed earlier could be automatically segregated into the furnace, turbine, and fuel transport components, and these could be further segregated into different subsystems of the individual components. Not only does dividing the entire complex model into smaller models reduce the complexity of the system, it also provides a framework for recalculating the problem after changes are made. Returning again to the power plant example, it may be determined that changes made to the turbine will have little impact on the coal transport piping network. If the entire system is segregated into smaller sub-systems, only the components that are affected by the changes need to be recalculated. At a finer level, the individual components themselves can be further segregated. For example, portions of the
furnace may change only slightly when new boundary conditions are applied at the burners. Changes made to an elbow in the downstream portion of the coal piping may have very little impact on the flowfield upstream of these changes. In these cases, recalculation of the entire furnace model and the entire coal piping is not necessary. Therefore, the computational resources available can be applied where they are most needed, reducing the time to solution of these models. Similarly, there may exist regions that can be modeled with more simplified solution methods. These regions may need to be calculated but may not require the detailed numerical modeling that other regions in the domain require. For example, the heat transfer from the flue gases in the furnace to the steam used to drive the turbine may not require a high-fidelity model. A simple response surface may be sufficient to transmit the energy information from the furnace to the steam at the level of accuracy that is needed. By creating a network of different solvers, each zone can receive the minimum attention and fidelity it requires to efficiently produce a solution that is within a known level of accuracy. The difficulty of producing such a multi-solver method is in the application: how does one decide which areas of the model require the most complicated solution techniques and which areas can be adequately approximated by a simplified model?

The multi-solver method in this problem statement resembles domain decomposition techniques. Domain decomposition is a method for dividing a numerical domain into more manageable pieces. The main purposes for making these divisions are for parallelization—sending each sub-region to a different processor—or for creating a mesh on a difficult geometry. In both cases, the same solver is used in each of the decomposed domains.
Combining different solvers as a solution technique is not a new idea for fluids problems. Before the onset of the digital computer, engineers devised unique methods of solving complicated flows. Because the computations were performed by hand, it was essential to reduce the number of calculations performed. Engineers developed methods for combining analytical solutions through similarity techniques [3]. A brief example of the application of these techniques is the simple, flat-plate boundary layer. Inside the boundary layer, viscous effects are essential to the development of the flow as well as to the solution of the wall boundary condition. Outside the boundary layer, viscous terms can be neglected as the overall momentum of the flow far outweighs any effects attributed to the viscosity of the fluid. Engineers in the 1940s and 1950s applied these observations by utilizing different analytic solution methods for the two different regions. Flow over an airplane wing is a natural progression from the flat-plate example described. In problems such as this, engineers use the same idea of using one solver in the boundary layer and a different solver for the outer, inviscid flow. However, these techniques, known as zonal methods, are mostly used in high-speed flows where knowledge of the flowfield can be used to determine where each solver is used. Multi-solver techniques for more complicated flows are also being studied. As with zonal methods, these techniques require user intuition for the placements of the different solvers, and therefore, the solver networks are not automatically generated.

The development of an automatic multi-solver technique is difficult. Not only does the technique require knowledge of the overall flowfield, but also knowledge of how well each
solver performs in the different regions. Without this previous knowledge of the division of
the flow, applying many solvers to one computational model can be viewed as an
optimization problem. To solve this optimization a variety of capabilities are required of the
multi-solver technique. Two of these include:

- The ability to work with discrete inputs— the multi-solver technique should be able
to use distinct solvers that are completely separated except for the variable
information that is passed between them.
- The ability to automatically decompose the geometry of the system— the
optimization scheme should be able to segregate the data set into regions in which
the solvers are placed.

There are infinite numbers of distributions of how the solvers can be applied, but different
combinations of solvers will perform at varying degrees of accuracy. The solver placements
will also differ in the run time used to solve the given domain. Each of these criteria needs
to be optimized, or at the very least an accuracy level must be defined and the multi-solvers
that meet this level judged on their respective times to solution. Under these circumstances,
the problem becomes a challenging, multi-objective optimization problem with a large
search space and discrete inputs. Evolutionary computation is becoming more and more
useful to engineers in solving difficult optimization problems such as this. Evolutionary
algorithms are a type of evolutionary technique. They have been described as “… powerful
global optimizers that can negotiate complex nonlinear search domains to provide optimal
design solutions” [5]. The versatility of evolutionary algorithms is applicable to a variety of
engineering-related problems ranging from the optimization of turbine blades [5] to
controlling the rate of speed for a bank of presses in a sugar-beet plant [6]. Because of their
robustness, their ability to handle discrete inputs, and their ability to explore large search spaces, an evolutionary algorithm is the prime candidate for the multi-solver technique.

1.3. Overview

This dissertation presents the Adaptive Modeling by Evolving Blocks Algorithm (AMoEBA), an evolutionary algorithm based strategy for automatic data segregation and solver placement. AMoEBA uses a binary tree to automatically segregate a data set into regions and place different solution methods in these regions. The trees are evolved until a scheme is found that meets the criteria set forth by the user. In this thesis, the versatility of the AMoEBA technique is demonstrated on three different problems:

- the development of approximating algebraic expressions to match the solution of a one-dimensional temperature profile and a two-dimensional velocity profile,
- the solution of two different inverse conduction heat transfer problems, and
- the solution of turbulent pipe flow in an elbow.

In each case, AMoEBA automatically segregates the problem domain and places the appropriate solution methods in each of the regions.

Chapter 2 begins with a discussion of two types of reduced order models that are being used: nonlinear interpolation and response surfaces. Also included in the chapter is an overview of three different types of coupled systems: domain decomposition, zonal methods, and multi-solver techniques. The final section of this chapter briefly describes evolutionary algorithms and genetic programming. Background material of some examples
of the use of evolutionary techniques applied to thermal systems completes this section of Chapter 2.

In Chapter 3, an example of a manual multi-solver is presented. Following this section, AMoEBA is described in detail, and three applications of AMoEBA are discussed. The first of these is the development of approximating algebraic expressions to automatically match the solution of a one-dimensional steady-state heat conduction problem and a two-dimensional laminar pipe flow problem. This discussion introduces the reader to the terminology used throughout this dissertation and demonstrates how the AMoEBA algorithm can be applied to standard engineering problems. Applying AMoEBA to inverse engineering problems is the next section of this chapter. In this section, two different inverse heat conduction problems are solved. This application of AMoEBA is more complicated than the first and develops more of the techniques that are used in the algorithm. The final section applies AMoEBA to computational fluid dynamics by using the example problem of flow through an elbow section of pipe. After building the reader’s knowledge of AMoEBA in the first two implementations, this application of AMoEBA is more complicated and makes use of the terminology and structure provided earlier in the dissertation.

Chapter 4 concludes this dissertation with an overall synopsis of the results of the three applications of AMoEBA, a restatement of the direction of AMoEBA, and the direction of future work in this area.
Chapter 2.

Background

As discussed in Chapter 1, several technologies have been developed to cope with the complexity of engineering systems. These technologies include: 1) reduced order modeling techniques that simplify the problem or decrease the fidelity to model the global characteristics of the system; 2) coupled systems that manually decompose the domain into more manageable pieces, applying different solution methods where necessary or automatically decomposing the system to solve the pieces in parallel using a single solution method; and 3) robust optimization tools that search a large portion of the optimization landscape and can be applied to a wide range of problems.

2.1. Reduced Order Modeling Techniques

Reduced order modeling techniques use global calculations to create a low-fidelity model of the domain. By focusing on the overall parameters of the system, these techniques avoid the computational costs of calculating the fine details of the numerical domain. Although this methodology is accurate in many situations, it lacks detail and precision, which limits its use as a numerical tool. By reducing the model to its global characteristics, these techniques eliminate high-fidelity details of the systems that may be useful parameters for design changes. Additionally, without the fine-scale details, the full aspect of design changes may not be understood, decreasing the effectiveness of these techniques as engineering tools. However, on a much broader scale and in areas where only the global
characteristics are important, these are very useful techniques that can provide fast, accurate solutions to that portion of the system. Several techniques have been developed for creating reduced order models. Two of these include nonlinear interpolation and response surfaces. In nonlinear interpolation, an attempt to reproduce the information between two or more points of a nonlinear data set is made by performing calculations on the points. Typically these calculations rely only on local information to predict the values between the known points. Response surfaces are similar in that they too are used to predict the information between known data points. Often response surface techniques utilize information throughout the domain to fit a surface to the known data instead of using only local information for the predicted solution.

2.1.1. Nonlinear Interpolation

In the early stages of the design process, when many new ideas are implemented and tested, one solution to a question is usually not sufficient. A more useful design platform is one that allows engineers to make changes to the original prototype and witness the results of those changes soon afterward. Typically, this option is performed using physical models due to the extended time required to recalculate numerical simulations. By interpolating between known cases, the time required for recalculating computational models may be decreased. Unfortunately, many numerical models are nonlinear, and often the equations that produce these models are tightly coupled as in the case of CFD solutions. Interpolating between nonlinear data sets like these is difficult because of the coupled, nonlinear nature of the solutions. Nonlinear interpolation is not a general technique but a method that is problem dependent. The technique used to interpolate information in one data set may not
work for a different type of data set. Three examples of nonlinear interpolation will be discussed. Although the methods used are completely different, the nonlinear interpolation techniques are not interchangeable, which illustrates the non-generality of this solution technique.

The first example is the reconstruction of experimental data from the measurement of the topography of a body of water [7, 8]. Under most circumstances, this topography can be derived linearly from slope-image data. However, when the body of water becomes turbulent, the discontinuities that are created by the breaking waves turn the problem into a nonlinear one. By using a combination of genetic algorithms and Fast Fourier Transform integration to solve for Fourier series coefficients, researchers have been able to correctly reproduce the topographies from slope-image data even under turbulent conditions. The technique is based on the fact that Fourier series coefficients are the same for the derivative (slope) of the series as they are for the series itself. By using a genetic algorithm to solve for these coefficients, nonlinearities in the data, such as bubbles, noise, water spray, or missing data, can be modeled.

A second example of nonlinear interpolation has been used in predicting speech patterns [9]. The technique uses multi-layer artificial neural networks trained on each of the 37 phoneme symbols used. An error-back propagation algorithm was used to adjust the weights of the neural network during this training phase. The neural networks were used to match the phoneme symbols to 17 French sentences spoken five times by one male speaker and manually labeled. The neural networks use speech frames at times ..., n-2, n-1 and n+1,
n+2, ... in their nonlinear interpolation of the speech frame at time n. By using more of the information being presented, they are able to predict speech patterns more accurately than previous methods.

Nonlinear interpolation has been used in fluids problems as well [10, 11, 12]. Zhong, Weng, and Huang [10, 11] and Zhong, Adrian, and Huang [12] have used an interpolation technique that combines the constraints of the physical system with the interpolation scheme itself. This streamlines the solution process by making a one-step method instead of the two stage, iterative schemes that are most often used. However, since this process results in an overdetermined linear system, the system must be solved differently than a normal set of equations. A sliding window is used to solve this system. This has two benefits. The first allows the over specified system to be solved. The second is that since the interpolation is only carried out in the window of influence, smoothing effects are not introduced globally, which improves the accuracy of the technique.

Although these three cases adequately interpolate between their respective data sets, in the first two cases the methods used are not easily applied as general nonlinear interpolation techniques. Both examples use a large amount of known information to create a missing data point. In the water topography example, much of the data set was linear and known a priori. Reconstruction of this topography relied on the known data set to fill in the missing data, a technique that is not useful for predicting an entirely new data set based on known information of one or two original data sets. Similarly, the speech recognition example used information contained at previous time steps as well as later time steps in the interpolation
scheme. In all three techniques, the interpolation schemes were used to fill in missing data for a given data set. In each case the schemes were successful; however, the techniques do not provide an adequate method for extrapolating known information to new boundary conditions or to geometry changes. These are the characteristics that are required of a virtual engineering design tool.

2.1.2. Response Surface Techniques

A response surface is generally thought of as an experimental optimization technique, but it is a technique that is often used in numerical situations as well. The idea of a response surface is to create a surface based on the performance of a numerical model or experiment with respect to any number of parameters. If this surface is approximated, the optimum of the model, or simply any location on the surface, can be found more easily using the surface and the input parameters than by trying to optimize the complicated system it is modeling. As with other reduced order techniques, response surfaces can result in accurate solutions to the problem but at the expense of flexibility and robustness. Unforeseen changes to the system are difficult, if not impossible, to incorporate without creating a new surface, and creating a surface based on all the variables in the system can be very time-consuming. Despite these restrictions, response surface techniques are useful for fast solutions of a system, and depending on the time and effort used in the creation of the surface, they can be very accurate as well. Recently, response surface approximations have become popular for modeling complicated numerical systems [2, 13-19]. The complexity of these data sets is reduced by the approximated solution, allowing the computations to be made much faster.
The surface itself is created by modeling an approximation (usually low-order polynomials are used) of the dependent variable based on a number of independent parameters. An example of a response surface would be to approximate the yield of a chemical equation. Trials would be made based on variations in temperature, reaction time, and pressure. Once the surface is created, the yield of any combination of temperature, reaction time and pressure within the bounds examined can then be found more easily by using the approximation instead of performing the actual calculation or experiment. Global reaction models using Arrhenious relationships are an example of this type of reduced order models.

Another example is to use a response surface to approximate the behavior of a flowfield far downstream of a complex region. This section of the flowfield may not change much and may be easy to calculate. A database of a number of different inlet conditions to this region would be stored and fitted with a polynomial to create the surface. Once a new complex region is solved, the response surface section would be found by using the new inlet conditions to the response surface approximation. In this case, an optimum of the surface would not necessarily be important; recomputing new locations on the surface quickly would be the end goal.

One weakness of response surfaces includes their use in general cases. Since the surfaces are created from preliminary knowledge of the system, they become focused on the particular problem for which they are designed. Difficulties can also arise when response surfaces are used in highly discontinuous domains. Because the surface is an approximation, they tend to smooth out most of the sharp peaks and valleys of a
discontinuous region. This aspect is very useful for eliminating the noise contained in many
numerical data sets and is an advantage over derivative-based search algorithms that
struggle with noisy data sets [13]. A problem with this technique arises when the
discontinuities of a data set are important. To obtain the fine precision necessary in
resolving these features, a large number of experiments must be run, increasing the time
spent on the surface creation and decreasing the usefulness of this tool.

Applications of response surfaces have included the minimization of the takeoff gross
weight of a High-Speed Civil Transport (HSCT) [2], the shape optimization of a diffuser
[13], and the optimization of the strength of bonding leads to electronic equipment [14]. In
the case of an HSCT configuration, low-fidelity aerodynamic models generate the response
surface [2]. The response surface is used to evaluate performance or aerodynamic
constraints to be used by a high-dimensional, tightly constrained, multidisciplinary design
optimization procedure. Twenty design variables that define the size and shape of the wing
and body of the plane are used in the optimization. The response surface was created from
low-fidelity models to evaluate up to 50 performance- or aerodynamic-related constraints.
Examples of these constraints include emergency landing conditions for which it is
assumed that the aircraft lands 5000 ft above sea level at 145 kn, carrying 50% of its initial
fuel weight. To calculate the constraints based on this information, estimates must be made
of aerodynamic forces and moments, stability and control derivatives, and center of gravity
and inertia of the aircraft. The surface is used to obtain calculations of the constraints when
necessary in the optimization procedure. This technique is based in part on variable
complexity modeling, which combines the accuracy of high-fidelity models with the
efficiency of simpler simulations. In this case, the low-fidelity model consists of the Euler equations with viscous drag corrections. As the responses of these low-fidelity simulations are modeled, terms that are found to have little effect on the surface are eliminated, leaving the more important terms. Because of this, fewer CFD analyses are required for computing the coefficients of the models. The drawback to this approach is the possibility of overlooking subtle influences of certain important nonlinear effects; however, the results have shown that the time saved outweighs this minor loss of accuracy.

Another example application of response surface techniques is for diffuser shape optimization [13]. Diffusers are often used to convert dynamic pressure into a static pressure rise by reducing the velocity of the flow. Maximizing the pressure recovery of a diffuser is a benchmark problem for CFD. Solutions to diffuser problems have the nature of converging quickly, and solutions to these components can be found for many different flow conditions. Two methods were used in the creation of the response surface for this problem. The first used two design variables by defining the two-dimensional diffuser shape with a fourth order polynomial (the two endpoints of the polynomial are given). The second case used five design variables and defined the shape by a B-spline using the two endpoints, the five design variables, and a prescribed inlet slope (fully-developed flow is assumed at the entrance to the diffuser). Although there seems to be little difference between these two cases, from the perspective of the response surface there is a large difference: the number of variables used in the creation of the surface. The creation of the response surface for this problem begins by limiting the search space to exclude poor designs. Enforcing these limits not only simplifies the complexity but also reduces the time
spent on creating the surface. Once the limits are defined, the surface is created by choosing a representative number of designs with a variety of parameters. The number of designs analyzed depends on the complexity of the approximating surface. For example, for a quadratic polynomial, \((n+1)(n+2)/2\) terms are required to produce a fit of the response. For the two design variable case, this yields six terms, whereas 21 terms are required for the five design variable case. In this research, both cases produced similar results for the diffuser shape optimization problem. Both optimum shapes were able to find a slight improvement over a gradient-based search optimization technique. The difference between the response surface approximation technique and the gradient-based technique can most likely be attributed to the robustness of the response surface method.

Response surfaces are designed to create a simplified approximation of a complex domain, typically to obtain a more easily optimized search space. Even with a polynomial approximation, polymodal optimization landscapes can result from response surfaces of complex problems. In cases such as these, genetic algorithms have been used to find the optimum of the complicated surface that results [14]. One such application receives a surface definition as an input to the genetic algorithm combined with the various controlling parameters for the genetic search. Three optimization landscapes were used to test this combination of a genetic algorithm and a response surface. The first test of this application used a known mathematical function as the search space. With this function as the input surface, the genetic algorithm was able to find the optimum after 5,825 generations with most of this time spent climbing the correct hill. The second case studied utilized a commercial response surface optimization software package, Design Expert, to
both generate the response surface input into the genetic algorithm and to locate an optimum solution to the surface to compare with the genetic algorithm’s solution. The response optimized was the mean pull strength of leads bonded to a die. The bonding machine attaches leads to a die based on the temperature, the bonding force, and the bonding time. These variables are constrained to vary within predetermined ranges. Destructive testing is used to determine the mean pull strength of a bonding process, and this is the response to be monitored. Using this response surface, the genetic algorithm outperformed the commercial software. The final case using the genetic algorithm optimized response surface was based on the same problem, but in this case both the mean pull strength and the minimum pull strength were optimized. Two different surfaces are created, one for the mean pull strength (the same surface as the second problem) and one for the minimum pull strength. This time Design Expert produced slightly better results, but it is expected that changing parameters in the genetic algorithm could improve this technique for this final problem.

In each of these examples, the reduced order modeling techniques that were used (nonlinear interpolation or response surface) adequately modeled the system at the expense of fidelity. Although this produces fast accurate solution methods, in essence these techniques convert the model to a black box that is detached from the details of the data set. For the cases presented, this is acceptable since only one solution is required. However, for design problems in which many solutions are required, the reduction in fidelity can make multiple solutions difficult, if not impossible, to calculate.
2.2. Coupled Systems

Coupled systems include domain decomposition, zonal methods, and multi-solver solution techniques. Each of these decomposes a model into different regions. In domain decomposition, models are decomposed to parallelize the solution of the model or to create a grid for complicated geometries. Zonal methods use this technique, typically for high-speed flows, to place different solution methods in the decomposed regions. The combination of the different methods allows the user to use less grid to achieve a similar degree of accuracy on the flowfield. Multi-solver solution techniques are very diverse, as will be shown by the three examples to be described later. The common thread in each of these is that different solution methods are connected to form a larger network of solvers.

2.2.1. Domain Decomposition

Domain decomposition is a mathematical technique that has been used for many years to solve complicated partial differential equations (PDEs) [20]. In the late 1980s, this technique became popular among CFD experts due to its ability to segregate the computational domain into manageable pieces either for meshing complicated geometries or for parallelization of their code [20]. These techniques were necessary to solve flows in complicated geometries while retaining structured grids on the subdomains [21]. By dividing the geometry into smaller pieces, complicated geometries can be meshed with irregularities safely falling in the overlap regions. The size of these overlap regions has a large influence on the accuracy and speed of the solution: a larger overlap often results in a better answer, but it may require longer or shorter computation times. EZGrid (Expert Zonal Grid generator) is an example of an early application of automated domain
decomposition techniques for grid generation [22]. By automating the decomposition process, less time is spent in this stage of the CFD analysis.

Another major use for decomposing a numerical domain has been for grid refinement in certain areas of the flowfield. An unfortunate side effect of this is the grid imbalance, which disrupts the parallelization scheme. In most cases, domain decomposition is imposed to divide a large problem into many subproblems of similar size to send them to different processors. Refinement of some of these regions causes the other segregations to be solved more quickly, weakening the efficiency of the parallelization strategy. An alternative to refinement is to use a moving grid where the grid points are moved to important regions, refining these regions while coarsening other regions. This technique is not as effective as grid refinement, but is much easier to control for parallelization because the matrix size stays the same and transformations can be used to account for the grid movement. Ribbens [23] addressed the issue of local grid refinement by creating an adaptive decomposition scheme that is applied during the choice of the decomposition itself. This strategy results in "... a convenient and efficient high-level mechanism for adaptively choosing the decomposition" [23].

Domain decomposition has recently been used to advance the optimization capabilities of genetic algorithms. By decomposing the search space, separate regions can be studied simultaneously with the goal of decreasing the time spent in the optimization process [24]. This hybrid genetic algorithm uses evolutionary techniques to find the "hills" of the search space and decomposition methods to segregate the search space into these hills and the rest...
of the domain. The hills are climbed by a local search routine, and the genetic algorithm explores the rest of the domain. The local optima are found more quickly with the local search routine and the genetic algorithm is used to find the best areas for applying these routines. In a broad sense, this is similar to the technique in this thesis in which CFD solvers are placed in the domain and used to solve a fluid flow instead of placing a local search routine for solving an optimization problem, as in [24].

2.2.2. Zonal Methods

Zonal methods are strategies based on domain decomposition and draw many parallels to the work presented in this dissertation. Often they are used to refine certain areas of a decomposition for more efficient grid generation [25]. They are popular in the aerodynamic community for solving complex, compressible, high-speed flows past objects. Accurate results for these types of problems typically require the full Navier-Stokes equations to be solved on very large grids. Good approximations can be found on smaller grids by using viscous/inviscid coupling [25-28]. In viscous/inviscid coupling, a boundary layer code is used near the surface of the objects on a coarser grid than would be required by the Navier-Stokes equations. Outside of this boundary layer, the Euler equations can be used due to the inviscid nature of the flow in this region. A much coarser grid is used in this region as well, reducing the memory load required. Both the storage benefits and the computational speedup of this method have made complicated transonic flows solvable in reasonable time frames.
One interesting implementation of the Euler/boundary layer method has been as a design tool for the transonic re-entry flow of the space shuttle [29]. The extreme conditions that arise during re-entry make reproduction of these conditions in wind and shock tunnels impossible. Creating dependable numerical models is also difficult for these circumstances due to the complexity of combining accurate physical and chemical models at a reasonable computational cost. By solving the necessary aerothermochemistry equations with a coupled Euler/boundary layer method, the flowfield is modeled within reasonable error bounds and in a reasonable compute time when compared with the alternative of using the full Navier-Stokes equations for the fluid calculations.

A more detailed tool using these techniques uses both the viscous/inviscid coupling technique described previously and the full Navier-Stokes equations [30-32]. The tool combines the Euler/boundary layer solvers in regions of weak viscous/inviscid interaction and uses the Navier-Stokes equations to solve the more complicated regions in which the viscous/inviscid interaction is strong. An example would be in the transonic flow past an airfoil. For this example, the Navier-Stokes equations are used in the boundary layer region of the shock as well as in the wake flow. By using three solvers instead of the two mentioned earlier, the accuracy is improved and more difficult problems become tractable.

A unique application of the viscous/inviscid solvers discussed previously has been to use a genetic algorithm with this technique [33]. In the design of aircraft wings, there are many different conditions that need to be addressed. Two of these are to maximize the lift of the wing during takeoff conditions while minimizing its drag during cruising conditions. In
their research, Quagliarella and Vicini [33] created a genetic algorithm that varied geometric parameters of wing designs and then called two different solvers to analyze the wing under these two conditions. For the maximum lift condition a viscous/inviscid interaction method was used, while for the cruising drag an Euler flow solver and an integral boundary layer routine were used. By using multiple solvers, the optimization can analyze geometries very quickly depending on the conditions applied. Also, by matching the complexity of the solver to the appropriate conditions, highly accurate, complex solvers are only used when absolutely necessary, reducing the time for the optimization process.

Each of these techniques uses viscous/inviscid coupling of the boundary layer equations and the Euler equations. These have been used for unique applications such as the space shuttle analysis, with the full Navier-Stokes equations as in the transonic flow study, or with a genetic algorithm in the maximized lift example. However, in each of these cases, previous knowledge of the flow was used to assist in the placement of the different solvers. Zonal methods provide a preview of the capabilities of a multi-solver method without the automation that is necessary for use in engineering design.

2.2.3. Multi-Solver Solution Techniques

Some zonal methods utilizing different simplifications of the Navier-Stokes equations have been applied to CFD problems, typically in high-speed flows. Broader uses of the zonal method have gone beyond using different subsets of a complete set of equations to solve problems but have combined differing models and solution techniques to solve an engineering problem. Three examples of these types of applications are presented here.
1. Many complicated physical systems require multiple PDEs to accurately create numerical models of these systems. In most cases, these models are designed specifically for the system to be modeled. An alternative is to use existing code for the separate PDEs and combine them in ways that allow the physical laws to be preserved. An important part of this network of PDE solvers is the connection between them. One method for connecting these solvers is an interface relaxation method described in detail in [34]. This method begins by solving the PDEs themselves. Then, based on the values of the solutions, the interface conditions are calculated using a relaxation formula. Both are iterated until the system converges. The relaxation formula that is used to compute the interfaces of the PDE network is obtained from knowledge of the physics that define the system. In general, the types of calculations that are made along the interfaces require the values and derivatives to be known or calculated. Two techniques are presented in detail in [34] for creating an application that can solve such a PDE network.

2. Researchers at ALSTOM Power [35] have developed a unique method for solving fluids-related problems. In the past, their work for improving their Selective Catalytic Reduction systems has been limited to large, expensive physical models. These models took long periods of time to create, and even scaled-down models were expensive to build, typically eating up 50% of a project’s budget just to get to a point where initial data could be recorded. Once the physical models were created, they were relatively easy to operate, modify, and retest. Also, as with any physical model, they were inherently “converged.” An alternative method is to use CFD to model the flow through the system. These types of computational models are much quicker to set up initially,
but they take a long time to find a solution. Changing the geometry of a CFD model is also difficult, and time is again lost when a new solution is queried. ALSTOM Power’s solution is to combine the two techniques to take advantage of the strengths of each while minimizing their weaknesses. In the system being examined, there are segments that require many adaptations before the desired NH$_3$:NO$_x$ ratio distribution is achieved. Other areas in the system are fairly stable, and geometric changes are not necessary in these regions. The hybrid model that has been used by ALSTOM Power numerically models the entrance region to the system using CFD. The exit conditions of this model are then used as a basis for the inlet flow into a physical model. This is a scaled model of the middle section of the system from a point upstream of the ammonia injection grid through the first catalyst layer. Data from the exit of this model is recorded and used as an inlet condition into a final CFD model of the exit of the system. The physical model of the middle region is easily adaptable and can be adjusted to obtain the desired ratio. The CFD models reduce the cost of the entire system since they can be run on available computing resources. Space is also conserved by reducing the size of the physical model. Indications have shown a 25-30% reduction in cost with a similar time savings in the project schedule.

3. Stephen Niksa [36] uses a multi-solver technique for calculating the formation of NO$_x$ for different fuels. Based on a converged CFD model of a chemically reacting flow, the domain is segregated into different regions depending on the mass fraction of the combustibles. Each region is then further represented by a number of continuously stirred tank reactors (CSTRs). The resulting reactor network is evaluated to determine the NO$_x$ formation throughout the entire flowfield. This technique is very similar to the
one presented in this thesis, but there are differences also. In Niksa's work, the flowfield is interactively segregated and the CSTRs are applied based on the engineer's analysis capability and the residence time distributions. In the project described in this dissertation, the goal is to evolve a segregation scheme with the proper solver assignment placed automatically. The overall purposes of these two projects also differ. The goal of Niksa's research is directed toward a specific problem, for which a tailored solution method has been developed; whereas the goal of the research presented in this thesis is to develop a more generalizable technique.

Each of these multi-solver methods combines different types of solution techniques into a conglomerate solver. The PDE network does so out of necessity, depending on the physical system being represented. The ALSTOM Power physical/numerical system does so to reduce cost and turnaround time. Niksa's method does so to get an approximate answer to a complicated problem in an acceptable turnaround time. Although in each case this technique of combining different solution mechanisms to create a multi-solver is successful for the application, each method requires user input to define the boundaries between the various solvers. A needed extension to this methodology is to automatically create the solver network and the segregation scheme that defines the boundaries between them.

2.3. Evolutionary Optimization Tools

The study of optimization has been developing and improving for the last 40 years [37]. With the advancement of current computation resources, the techniques developed by researchers have become more and more useful for many types of engineering design problems. These techniques range between the standard methods of the golden section
algorithm and Newton’s Method, to the steepest descent method and conjugate gradient techniques, to more complicated and robust techniques such as the simplex method and the branch and bound method. Each of these optimization techniques excel at solving one type of problem or another. Problems also exist in which one or more of these techniques struggle. In general, most of these methods are gradient-based and depend on unimodal landscapes or on additional techniques to assist in locating the correct hills of polymodal spaces.

One area of optimization that performs well on polymodal problems is evolutionary computation. Evolutionary computation covers a broad category of techniques that follow nature’s lead in locating optimum solutions to difficult problems. Evolutionary computation has provided engineers with a variety of very robust optimization techniques. The research in this dissertation utilizes two types of evolutionary computation techniques: evolutionary algorithms [38] and genetic programming [39-44]. A short description of evolutionary algorithms will be provided, followed by a brief overview of genetic programming. Evolutionary algorithms have been particularly popular for a variety of engineering optimization problems. The examples discussed here focus on numerical modeling of energy systems, but the techniques are used in many other areas of engineering as well.

2.3.1. Evolutionary Algorithms

In this section, a brief overview of evolutionary algorithms will be given. A more in-depth discussion can be found in [38]. Evolutionary techniques, in general, are very robust and typically explore a much larger portion of the search space than other optimization
techniques. Based on the Darwinian notion of the survival of the fittest, evolutionary algorithms start with a completely randomized population of candidates, or structures. In engineering problem solving situations, these structures are typically trial solutions to the system being optimized. The evolutionary process begins with the selection of parents. A number of selection methods exist, and they often involve some degree of randomness. One selection method is to choose the “best” two structures in the population to become the parents. Determining which structures are “best” is problem-dependent and will be explained later. Once parents are selected, mating happens. In this dissertation, mating consists of three steps that create two children. The first step is to copy the parents. A secondary operation, crossover, is then applied to the duplicated structures. Crossover is a process that takes a piece (or pieces) of each child and swaps them, creating two new structures that are unlike either of the two parents yet share similarities with both. The third step is to mutate, introducing small changes. A good example for describing evolutionary algorithms is the problem of matching a binary string [45]. If the goal is to find an eight-character binary string consisting of all ones, two parents selected from a random population may be: 01001010 and 10101001. An example of a crossover scheme for this system is to randomly choose a position between two bits (e.g. between three and four) and swap the tails of the strings from this point on. After a crossover operation of this nature, the children (the duplicated parents) become 01001001 and 10101010. This technique creates new structures by exchanging pieces of current structures. It also conserves diversity, an important quality in evolutionary algorithms. Diversity is a characteristic that estimates how well the optimization landscape is being searched. It is also a measure of how different the structures of a population are. A diverse population will explore more of
the landscape than a population that contains structures with very similar properties, creating a more robust optimization routine. An operation that enhances diversity in the algorithm is mutation. As with crossover, mutation is problem-specific and can take on many forms. An example of a mutation operation for the string problem is to randomly select one bit (position five) and flip it. In this case, 01001001 becomes 01000001. Here the mutation was not helpful as the new string is further from the desired string of 11111111.

Once the new structures are created in the system, an assessment of their ability to solve the problem must be made. How close a structure is to the optimum result is termed the fitness or the fitness value of the structure. The fitness function is the function used to calculate the fitness value of a structure. For the string example, a logical fitness function is to calculate the number of bits that are one. Using this function, the two children in this example, 01001001 and 10101010, have fitness values of three and four, respectively, and the second structure is more fit than the first.

Once the new structures have been created and their quality assessed, these new structures reenter the evolving population in the final step of an evolutionary algorithm, replacement. This step involves the method of replacing the new structures (the children) back into the population. Unlike populations in the real world, those in the computational realm are usually held at steady state. It is easiest to work with a constant population size. Therefore, as children are created, other structures must be deleted. This is similar to parent selection, except in this case, the structures chosen will be removed instead of duplicated. Since the “best” or most fit structures were chosen to be parents, a logical choice may be to choose
the "worst" or least fit structures to be deleted. These structures are then removed and the newly created children take their place in the population. Although in this case the two most fit structures are chosen to be duplicated and the two least fit structures are deleted, these are not necessarily the best choices. Depending on the problem being solved, there exists the possibility that structures with very low fitness values contain important pieces to the genetic puzzle. Removing these structures from the population results in a loss of diversity and can be counter-productive to the search. More common methods of selection and replacement involve varying degrees of randomness to give structures with low fitness values but potentially useful genetic material a chance to reproduce or at least a chance to survive until the next generation. When a large population is used, this amounts to ensuring that some low fitness structures will survive based on probabilistic statistics. Although in some forms of replacement the parents cannot be replaced, in others the parents must go through the replacement process just like the rest of the population. Similarly, in some cases the children must go through the replacement process as well. In these cases, the introduction of new genetic material into the system is not guaranteed.

The mating scheme described here is one type of evolutionary search called a steady-state evolutionary algorithm. The process of selecting parents, mating, and replacing the children is called a mating event. A different type of evolutionary algorithm is a generational evolutionary algorithm. The term generational is given because of the method in which structures are created and destroyed. In the mating events of a steady-state evolutionary algorithm, only two structures from the entire population are chosen for reproduction, and only two structures are deleted. A generational algorithm chooses enough pairs of parents
that half of the population will be duplicated and half of the population will be replaced by the newly created children. The process of selecting multiple pairs of parents, mating, and replacing the pairs of children is called a *generation*. In one generation, every structure in the population has either been selected as a parent or involved in the replacement process. Generational algorithms are similar to carrying out enough simultaneous mating events to replace half the population. Carrying out these “mating events” simultaneously restricts the children from one mating event from mating with a deleted structure from a different mating event. For example, consider a population of eight structures in a steady-state evolutionary algorithm: A, B, C, D, E, F, G and H. A and B are chosen as parents, they create two children: A’ and B’, and these children replace structures G and H. The new population will then be A, B, C, D, E, F, A’ and B’. After this mating event, the new structures, A’ and B’, could potentially mate with A, B, C, D, E, or F in the next mating event. In a generational evolutionary algorithm, using the same population, with A and B chosen as one set of parents, C and D chosen as another, and the children A’, B’, C’ and D’ replace E, F, G, and H, the new population would be A, B, C, D, A’, B’, C’, and D’. Unlike in the earlier case, neither child A’, B’, C’, nor D’ would have the opportunity to mate with E or F. Depending on the problem being solved, this can have a significant impact on the performance of the algorithm.

### 2.3.2. Genetic Programming

Genetic programming is an evolutionary technique that evolves functions [39-44]. These functions are defined by parse trees—the internal nodes of the trees are operations (+, −, ×, ÷, exp, log, etc.) and leaves or terminals of the trees can be constants, variables, or
experimental parameters. An example of a typical genetic programming tree, or parse tree, is illustrated in Fig. 2.1. Also included in the figure is a more economical way of displaying a tree. The Lisp-like notation used in Fig. 2.1 recursively displays the nodes of the tree in parentheses creating a more compact representation. Parse trees can be used as evolutionary algorithms in the same way as other structures, but since they are variably sized, more flexibility is allowed in the structures, making more diverse problems tractable than with typical evolutionary algorithms. The robustness of the technique comes at a cost. The flexibility that is useful for solving a large variety of problems creates a much larger search space than that of a comparable evolutionary algorithm, increasing the difficulty of the search. To search the pertinent areas of the search space, the user can create a problem specific language (set of operations) to be used in the parse trees. This language limits the operators and leaves of the parse trees to only those that are useful for the problem being solved. If the proper language or operation set is used, this technique has the effect of substantially reducing the search space.

As in evolutionary algorithms, the operations of crossover and mutation are useful for exploration of the search space. In genetic programming, the typical crossover operation is called subtree crossover. In subtree crossover, a node from each parent structure is selected and the two nodes are swapped along with the nodes and leaves below the selected nodes (the subtrees). Mutation for genetic programming trees consists of randomly selecting a node in the tree, deleting it and its subtree, and replacing it with a new randomly generated subtree. More information on the details of this technique and a variety of different uses can be found in [39-45].
Figure 2.1. An example of a genetic programming parse tree, the corresponding algebraic representation (a.), and the tree in Lisp-like notation (b.).
2.3.3 Evolutionary Computation and Thermal System/Component Design

There are many applications in which evolutionary computation has been utilized in thermal system/component design calculations. The most popular example is to optimize a design by analyzing a large number of numerical models of potential designs. The robustness of an evolutionary algorithm allows many characteristics of the designs to be optimized at the same time. This aspect makes evolutionary algorithms very useful for fluids problems because the nonlinearities inherent to fluid motion often create a polymodal optimization landscape that is difficult to explore using standard derivative-based techniques.

Trigg et al. [5] have created a fully automatic program that uses a genetic algorithm to optimize turbine blade designs. The application starts from a randomized set of structures, each containing a 17-character genetic code that defines the blade profile. Each structure's profile is then meshed and its performance is evaluated. This process has been used to find two-dimensional blade designs that reduce blade profile loss from 10-20% over unoptimized blade designs. Similarly, Fabbri [46] and Schmit et al. [47] have used genetic algorithms to optimize the geometry associated with thermal systems components. In both cases, an evolutionary technique was used to change the fin profile used in heat removal from computer chips. In the first example, a 45% improvement in the global heat transfer coefficient was obtained compared to the maximum obtainable from a rectangular fin. In the second case, compact high intensity coolers were optimized. The results of the genetic algorithm-based optimization procedure improved both the thermal and hydraulic
performance of the chip over the empirical “best” design previously reported in the literature.

Another approach for optimizing a fluid dynamics problem has been to use a genetic algorithm and the conjugate gradient method. Poloni et al. [48] used a combination of a genetic algorithm and the conjugate gradient method to fine-tune their optimization problem. Derivative-based techniques, such as the conjugate gradient method, perform well on problems with one distinct global optimum but are not well suited for multi-modal problems. Genetic algorithms can find the optimum on single mode problems but at a much slower rate than derivative-based techniques. One of the benefits of a genetic algorithm is its ability to explore more of the search space, even when a local optimum has already been found. The technique used by Poloni et al. uses a multi-objective genetic algorithm to search the design space, a conjugate gradient algorithm to optimize the problem in the near-field, and a neural network for the sensitivity calculations necessary for using these two strategies together. This technique was used to optimize the shape of a fin keel wing of a sail yacht by performing CFD calculations for each structure in the population. The new designs have optimized the criteria given and may soon be tested experimentally to determine their physical performance.

Bryden et al. [49] have used an evolutionary algorithm to optimize the design of the EcoStove, a cook stove designed to reduce the harmful effects of open flame cooking in third world countries. The surface temperature of the original EcoStove design was not spatially uniform, making it poorly suited for its main purpose. An evolutionary algorithm
was created that generates baffles in the flowfield below the surface of the stove and then calls a CFD solver to analyze the effectiveness of the new design. The optimized designs have been shown to have a usable surface area of approximately 80-90% compared to the 30% usable surface area of the baffle-free original design.

This work has been advanced recently to reduce the time costs associated with any evolutionary algorithm-optimized CFD problem. Evolutionary algorithms work by analyzing many designs and comparing the results. For the cook stove research, one trial called for 4000 stove designs to be analyzed through CFD. Even with a grid that has been coarsened as much as possible, an individual CFD call lasted between two and three minutes to reach full convergence. To most CFD experts this is very fast, but when used in an evolutionary algorithm in which 4000 designs are analyzed, that adds up to eight days of compute time to obtain a single optimized design. Researchers have found that by training a neural network to determine when to cut out of a CFD run, drastic time savings can be achieved. This work has found that designs similar in quality to the original research have been found in 1/6 to 1/8 of the time [50].

Milano et al. [51] used an evolutionary algorithm to optimize the placements of actuators that are used to control surface-mounted vortex generators that make corrections for the unsteadiness of the flows involved. The goal of the research of Milano et al. was to create significant performance improvements by controlling the flow past an object using active devices placed on the objects. The application created was tested on the benchmark problem of flow past a circular cylinder. Using the optimized active controlled cylinder, the
researchers were able to achieve drag reductions of up to 60%, outperforming the best methods previously reported in the fluid dynamics literature for this problem. This application illustrates how a genetic algorithm can optimize the placement of the actuators, a complex problem that would be difficult for many other optimization techniques.

Instead of using CFD as an analysis tool and a genetic algorithm as the optimizer, Fan et al. [52] used a genetic algorithm to mimic the analysis capabilities of CFD. This system uses the natural correlation between fluxes and forces to create organisms (fluxes) from chromosomes (forces). In this situation, the fitness function for the organisms is how well the fluxes satisfy physical laws of conservation. By using this fitness function, the organisms evolve to the correct solution of the flowfield. The method has been verified on a simple CFD problem and encouraging results were found.

In each of the papers described, similar tools are used for different goals. Computational fluid dynamics and evolutionary computation techniques were combined in each of the examples above, but in each case, they were used differently. Like those above, this paper will discuss how an evolutionary algorithm can be used to call different solution methods. However, where these examples aim to optimize a design, the goal in the research presented in this thesis is to optimize the multi-solver system itself to allow for quicker recalculation of previous designs.
Chapter 3.

AMoEBA—The Adaptive Modeling by Evolving Blocks Algorithm

The goal of this research is to create a tool for engineering problem solving that segregates a domain into regions that can be assigned solvers or modelers. The combined network of solvers or modelers should accurately model or rapidly solve the original domain and provide a scheme for recalculating the domain after changes are made to the model. These changes may be geometry changes, changes to the physical properties of the system, or changes to the boundary conditions. The segregation scheme may result in some of the regions going unchanged for some parameter changes of the model, reducing the amount of computation required. To meet these goals as an effective technique for engineering problem solving, a number of criteria should be met.

- The algorithm should be robust and be able to be easily modified to solve a number of different engineering problems.

- The criteria used to automatically create the segregation scheme should be defined by the user so that a variety of engineering problems are not only tractable but can also be solved in different ways at the discretion of the user.

- The algorithm should not be limited to any degree or type of problem. AMoEBA should be able to solve one-dimensional, two-dimensional, or multi-dimensional problems as well as problems that are non-dimensional, such as a power plant, a car engine, an airplane, etc., in which the segregations defined by AMoEBA are based
on locations in the system and may not necessarily be defined by a geometric plane or line.

These criteria ensure that a robust and versatile engineering tool that provides a segregation framework for data analysis, domain manipulation, and recalculation for the design of engineering systems is developed.

This chapter first describes an example of a manually decomposed and manually placed multi-solver. A description of the AMoEBA algorithm in detail follows this discussion. The majority of this chapter is spent on three different engineering applications of AMoEBA. Demonstrations of these applications include:

- A polynomial implementation that models two different engineering data sets. This section will allow the reader to become familiar with the terms and the actions associated with this algorithm while presenting the capabilities of the technique at an introductory level.

- An inverse heat conduction problem solving method. This demonstration is more complex than the first and also applies the algorithm in a new direction from both the data segregation problem and the polynomial implementation.

- The tightly coupled, nonlinear data sets of computational fluid dynamics for single-phase flow in an elbow section of pipe. This implementation develops the framework that will enable the user to make changes to the geometry, to alter the boundary conditions, or to place obstructions in the flowfield and witness the impacts that these changes have on the model.
In each of these demonstrations, AMoEBA automatically decomposes the domains and places solvers in the resulting segregations. To help understand the automated technique, the following section will demonstrate how a multi-solver can be created manually, using previous knowledge of the flowfield.

3.1. Example of Manual Geometric Decomposition and Solver Assignment

An example problem that can be divided into different solution methods is the numerical calculation of laminar flow in the entrance region of a circular pipe. As with flat plate flow, a boundary layer begins to develop at the entrance of the pipe (Fig. 3.1). Outside of this boundary layer, the flow behaves as an inviscid fluid. However, unlike the flat plate, this outer flow is accelerated as the boundary layer begins to fill the pipe, thinning the boundary layer. Eventually the boundary layer grows until the entire pipe is filled with the viscous boundary layer. At this stage the flow is not quite the parabolic Poiseuille flow observed in fully-developed flow. A short region known as the filled region exists between the point when the boundary layer fills the pipe and the fully-developed stage [53]. Three solvers are required to calculate the flow from the entrance until it is fully-developed. The boundary layer equations are used for the flow inside of the boundary layer with an inviscid solver for the outer flow. Once the flow reaches the filled stage, the full Navier-Stokes equations must be used to resolve the subtle changes in the flow in this region. In the fully-developed stage, a full solver is unnecessary as the flow continues in the parabolic Poiseuille flow until a turn or another outside influence disrupts it. Although the goal of this research is to be able to automatically segregate CFD domains into regions that require the same solution techniques, it is useful to divide the laminar entrance flow into its proper regions
Fig. 3.1. The four different domains of the development of the flow in the entrance region of a pipe.
interactively to illustrate the effectiveness of the multi-solver strategy. This is also a useful exercise to gain experience and understanding of this type of solution procedure as well as a better grasp on the coupling functions between the different solvers. The following method describes how the entrance flow problem can be numerically calculated.

3.1.1. Navier-Stokes Equations

Of the solvers necessary to compute the laminar entrance flow, the incompressible, steady-state Navier-Stokes equations are the most complicated and the most robust. These are a slightly reduced form of the full Navier-Stokes equations, and in two dimensions in cylindrical coordinates they are:

continuity: \( \frac{\partial u}{\partial x} + \frac{1}{r} \frac{\partial (ru)}{\partial r} = 0 \) \[3.1\]

x-momentum: \( \frac{u \partial u}{\partial x} + \frac{v \partial u}{\partial r} = -\frac{1}{\rho} \frac{\partial P}{\partial x} + \nu \left( \frac{\partial^2 u}{\partial x^2} + \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial u}{\partial r} \right) \right) \) \[3.2\]

r-momentum: \( \frac{u \partial v}{\partial x} + \frac{v \partial v}{\partial y} = -\frac{1}{\rho} \frac{\partial P}{\partial y} + \nu \left( \frac{\partial^2 v}{\partial x^2} + \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial v}{\partial r} \right) + \frac{v}{r^2} \right) \) \[3.3\]

3.1.2. Boundary Layer Equations

Although it is possible to compute the entire entrance flow with the Navier-Stokes equations described, it is useful to reduce these equations further by eliminating terms that become insignificant in specific regions. Due to the no-slip condition on the pipe wall and the assumption that the flow is overwhelmingly unidirectional, the shear forces due to viscous effects have a very small effect on the flow in the x-direction inside the boundary
region. This can be shown by performing an order of magnitude analysis on the Navier-Stokes r-momentum equation. This type of analysis shows that every term other than the pressure term is very small in comparison and therefore can be considered insignificant to the development of the flow. Making this approximation reduces the equations to the boundary layer equations shown here:

\[ \frac{\partial u}{\partial x} + \frac{1}{r} \frac{\partial (rv)}{\partial r} = 0 \]  
\[ \text{continuity:} \]  
\[ \frac{u}{\partial x} + \frac{v}{\partial r} = U_x \frac{\partial U_x}{\partial x} + \nu \left( \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial u}{\partial r} \right) \right) \]  
\[ \text{x-momentum:} \]  
\[ \frac{\partial P}{\partial r} = 0 \]  
\[ \text{r-momentum:} \]  

3.1.3. Inviscid Flow Equations

In the entrance region outside of the boundary layer, viscous effects are negligible, leading to a flattened velocity profile. In this region, the boundary layer equations can be further reduced to the inviscid flow equations by neglecting terms associated with the viscosity of the fluid. These become:

\[ \frac{\partial u}{\partial x} + \frac{1}{r} \frac{\partial (rv)}{\partial r} = 0 \]  
\[ \text{continuity:} \]  
\[ \frac{u}{\partial x} + \frac{v}{\partial r} = U_x \frac{\partial U_x}{\partial x} \]  
\[ \text{x-momentum:} \]  
\[ \frac{\partial P}{\partial r} = 0 \]  
\[ \text{r-momentum:} \]
A further approximation can also be made in the outer flow with only a minor reduction in accuracy. Instead of solving the outer flow using the inviscid flow equations, a mass flow analysis can be used to determine the velocity of the fluid at the centerline of the pipe. The flattened profile of the inviscid region allows this generalization to be made with only very minor effects on the accuracy. This is the technique that is used for the solution presented here. To calculate the outer flow in this way, an iterative procedure is used in which an assumption is first made on the outer flow. Using the predicted outer flow, the boundary layer is calculated, and from this new boundary information a better estimate on the outer flow is found. Eventually this converges to give an accurate representation of the centerline velocity.

3.1.4. Results

In practice, it is useful to solve the above equation sets on a transformed grid to ensure the proper grid refinement in the boundary layer. If there are not enough nodes in the boundary layer, errors will occur early and propagate through the solution until it eventually diverges. A Levy-Lees transformation has been used in this case to transform the $x$ and $r$ coordinates to the variables $\xi$ and $\eta$ by the following equations:

\begin{equation}
\xi = x
\end{equation}

\begin{equation}
\eta = \eta_{\text{max}} - \left(R_0 - r\right) \sqrt{\frac{Re}{x}}
\end{equation}

where $\eta$ goes from 0 to $\eta_{\text{max}}$ and $\eta_{\text{max}} = 6.5$. This transformed grid places points in the boundary layer that develops on the pipe wall, but initially does not extend completely to the centerline of the pipe (Fig. 3.2).
Fig. 3.2. Transformed grid for the laminar pipe flow problem. Notice how the grid does not extend to the centerline ($r/R_0$) before approximately 0.018 on the $x$-axis.
The boundary layer equations are discretized such that the radial direction becomes fully implicit. Using the following boundary conditions, the solution to the boundary layer equations is marched in the axial ($x$) direction as the centerline velocity is found:

\[
U(x = 0, r) = u_0 \quad [3.12]
\]

\[
V(x = 0, r) = 0 \quad [3.13]
\]

\[
U(x, r = R_0) = 0 \quad [3.14]
\]

One more boundary condition is necessary to solve the equation set presented. For flat plate flow, the final boundary condition is the wall condition of the vertical velocity component $V(x, y = 0) = 0$. Based on the discretization of the equation set for cylindrical coordinates, the solver becomes unstable when marched forward in the axial direction and backward in the radial direction from the wall to the centerline. One solution to this is to recognize that when the grid fills the entire pipe, the radial velocity component does not change with respect to the radial direction at the centerline. This provides the boundary condition for the inner edge after the boundary layer grid fills the pipe. For the region before the grid fills the pipe, a shooting algorithm is used to determine the radial velocity component at the edge of the grid.

Several options are available for the coupling function between the inviscid flow region and the boundary layer region. These are:

Option 1. Guess a radial velocity component of $V = 0$ at the boundary between the solvers in the early portion of the grid and make the necessary corrections until the
proper boundary is found. This results in premature convergence of the radial velocity profile.

Option 2. Use the radial velocity component at the boundary from the previous x-step as an initial guess. This disrupts the stability of the solution and causes poor performance in both the radial velocity component and the axial velocity component calculations.

Option 3. Underrelax the radial velocity from the previous x-step. This underrelaxation has a significant impact on the performance of the model.

The boundary layer equations were solved based on Option 3 as the initial guess for the outer flow. This centerline velocity value was then updated based on a mass flow analysis of the boundary layer solution. At each axial step, this procedure was iterated until there was very little change in the centerline velocity.

Results of this computational technique based on the geometric decomposition and solver assignment of the entrance flow in a pipe can be seen in Fig. 3.3 compared with experimental results from [54] and numerical data from [53] to illustrate the accuracy of previously published results. As can be seen in Fig. 3.3, the multi-solver technique produced slightly better results than the published numerical data. This technique also produced a similarly shaped profile when compared to the numerical data with an overall shift in the transition point to the filled region ($x^* = 0.036$ with $U_{cl} = 1.774*U_o$ for [53] versus $x^* = 0.032$ with $U_{cl} = 1.786*U_o$ for the multi-solver results) - $x^* = x/(R_oRe_d)$. 

Fig. 3.3. Comparison among Nikuradse's experimental data [54], Mohanty and Asthana's numerical results [53], and the numerical results of the multi-solver method.
3.2. Description of the AMoEBA Algorithm

The Adaptive Modeling by Evolving Blocks Algorithm, AMoEBA, is a versatile evolutionary technique designed to automatically decompose the domain of an engineering problem into coherent blocks based on parameters established by the user. AMoEBA utilizes a genetic programming-generated tree to segregate a computational domain into a number of sub-regions. An evolutionary algorithm then optimizes a population of these structures based on criteria determined by the intended application. Potential applications of this algorithm include inverse heat transfer problems, computational fluid dynamics, energy systems modeling, and a variety of other engineering problems, as well as applications that are not engineering related, e.g. room layout.

In AMoEBA, the structures of the evolutionary system are binary trees that define a segregation scheme and solver/descriptor for a given data set. The trees, or segregation trees, are similar to the function encoding trees of genetic programming [39-44]. Like the trees of genetic programming, each segregation tree consists of nodes and leaves, the leaves being assignments of data to regions. At each internal node of the tree, there exists an integer value defining the type of segregation to be made. For example, a zero signifies that a vertical segregation will be made, and a one signifies a horizontal segregation for a two-dimensional system. For higher dimensions, the number of directions of segregations available is increased. The direct application to non-dimensional problems is not explicitly addressed in this research, but adaptation of AMoEBA to these types of problems is discussed in the “Future Work” section of Chapter 4. Each internal node also contains a floating-point value that defines the location of the segregation. The floating-point value
ranges between zero and one to define a segregation as a percentage of the entire domain for the top node or a percentage of the sub-region for internal nodes. A node may assign the left and/or right region to a terminal leaf value (integer) or to another node. If another node is assigned, the data set is segregated further. Fig. 3.4 shows an example of the data segregation encoding structure as well as the compact Lisp-like notation of the tree. In this example, the leaves define solvers/descriptors to be placed in the segregated regions. The top node defines a vertical partition that creates a 30:70 split of the domain starting from the left. Solver/Descriptor 1 is placed to the left of this partition (in the 30% region) and another node describes the right side of the partition. On the right, a horizontal partition creates a 60:40 split of the right region and Solver/Descriptor 2 is placed in the newly formed top region (the 40% region). Another horizontal partition divides the bottom region into Solvers/Descriptors 3 and 1 at a 40:60 ratio; Solver/Descriptor 3 is placed in the bottom region (the 40% region) and Solver/Descriptor 1 is placed in the top region (the 60% region). Note that at each level the partitioning scheme is local; to find the actual position of this final partition, the tree must be traversed from the leaf to the top node. In this example, the final boundary is located at the line $y = (0.4 \times 0.6) = 0.24$ measured from the bottom of the domain. The solvers/descriptors in the leaves of the trees can describe solvers to be used in the case of multi-solver decomposition, materials in the case of an inverse engineering problem, or any other spatially distributed quantity of interest.

Although the AMoEBA algorithm is more complex than the general evolutionary algorithm discussed in Chapter 2, the basic principles are still incorporated. AMoEBA uses a generational evolutionary algorithm as the optimization technique and has the same flow-
Fig. 3.4. A data segregation tree, the resulting solver/descriptor configuration, and the Lisp-like representation of the tree. This example shows a two-dimensional tree making vertical (V) and horizontal (H) segregations in the domain and placing Solver/Descriptors 1, 2, and 3 in the resulting partitions.
of-control as a typical generational evolutionary algorithm (Fig. 3.5). Due to the flexibility of evolutionary algorithms, many details associated with the evolutionary process differ from problem to problem. The first step of AMoEBA is to randomly generate the initial population. Depending on the application of AMoEBA, the number of structures in the initial population varies. Once the initial structures are created, their fitness values are evaluated. Again, due to the diverse types of problems that AMoEBA is used to solve, the fitness function may be significantly different in each case, so these will be discussed in detail for each problem. After evaluating the fitness values, parents are selected. In AMoEBA, the selection of parents and the replacement of the children are controlled by placing the structures into groups, called tournaments. In most applications of AMoEBA, a tournament of size four is used. In each tournament, the two most fit structures become the parents and the two least fit structures are deleted; i.e., they are replaced by the children. Because the tournament groups are created randomly, the most fit half of the population is not guaranteed to be selected as parents and the least fit half has a chance to survive. As with the generic evolutionary algorithm, the children are created by duplicating each parent. Before they are returned to the population, the operations of crossover and mutation are applied. Because of the tree configuration of these structures, subtree crossover is used [39-44]. In the first step, a node from each of the children is randomly selected. The selected nodes and the subtrees below these nodes are then swapped, creating two completely new trees (Fig. 3.6). This is a very disruptive form of crossover due to the structure naturally associated with the trees, and it has even been categorized as a macro-mutation based on this disruptive nature [55]. Due to the potentially drastic effects of this crossover operation, in most forms of AMoEBA there is only a 50% probability that crossover will occur for
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Figure 3.5. The flow of control of a typical generational evolutionary algorithm.
Fig. 3.6. An example of crossover. A node or leaf from each parent is selected and swapped, resulting in two new children.
each pair of children. Because there is no discrimination in this crossover operation between upper nodes in the tree and nodes that are closer to the leaves, there is a reasonable chance for nodes with a large number of subtrees to be swapped with nodes that have only a few subtrees. This creates one tree that is smaller than average, but more importantly, the other tree is likely to be larger than average. With no limit placed on the size, these trees can grow geometrically, creating finer and finer divisions in the data set until eventually the divisions are so fine that they are finer than the size of the cells used to define the data set.

To combat this increase in tree size, a **chopping** operation is introduced. After crossover, if a tree contains more than a set number of nodes, then a subtree of the root node is randomly selected and promoted to be the new root (Fig. 3.7). This chopping operation prevents geometric increase of the tree size and is also used when the original population is created to ensure that all trees have fewer nodes than a certain limit. A **pruning** operation is used to enforce a minimum region width for the trees as well. The prune function checks each node for the widths of the right and left regions. If these regions are smaller than a minimum value and if the offending region is assigned another node, the node is replaced by a random leaf. This function helps to limit the trees from creating smaller and smaller subdivisions in the domain.

The different types of mutation for the segregation trees are independent of the application. However, the parameters that determine how often each type is used are dependent on the problem being solved. There are four different types of mutation for the segregation trees. These are:
Fig. 3.7. An example of the chopping function. In this case, a node from the old tree is randomly selected and promoted to be the new tree.
• **Random subtree mutation**—This operation randomly selects a node in the tree, removes it, and then replaces that node with a randomly generated subtree of the same size. This, like subtree crossover, is very disruptive to the trees and therefore is used sparingly.

• **Flip mutation**—This operation is also potentially disruptive for the segregation trees. In flip mutation, the integer value that defines the direction of the segregation line is flipped to the opposite direction. For example, if a node calls for a horizontal line, flip mutation would use the same floating-point value for the line but flip it to a vertical line instead. This form of mutation is only used in cases that have two or more dimensions.

• **Boundary value mutation**—This operation is less disruptive than the previous two operations and is the most essential of the mutation operations towards the end of the optimization. Boundary value mutation randomly chooses a floating-point value between -0.05 and 0.05 and adds it to the segregation line definition, shifting the boundary by a random fraction. This operation is reflective if the shift causes a boundary to extend outside of the domain. Often, near the end of the evolutionary search, the most fit structure is very close to the optimum solution. Many times a slight difference in one of the segregation locations is all that prevents a structure’s fitness value from meeting the criteria. Subtle shifts in the boundaries of the segregation scheme are useful in obtaining a structure that has a fitness value that meets the stopping criteria.

• **Leaf mutation**—This operation is also less disruptive than flip mutation or random subtree mutation. Leaf mutation changes the value, or the assignment given by the
leaf. This mutation operation is the only form of mutation that is somewhat problem- as opposed to dimension-dependent since, even though the method in which the leaves are assigned is the same, the leaf assignments are different for each application of the AMoEBA modeling routine. In the three applications studied in detail in this research, the leaf assignments are different solvers or solution methods that, when combined, calculate an entirely new data set that can be compared to the original data set.

It is common in evolutionary algorithms to incorporate mutation operations that can make large jumps throughout the optimization landscape as well as operations that can "dial in" on the solution once a structure gets close to the optimum. In AMoEBA, this school of thought has been adapted. Random subtree mutation and flip mutation have the potential of being very chaotic because they make significant changes to the structures. Boundary value mutation introduces more subtle changes that can slowly step the population in the right direction. Leaf mutation falls somewhere in between. This operation only changes one solver/descriptor of the tree so it does not cause the disruptions that the first two operations can, but this is a more significant change to the structure than boundary value mutation.

3.2.1. Demonstration of AMoEBA

The goal in this application of AMoEBA is to segment a numerical data set (Fig. 3.8) into regions that have more in common with themselves than with any other regions in the domain. For example, consider a data set consisting of mostly one value, "s," with a handful of significantly larger values, "t," scattered throughout. If this data set were to be segregated using this implementation of AMoEBA, it would be divided into regions
Fig. 3.8. The diffusion data set used in the first implementation of the AMoEBA algorithm.
containing the value "s" and regions containing the value "t." Although this implementation may draw parallels to pattern recognition, that is not necessarily the intended purpose for the application. The goal of pattern recognition is to locate regions that can be classified into predetermined categories or feature sets. With AMoEBA, the data set is segregated into regions, but these regions are not restricted to any categories other than those created by AMoEBA. There are instances where an AMoEBA segregation may resemble pattern recognition schemes and vice versa, but these instances are unintentional. AMoEBA may also be mistaken for a clustering algorithm. In fact, the technique is similar to clustering but, if anything, it is a significantly more restricted form of clustering. The goal of clustering is to be able to sort a variable into clusters of data that are similar. Different values that lie between like data points are placed in different clusters. The dependent variable in the data set used in the AMoEBA algorithm could be clustered using this technique, and the three peaks of the data set in Fig. 3.8 would be placed in a single cluster. The difference is that in AMoEBA, the geometry is also considered. Because valleys of lower values separate these peaks in the geometry, placing them in the same region would not be useful for the AMoEBA segregation schemes. This geometrical restriction of the data set is not possible and not the intended purpose of clustering algorithms.

In each implementation of the AMoEBA algorithm, various parameters (mutation rates, population size, tournament size, etc.) are adjusted to improve the performance of the algorithm. The fitness function is also different from application to application. In this utilization of AMoEBA, the fitness function is a calculation based on the values of the data set inside a given region and those values outside of that region. The data set itself is a
200×200 grid of values and is normalized to extend between zero and one in the \( x \) and \( y \) directions. The values throughout the domain are also normalized between zero and one and represent an artificially created, directionally biased diffusion data set. To calculate the fitness of a structure, \( F \), 5000 pairs of sample points are selected. \( B \) is then calculated to be the sum of the squared differences between the sample points when the two points fall in different regions. \( W \) is calculated similarly for when the points fall in the same region. The fitness, \( f(F) \), of the structure, \( F \), then, is:

\[
f(F) = \frac{1 + W}{1 + B}
\]  \[3.15\]

This fitness function has the property that, as the difference between points in different regions increases and the difference between points in the same region decreases, the fitness of the structure goes toward zero. AMoEBA was used to solve the data segregation problem starting from 30 different random populations. Each trial was run until a structure in the population had a fitness value of less than 0.075. This relatively low value was chosen based on preliminary studies of the algorithm. Fig. 3.9 presents two different solutions to the data segregation problem. As Fig. 3.9 shows, AMoEBA is able to decompose the data set into multiple regions. The underlying data set can also be seen in Fig. 3.9, which illustrates the effectiveness of the AMoEBA partitioning scheme. Further research into the capabilities of this implementation of AMoEBA as well as new research on the effects of imposing a graph structure on the mating scheme can be found in [56, 57].
Fig. 3.9. Two examples of AMoEBA solutions to the data segregation problem of a diffusion data set.
3.3. AMoEBA: Approximating Algebraic Expressions

As demonstrated, AMoEBA can segregate a numerical data set based on criteria chosen by the user. In this section, the AMoEBA algorithm is applied to an engineering problem by modeling a data set using approximating algebraic expressions that are co-evolved with the segregation trees [58]. The trees of AMoEBA segregate the engineering data set into different sub-domains, and instead of comparing the values in these segregated regions to each other as in the previous application, new values are generated using polynomials as the algebraic expression. The polynomials assigned to each region are co-evolved with the segregation trees, creating a codependency between the trees and the polynomials. By creating polynomial models of portions of the data, the data can be described in a more compact method and can be recreated more easily. The long-term goal for the research described in this dissertation is to be able to quickly recalculate engineering data sets after changes are made to existing geometries or boundary conditions. This implementation of AMoEBA presents an initial methodology for achieving this goal.

3.3.1. AMoEBA Description

In each application described, AMoEBA is modified to accommodate the different structures and variables of the particular problem being solved. For this implementation, AMoEBA is converted into a co-evolutionary system using two populations, one of which is a population of the binary trees that segregate the data. These trees are as described previously. The leaves of the segregation trees are integers, and, for this application, they correspond to approximators that model the data in the subdivisions defined by the tree. These approximators are the second population in the system. In this case they are
polynomials, but in theory they could be coded for performing any applicable computation. The codependency of the two populations is determined by the fitness functions of the two different types of structures. The fitness function of the approximators is determined by how often each approximator is used by the trees in the current population. The codependency is further enhanced by the fitness function of the segregation trees. The fitness value of a particular tree is dependent on how well the tree/approximator team models the original data set. The goal of the tree/approximator team is to decrease the squared error between the data set created by the team and the original data set. To meet this goal, the correct segregation scheme, the proper approximator placements in this segregation scheme, and suitable coefficients for these approximators must be found by one of the teams in the population.

3.3.1.1. Fitness Function Details of the Data Segregation Trees

The domain in this implementation is similar to the domain used in the previous case. A 200×200 grid is used, and it is normalized to the range [0, 1] in both directions. However, unlike the previous demonstration of AMoEBA, the dependent variable is not normalized for this problem. Each tree defines a segregation scheme and the placement of the approximators. To compute the fitness value of a tree, sample points are chosen randomly throughout the domain. Each sample point lies in a region corresponding to a leaf of the segregation tree. Each leaf is assigned a polynomial approximator, and the result of evaluating the polynomial at the sample point coordinates is compared to the exact data set at these coordinates. The sum of the squared error between the sample point results and the exact data set is the fitness value for the data segregation tree. A new random set of sample
points is created for each generation, and each tree is tested on the same set of randomly
generated sample points. The number of sample points was originally set to 5000 points, or
1/8 of the total number of points in the data set (200 × 200 = 40,000). In later generations,
the average fitness of the population is good, and determining which structures are better
than others becomes more and more difficult. Structures that "get lucky" and have good
solutions in the regions in which the sample points fall, but do not perform well in regions
that go unchecked, tend to reproduce. Although these structures often die out quickly, they
tend to disrupt the efficiency of the algorithm. To improve on the algorithm, a study was
performed on the number of sample points initially used in the fitness function and on how
the sampling rate is increased.

3.3.1.2. The Approximator Evolutionary Algorithm

A long-term goal for AMoEBA is to allow the data segregation trees to point to a variety of
modeling techniques such as similarity techniques, interpolation techniques, finite element
analysis, and CFD computations. In this implementation, polynomials with variable degrees
have been used as the approximators. These polynomials are limited to ten terms and have
random degrees (between constant and ninth order) and random coefficients. Both the
degree and coefficients are evolved parameters. The random coefficients are floating point
values and range between −800 and 800 or −5.0 and 5.0 for the two different problems
solved. Forty polynomials are used in the approximator population, and these are evolved
after every tenth tree generation. It was determined in preliminary studies that the algorithm
ran best when trees were allowed to evolve based on more stable, or static, approximators.
By evolving the approximators at a slower rate than the trees, the trees are able to evolve around the polynomials and the time to solution is reduced.

The evolutionary process for the approximators is different from the evolutionary process for the trees. The variables associated with the polynomials are the degree of the polynomial and the coefficients of each term. The strong dependence of the polynomials on the first few coefficients makes them unsuitable for the more traditional mating scheme demonstrated in the binary string example of choosing two parents, duplicating them, and swapping portions of the children with each other. Instead, an asexual system was created in which parents are selected based on their fitness values and are simply duplicated with no crossover between any of the parent structures. The 25% of the population with the best fitness are selected as parents, and mutated copies of these parents replace the lowest 25%. Because there is no crossover, new structures are created only through mutation. There are three types of approximator mutation, each having a 25% probability of occurrence together with a 25% chance of no mutation. In the first mutation operation, a random coefficient of the approximator is selected and a random floating-point value in the range between $-150.0$ and $150.0$ or $-0.05$ and $0.05$ for the two different problems is added to the coefficient. This type of mutation can have a significant effect if one of the lower ordered terms is selected or an almost negligible effect if a higher order term is selected for mutation. A different type of mutation selects a random coefficient and multiplies it by negative one. This mutation is similar to the previous coefficient mutation in that it can have a large impact on the polynomial or only slightly affect the approximator, depending on the order of the coefficient selected. The other mutation operation adjusts the degree of the polynomial.
This mutation operation has an equal probability of increasing the degree of the polynomial by one, decreasing it by one, or leaving it unmutated. If the degree is increased by one, a random coefficient is generated for that term in the polynomial. Increasing the degree is disallowed if the degree is at the maximum limit and the mutation then has an even probability of decreasing the degree or leaving it unchanged. Similarly, if the polynomial is a constant, the mutation has an equal chance of leaving it a constant or increasing it to a linear function.

During preliminary testing, it was learned that placing the mutated children into the lowest 25% would doom them to be used as infrequently as the approximators they replace. Since the approximator fitness value is calculated based on the number of times they are used by a tree, the mutated copies of the parent approximators would be placed in the fewest number of leaf positions, making it difficult for these approximators to obtain higher fitness values. On the contrary, placing the new polynomials into the parent positions would be very disruptive to the tree/approximator teams and could slow the progress of the algorithm. Instead, not only are the children placed in the deleted approximator positions, but a small percentage of them also take their parents' places in some tree leaves. By finding the leaves pointing to the parents and randomly replacing them with their children (at an average occurrence of one in four), the children are given a fair chance without doing excessive damage to the parents or the rest of the population.
3.3.2. Problem Description

Two different engineering data sets are used to demonstrate the capabilities of this implementation of AMoEBA. The first of these focuses on one-dimensional heat transfer through a wire. The system is at steady state and conduction is the only mode of heat transfer. The boundary conditions used for the numerical calculation of this data set are 650 K at one end and 400 K at the opposite end. To more easily adapt to the AMoEBA algorithm, the domain consists of a 200×200 grid with both dimensions extending from zero to one. Because this is a one-dimensional system, the solution temperatures are the same in the y-direction. The analytical steady-state temperature profile for this system is:

\[ T = 650 - 250x \]

where \( T \) is the temperature of the wire and \( x \) is the linear distance from the 650 K end of the wire and is normalized to the range [0, 1]. Fig. 3.10 illustrates the temperature profile for this implementation of AMoEBA. In this implementation, the coefficients of the initial approximators are chosen randomly from the range –800 to 800 with the random coefficient mutation range of –150 to 150. The goal of this problem is to demonstrate not only AMoEBA’s effectiveness at decomposing the domain, but also the polynomial solvers’ ability to evolve to a polynomial that is similar to the analytical solution. Because the exact analytical solution can be modeled by a single polynomial, the expectation for the AMoEBA solution is to find a single segregation with a profile similar to the analytical solution on both sides. Each AMoEBA tree is required to contain at least one node, i.e. one division, which is why the expected solution contains two different subregions even though the entire domain can be modeled by a single polynomial.
Fig. 3.10. The exact solution for the one-dimensional heat transfer problem.
The second of the two engineering problems solved by this implementation of AMoEBA involves the velocity profile of two-dimensional, fully-developed laminar flow in a straight pipe. The exact solution of this problem is a parabola with the maximum velocity located at the center of the pipe and the minimum velocity (zero) located at the wall:

\[ u(z, r) = \frac{2 \bar{u}}{r_0^2} (r_0^2 - r^2) \]  

where \( u \) is the velocity, \( \bar{u} \) is the average velocity, \( r_0 \) is the radius of the pipe, \( r \) is the radial distance from the centerline of the pipe, and \( z \) is the axial distance. For the domain used with AMoEBA (normalized to the range [0, 1] in the \( x \) and \( y \) dimensions), the analytical result is transformed into a polynomial using an average velocity of 0.5 with \( x \) as the transformed radial dimension and \( y \) as the axial dimension.

\[ u(x) = 0 + 4x - 4x^2 \]

The resulting velocity profile can be seen in Fig. 3.11. For this case, the initial coefficients are chosen randomly from the range of -5.0 to 5.0 with random coefficient mutation values chosen from the range of -0.05 to 0.05. It is clear by the analytical solution (Eq. 3.17), the exact polynomial (Eq. 3.18), and Fig. 3.11 that this problem is really independent of the axial distance. However, in the solution of this problem, the polynomial approximators are two-dimensional instead of the one-dimensional approximators used in the heat transfer solution and the segregation trees are allowed to divide the domain in the two different dimensions. Although the problem can be solved by using one-dimensional approximators, its difficulty is increased by the inclusion of the second dimension in the approximator and segregation tree evolutionary scheme.
Fig. 3.11. The exact solution for the two-dimensional laminar pipe flow problem.
3.3.3. Results

Results of the heat transfer problem using this form of AMoEBA have illustrated that the polynomial/tree combination is capable of finding reasonable solutions to this problem. Based on the results of this initial solution, it was theorized that an increasing sampling rate would improve the efficiency of the algorithm. It was unclear, however, how quickly the number of samples should be increased and what number of initial sample points should be used. To determine a more efficient sampling rate for the laminar pipe flow problem, the heat transfer version of AMoEBA was converted to use two-dimensional polynomials and two-dimensional segregation trees. Using this implementation, two different types of sampling rate increases were studied, each starting from two different initial sampling rates and each resulting in the entire grid being sampled by the 1000\textsuperscript{th} generation. The results of this study were then used to solve the laminar pipe flow problem using the two-dimensional polynomials and the two-dimensional segregation form of AMoEBA.

3.3.3.1. Conduction Heat Transfer Results

Because of the co-evolution of two populations, two experiments were required to test the functionality of the populations. The effectiveness of the tree population was determined by hard-coding the equation used to generate the original data set (the analytical solution) into the initial approximator population. If the trees are evolved correctly, the trees with leaves pointing to the actual function would outperform any other trees in the population. Similarly, if the approximator evolutionary scheme is correct, the population of polynomials should evolve to different strains of the hard-coded analytical solution.
Thirty different random initial populations were tested to provide statistical relevance. The best structure out of each of these populations was recorded after 100, 250, 500, and 1000 generations. Fig. 3.12 shows the progression of the evolution based on the number of segregations made by the most fit structure. As expected, the number of trees with only one segregation increased as the number of generations increased. This alone does not demonstrate that the segregation trees are evolving correctly. The approximators applied to the regions of the best solutions in each generation demonstrate successful evolution of the segregation trees. After 100 generations, the best tree in each of the 30 random populations contained at least one reference to Eq. 3.16. As evolution progressed, this number fell to 14 trees after 500 generations and seven trees after 1000 generations. However, this does not mean that the trees de-evolved or became less fit. When the approximators of the trees that did not point to Eq. 3.16 were analyzed, they were found to be either identical copies or slight mutations of Eq. 3.16. This discovery shows that as the evolution continued, the actual function was chosen as a parent and that later in the evolution, copies of the analytical function were chosen as parents until a large percentage of the approximator population was similar to the analytical solution introduced into the system in the initial population.

The approximator population was further tested by running the code without any special adjustments. With the trees working, the approximators are expected to evolve to good approximations of the data set. Given enough time, the actual function, or slight variations of Eq. 3.16, are expected to be found. Fig. 3.13 illustrates the improvement in performance of the data segregation tree/approximator combinations without the help of the actual
Fig. 3.12. The progress of the segregation trees when evolved with Eq. 3.16 hard-coded into the program.
Fig. 3.13. Temperature profiles of the best segregation tree/approximator combination after 100 generations, 250 generations, 500 generations, and 1000 generations for runs #14 (left) and #25 (right). The dotted line represents the actual temperature profile.
function in the population. Again, AMoEBA found that smaller trees outperformed larger ones. Eqs. 3.19 through 3.22 show the approximators that were used in the 1000th generation of two sample trials: trial 14 (Eqs 3.19 and 3.20) and trial 25 (Eqs. 3.21 and 3.22).

\[ T_1 = 652.02 - 260.06x - 200.5x^2 + 569.07x^3 - 147.67x^4 - 320.74x^5 - 27.71x^6 \]  
\[ T_2 = 652.02 - 279.9x - 209.32x^2 + 507.53x^3 - 147.67x^4 - 128.69x^5 \]  
\[ T_3 = 645.465 - 234.305x \]  
\[ T_4 = 634.18 - 234.305x \]

Although each of these equations is only used in part of the domain, the errors from the exact polynomial temperature profile have been calculated for the entire domain. The absolute value of the difference between the exact profile and the polynomial is normalized by the exact value at each of the 200 grid points in the domain. The errors for Eqs. 3.19 and 3.20 were significantly higher (7.1% and 2.9%, respectively) than the errors for the other two equations, Eqs. 3.21 and 3.22 (2.0% and 2.8%, respectively). However, when the error of the equations is calculated for only the regions in which it is used, the results are reversed. In this case, the errors of Eqs. 3.19 and 3.20 are 0.69% and 0.26% for a total error of 0.95%, whereas the errors of Eqs. 3.21 and 3.22 are 0.56% and 0.48% for a total error of 1.04%. This shows the effectiveness of the AMoEBA trees as they were able to place the equations in the regions in which they perform best, reducing an equation that had 7.1% error for the entire domain to only 0.69% error by placing it in the correct region (Eq. 3.19).
3.3.3.2. Sampling Rate Study

For the sampling rate study, the AMoEBA algorithm was adapted to include the ability to generate a $y$-polynomial combined with the original $x$-polynomial. The $y$ components of the new polynomials are again randomly generated up to tenth order with randomly generated coefficients. The same range of $-800.0$ to $800.0$ is used to generate the random coefficients and the same mutation operators are adapted for the $y$ components. Similarly, the sampling function was adapted to increase with the number of generations. Two types of increases were studied: a linear increase from the initial sampling rate to the maximum number of nodes in the system, 40,000; and an exponential increase for the same range. Each of these increases starts from two different initial sampling rates and increases until, after 1000 generations, all 40,000 points are used in the fitness analysis. The initial sampling rates were varied to determine if having a lower sampling rate initially could save time. The one-dimensional heat transfer case that was first solved uses 5000 points as its sampling rate. This number of points was chosen as one of the initial sampling rates, and 500 points were used as the second initial sampling rate studied. Fig. 3.14 illustrates the four different sampling rate increases used.

To make a valid comparison, the fitness values were normalized to the sampling rate. Thirty independent trials were made with random initial populations. The most fit 20% (top six) of each final population is used in the comparisons for each sampling rate function/initial sampling rate combination. The average fitness value for these top six cases was calculated for the four different combinations: linear increase with 500 initial sampling points, linear increase with 5000 initial sampling points, exponential increase with 500 initial sampling
Fig. 3.14. Four methods for increasing the sampling rate in the polynomial version of AMoEBA.
points, and exponential increase with 5000 initial sampling points. The results of these calculations are shown in Table 3.1 with the overall best structure's fitness for each case and the wall clock time required to perform the 1000-generation trials. It can be seen that an exponential increase with 5000 initial sample points created the best overall structure, although the best average fitness value was found by the linearly increasing case with 500 initial sample points. The difference in time to solution for these two cases is significant. The exponential case with 5000 initial sample points completed 1000 generations in less than half the time required to complete the same number of generations using 500 initial sample points and a linear increase. These results show that if linear increasing is used, it is more efficient to start at a lower number, and this will yield as good or better structures. However, if speed is more important, using an exponential increase in the sampling rate and starting at a higher number may be best. Fig. 3.15 illustrates the resulting data sets after 1000 generations of the best structure for all 30 trials for each of the four different sampling functions studied. The results are three-dimensional, but to better compare the data sets to the exact temperature profile, the \( y \) dimension is flattened. This only affects the results of the exponential case starting from 500 initial sample points, which has a slight dependence on the \( y \) variable. All three of the other cases were able to find results that were independent of the \( y \) dimension.

3.3.3.3. Laminar Pipe Flow Results

Using the results of the sampling rate study, the laminar pipe flow problem was solved. In this problem, both the \( x \)- and \( y \)-polynomials are used and all coefficients are randomly generated between the range of \(-5.0 \) and \( 5.0 \). Thirty trials of different random populations
Table 3.1: Results of 30 initially random populations after 1,000 generations for the sampling rate study. For the second column, the best structure in the six best runs was selected, and these six fitness values were averaged.

<table>
<thead>
<tr>
<th></th>
<th>Fitness of the best structure of all 30 runs</th>
<th>Average of the best structure of the six best runs</th>
<th>Time to complete 1000 generations of 30 different runs [hh]:[mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exponentially increasing w/ 500 initial sample points</td>
<td>842,793</td>
<td>3,533,082</td>
<td>23:30</td>
</tr>
<tr>
<td>Exponentially increasing w/ 5,000 initial sample points</td>
<td>58,685</td>
<td>1,191,359</td>
<td>39:23</td>
</tr>
<tr>
<td>Linearly increasing w/ 500 initial sample points</td>
<td>67,048</td>
<td>583,044</td>
<td>99:07</td>
</tr>
<tr>
<td>Linearly increasing w/ 5,000 initial sample points</td>
<td>287,193</td>
<td>2,225,594</td>
<td>113:36</td>
</tr>
</tbody>
</table>
Fig. 3.15. Results of the polynomial version of AMoEBA after 1000 generations for the four sampling rates studied.
were evolved for 1000 generations for the exponential increase case, starting from 5000 initial sample points. This case was calculated on a faster machine than the previous sampling rate study cases. The first machine was a 24-node Silicon Graphics 400 MHz processor computer whereas the faster machine is an 18-node Linux Networxs dual 1 GHz and 1.2 GHz Athalon processor cluster. Because of this difference, the time necessary to evolve the polynomials and the trees was much faster than the 39:23 hours used in the sampling study. On the faster computer, the algorithm required 17:08 hours to calculate the 1000 generations. Fig. 3.16 illustrates the most fit solution after 1000 generations of the 30 initially random populations used in the study of the laminar pipe flow problem. As in the sampling rate study, the domain has been flattened and is viewed so that the profile of the exact solution can be seen. This solution used four segregations with a different polynomial in each of the four regions. Fig. 3.17 shows the segregation scheme found for this structure with the following equations (Eqs. 3.23-3.26) assigned to the regions:

\[
\begin{align*}
    u_1 &= 1.70713(y_{\text{const}}) + 0.454834y - 1.8911(x_{\text{const}}) + 3.79704x \\
    &\quad - 0.16645x^2 - 2.43778x^3 + 4.3286x^4 - 0.122183x^5 \\
    &\quad - 2.66701x^6 + 1.33453x^7 - 0.54251lx^8 \quad [3.23] \\
    u_2 &= 1.5588(y_{\text{const}}) + 0.467271y - 1.91978(x_{\text{const}}) \\
    &\quad + 3.75648x - 0.183913x^2 - 2.44945x^3 + 4.30893x^4 \\
    &\quad - 0.122183x^5 - 2.70747x^6 + 1.33453x^7 \quad [3.24] \\
    u_3 &= 1.67818(y_{\text{const}}) - 1.91978(x_{\text{const}}) + 3.73099x \\
    &\quad + 0.183913x^2 - 2.44945x^3 - 4.30893x^4 - 0.0963959x^5 \\
    &\quad - 2.70747x^6 + 1.33453x^7 - 0.54251lx^8 \quad [3.25] \\
    u_4 &= -3.98626(y_{\text{const}}) + 4.21456(x_{\text{const}}) \\
    &\quad + 3.66057x - 3.94965x^2 \quad [3.26]
\end{align*}
\]
Fig. 3.16. The best solution for the laminar pipe flow problem after 1000 generations. The shaded region on the left is the flattened section of the solution.
Fig. 3.17. The segregation scheme of the best solution for the laminar pipe flow problem after 1000 generations.
Fig. 3.18 illustrates a plot of each of the four polynomials used. In the figure, the linear $y$-dependency of Eqs. 3.23 and 3.24 is represented by illustrating the minimum and maximum lines of the equations to compare the approximators in the plane of interest. As shown in the figure, Eqs. 3.25 and 3.26 are similar to the exact solution of Eq. 3.17, but Eqs. 3.23 and 3.24 are only helpful in the regions in which they are assigned by the segregation tree. This demonstrates the effectiveness of the evolution of the segregation trees while pointing out the shortcomings of the evolved polynomials. Even though the polynomial expressions of Eqs. 3.23 and 3.24 are only beneficial in certain areas of the domain, AMoEBA was able to place these approximators in the proper regions. One interesting point to note is that Eqs. 3.24 and 3.25 share some similarities. The only major differences between these two equations is that Eq. 3.24 has a first order $y$ term, Eq. 3.25 has an eighth order $x$ term, the second and fourth order $x$ terms are basically off by a sign, and the fifth order $x$ term coefficients are slightly different. With this many terms and only a handful of differences, it is clear that these have come from the same lineage of polynomials.

Since the best solution after 1000 generations resulted in a poor approximation of the velocity profile, AMoEBA was run for 10,000 generations to determine the best performance of the algorithm on this problem. Fig. 3.19 illustrates the best solution found by AMoEBA for the laminar pipe flow problem. As shown in Fig. 3.19, the difference between the AMoEBA solution and the exact profile is almost indistinguishable. Although this solution required 10,000 generations to reach this level of performance, it demonstrates the effectiveness of the algorithm. It is anticipated that adjustments to the evolutionary
Fig. 3.18. Complete plot of the approximators used in the best solution after 1000 generations of the laminar pipe flow problem. The bold lines are where the approximators are applied in the segregation scheme and the dotted lines are the extensions of these polynomials into other regions. The dashed line is the analytical solution.
Fig. 3.19. The best solution for the laminar pipe flow problem after 10,000 generations.
parameters of the algorithm would decrease the number of generations required to reach this level of performance.

3.3.4. Conclusions

The concept of adaptive modeling using evolving blocks can be applied to a simple one-dimensional problem. For the heat transfer problem, the data segregation trees were able to find that the best division of the domain was to have as few segregations as possible. The approximators also evolved to find polynomials that mimic the behavior of Eqs. 3.16 and 3.17. The sampling rate study showed that if a linear increase in the sampling rate is used, it is best to start from a smaller number of sample points; whereas if an exponential increase is used, a larger number of initial sample points is best. For the laminar pipe flow problem, the segregation trees were able to place good approximators in the proper regions and were able to divide the domain into smaller regions when good approximators were not available for that area of the domain. The evolved polynomials were less successful in the solution of this problem, but when the algorithm was given more time to find a solution, it performed much better. In this implementation of AMoEBA, polynomials were used because of the problems being solved. Although AMoEBA shows potential for data segregation in this implementation, the evolved polynomials are slow compared to more standard polynomial fitting techniques. It is anticipated that better segregations would be found with more advanced polynomial fitting techniques and the time to solution would also be reduced. The polynomials used in this implementation were useful in that they illustrated the effectiveness of a coevolutionary system applied to the AMoEBA algorithm. In the “Future
Work” section in Chapter 4 of this dissertation, issues regarding the use of AMoEBA with coevolved solution methods will be addressed.

3.4. AMoEBA: Inverse Heat Conduction Problems

Inverse solution of engineering problems involves the calculation of the properties and/or the boundary conditions based on knowledge of the dependent variable throughout the domain. This process is in contrast to direct solutions in which the dependent variable is calculated throughout the domain based on known boundary conditions and known physical properties. Although direct solutions are the most common technique in engineering problem solving, situations in which severe conditions make it impossible to use proper measurement tools or in which making these measurements affects the properties being measured require the use of an inverse technique. Inverse problems can be more difficult to solve than direct problems because often, these problems are ill posed and may have multiple solutions.

3.4.1. Literature Review: Inverse Engineering

Researchers have used a variety of techniques to solve inverse problems in many different engineering situations. Huang and Chin [59] have used the conjugate gradient method to solve a two-dimensional inverse heat conduction problem (IHCP). In their study, temperature readings taken at appropriate locations and times on the surface of a non-homogeneous medium were used to estimate its time and spatially dependent thermal conductivity. Their approach was to view the IHCP as an optimization problem with the solution as the peak of the optimization landscape. Based on the results of two different test
cases, they concluded that their approach allowed them to successfully estimate functions for predicting non-homogeneous thermal conductivities with a very fast rate of convergence.

Previously Tervola [60] had used a technique based on knowledge of the temperature profile as well. The temperature dependent thermal conductivity of a homogeneous material was found in this study. Similar to [59], temperatures at certain points in the material were known and used in the solution. A piecewise polynomial was used to model the thermal conductivity. The resulting optimization problem was then solved using the Davidon-Fletcher-Powell method [60]. Two example problems were used to test the method and a practical problem, the determination of the thermal conductivity of sand in a mould, was also solved.

Others have used inverse techniques similar to the ones described to solve problems in heat transfer [61-64]. These techniques range from the identification of rock thermal conductivities through different layers [61] to the determination of physical properties and boundary conditions in casting situations [64]. Although most treat the IHCP as a minimization of the error between a candidate solution and the real solution, few have used techniques that search the entire landscape. Despite the fact that inverse problems can have multiple solutions, most have used the standard hill-climbing techniques that are best for unimodal problems.
Fan [65] has presented a more exhaustive approach by solving an inverse engineering problem, the design of diffuser blades, using a combination of genetic algorithms and neural networks. Direct methods are most commonly used in these designs and involve creating a temporary blade, computing and analyzing the resulting flowfield, and making changes to improve the blade's performance. This approach is iterative and can become very time-consuming. The inverse technique can be used when there are expected conditions (surface velocity or pressure distribution) for the ideal blade. Fan's solution uses these conditions as the goal and solves the inverse problem for the geometry of the blade profile. The genetic algorithm creates candidate blade profiles which are analyzed by a back-propagation neural net. The resulting flowfields are then compared to the target conditions and evolved until the ideal blade design is found.

AMoEBA has been adapted to be used for the inverse solution of heat transfer engineering design problems [66, 67]. In the two demonstrations presented here, the temperature profile and materials involved in a one-dimensional and a two-dimensional heat conduction problem are known, but the placement of these materials and the heat fluxes on the boundaries of the domains are unknown. Instead of making comparisons between the regions created by the data segregation trees or co-evolving polynomial approximators with the segregation trees, AMoEBA uses the evolving binary trees to define the geometry and assign different heat conduction solvers to each region. Each solver corresponds to a different material with the properties matching the known materials of the system. The multi-solver systems defined by the trees are solved directly. The resulting data sets are then compared with the known temperature profile. The least squared error between the
known profile and the proposed profiles are calculated and used to determine the fitness values of the new designs. When one of the trees' fitness values reaches the convergence criterion, the material placement scheme of the real system is found and boundary conditions matching the problem definition are identified. This process of adaptive blocks modeling applies to many inverse types of engineering problems because it can simultaneously optimize the domain decomposition and the equations describing the physics within the decomposed blocks.

3.4.2. Problem Description

The application of the AMoEBA algorithm to inverse heat conduction problems is demonstrated on one-dimensional (Fig. 3.20) and two-dimensional (Fig. 3.21) steady state heat conduction through three different materials. Neither the heat flux nor the sizes and placements of the materials are known. The exact placements of these materials are shown in Figs. 3.20 and 3.21 with their respective temperature distributions. In both cases, a square domain is used with constant temperatures of 650 K at the left face \(x = 0\) m, 400 K at the right face \(x = 1.0\) m, and adiabatic boundary conditions on the top and bottom faces \((y = 1.0\) m and \(y = 0\) m). The domain is normalized to the range \([0, 1]\) in both the \(x\) and \(y\) directions.

In the one-dimensional case, Material 1 \((k = 10\) W \(m^{-1} K^{-1}\)) extends from \(x = 0\) m to \(0.25\) m, Material 2 \((k = 80\) W \(m^{-1} K^{-1}\)) from \(x = 0.25\) m to \(0.75\) m, and Material 3 \((k = 8\) W \(m^{-1} K^{-1}\)) from \(x = 0.75\) m to \(1.0\) m (Fig. 3.20). Although this is a one-dimensional problem, it is not trivial due to the thermal conductivities being used. The difference between the thermal
Fig. 3.20. The exact temperature profile for the one-dimensional inverse heat conduction problem.
Fig. 3.21. The exact material placement and contour lines for the two-dimensional inverse heat conduction problem.
conductivities of Materials 1 and 3 is small compared to the difference between either of these and the Material 2 conductivity. Consequently, candidate configurations that have the correct boundary placement but place the materials in a 1-2-1 pattern instead of a 1-2-3 pattern provide local optima and may still result in an apparently good solution despite the error in the third position. For the two-dimensional problem, the material placement is divided along the $y = 0.3$ m line. Above this line, the domain consists of Material 4 ($k = 80$ W m$^{-1}$ K$^{-1}$) from $x = 0$ m to $x = 0.25$ m and from $x = 0.75$ m to $x = 1.0$ m with Material 5 ($k = 5$ W m$^{-1}$ K$^{-1}$) placed in between from $x = 0.25$ m to $x = 0.75$ m. Below the dividing line of $y = 0.3$ m is Material 6 ($k = 30$ W m$^{-1}$ K$^{-1}$) (Fig. 3.21). In both cases, the exact solution was used to generate a 200×200 grid of 40,000 temperatures as input data for the inverse heat conduction problem.

At the boundaries between the materials, a discontinuity in the slope of the profile occurs due to the property change. This discontinuity can present problems depending on the solution method used. To determine the proper placement of the materials, an inverse engineering problem must be solved. As the solution to this inverse problem is found, the residual, defined by the sum of the square of the difference between the candidate temperature profile, $\theta_{i,j}$, and the exact profile, $T_{i,j}$, over each point in the domain goes toward zero.

$$\text{Residual} = \sum_{i=0}^{M} \sum_{j=0}^{N} (T_{i,j} - \theta_{i,j})^2$$  \hspace{1cm} [3.27]$$

where $M$ and $N$ are the number of points in the $x$ and $y$ directions. The approach taken in this dissertation is to minimize the residual by evolving a population of candidate material
configurations. The material placements for the candidate configurations are generated by AMoEBA and are solved directly to obtain their individual thermal profiles, $\theta_{i,j}$. The residual is then calculated and used in the evaluation of the fitness functions for the candidate solutions.

3.4.3. AMoEBA Description

To incorporate the heat conduction solvers into AMoEBA, a number of changes had to be made to the algorithm. Because the materials in the problem are given, all parameters associated with the solvers are known a priori. Therefore, the solvers do not need to be evolved like the approximators are in the polynomial implementation. However, a problem that was not necessary to address with the polynomials is critical with the heat conduction solvers. In the polynomial version of AMoEBA, the boundaries between the solvers are allowed to be discontinuous; there is no special attention given to matching the polynomials on either side of the boundary. This may seem to be useful due to the discontinuities in this problem. However, the discontinuities associated with the polynomials are in the dependent variable itself, whereas the discontinuities in this problem are with the dependent variable’s first derivative. Ignoring the internal boundaries is not possible in this application of AMoEBA because the results of the heat conduction solvers depend on the boundary conditions. The fitness function for the heat conduction solver implementation of AMoEBA is also different from the polynomial case. In the polynomial version, the time spent in evaluating the fitness function at the 5000 sample points is significant when compared with the time required to calculate the value of the polynomial at these points. Because the heat conduction solvers take a considerably longer time to create the data set to be compared
with the exact solution, the time spent evaluating 5000 sample points is of the same order as
the time spent evaluating all 40,000 points in the data set. Another major difference
between the two implementations is the fact that the polynomials are evolved and are not
based on physical laws or parameters. The heat conduction solvers, on the other hand, are
designed to obey physical laws. Because of this, the candidate data sets are tested to
determine if energy is conserved, a necessary quality in the solution to this problem.

Because the two-dimensional problem is much more difficult to solve than the one-
dimensional problem, certain evolutionary parameters were adjusted to fine-tune the search
process for each problem. The evolutionary parameters for both problems can be seen in
Table 3.2. Adjustments have been made to the population size \( n_0 \), the tournament size \( n_t \),
the maximum total number of nodes in a tree \( N_{\text{max}} \), the crossover rate \( R_{\text{co}} \), and the
probabilities of the different types of mutation operations (probability of any mutation–\( P_n \),
probability of random subtree mutation–\( P_{st} \), probability of flip mutation–\( P_f \), probability of
boundary value mutation–\( P_{bs} \), and probability of leaf mutation–\( P_l \)).

Initially, 30 separate trials of the randomly generated structures (tree/solver combinations)
were created as the starting populations for the two AMoEBA searches. A fitness criterion
of 0.5 was used in both cases to determine when an exact answer to the inverse heat transfer
problem had been found. Finding an exact answer depends both on obtaining a suitable
match between the temperature profiles of the candidate and exact solutions, and on the
conservation of energy for the candidate solution to ensure physically realistic results.
Because of this, the fitness of a structure is the product of an energy balance penalty and the
Table 3.2. Evolutionary parameters used in AMoEBA for the one-dimensional (1-D) and the two-dimensional (2-D) inverse heat conduction problem.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>1-D Problem</th>
<th>2-D Problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population Size ($n_0$)</td>
<td>72</td>
<td>104</td>
</tr>
<tr>
<td>Tournament Size ($n_t$)</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Maximum Number of Nodes ($N_{max}$)</td>
<td>24</td>
<td>8</td>
</tr>
<tr>
<td>Crossover Rate ($R_{c0}$)</td>
<td>50%</td>
<td>5%</td>
</tr>
<tr>
<td>Probability of Mutation ($P_u$)</td>
<td>5:6</td>
<td>6:7</td>
</tr>
<tr>
<td>Probability of Subtree Mutation ($P_{st}$)</td>
<td>1:6</td>
<td>1:7</td>
</tr>
<tr>
<td>Probability of Flip Mutation ($P_f$)</td>
<td>N/A</td>
<td>1:7</td>
</tr>
<tr>
<td>Probability of Leaf Mutation ($P_l$)</td>
<td>1:6</td>
<td>1:7</td>
</tr>
<tr>
<td>Probability of Boundary Value Mutation ($P_{bv}$)</td>
<td>1:2</td>
<td>3:7</td>
</tr>
</tbody>
</table>
sum of the squared error between the structure's data set and the actual temperature profile. This is:

\[
Fitness = (1 + P_e) \left[ \sum_{i=0}^{M} \sum_{j=0}^{N} (T_{i,j} - \theta_{i,j})^2 \right]
\]  

[3.28]

where \( P_e \) is the energy balance penalty, \( T_{i,j} \) is the exact temperature, and \( \theta_{i,j} \) is the candidate solution temperature. Both \( T_{i,j} \) and \( \theta_{i,j} \) are evaluated at point \( i,j \). The quantity in the bracket is simply the residual from Eq. 3.27. For the energy to be balanced, the heat flux entering the domain from the \( x = 0 \) m end (\( q_0^* \)) and the heat flux leaving the domain from the \( x = 1 \) m end (\( q_1^* \)) must be equal. Any nonzero difference in these values equates to an energy imbalance in the system. For the penalty function, the heat fluxes are calculated for the candidate solution and their difference is normalized, first by the \( q_0^* \) value and then by the \( q_1^* \) value. The absolute values of these normalizations are then compared, and the maximum of these two normalizations is the penalty function:

\[
P_e = \max \left( \left| \frac{q_1^* - q_0^*}{q_1^*} \right|, \left| \frac{q_1^* - q_0^*}{q_0^*} \right| \right)
\]  

[3.29]

The reason that there are two different normalizations is because neither the left-face heat flux nor the right-face heat flux is the correct heat flux. By using the maximum of the two normalizations, we ensure that the actual energy imbalance is less than that used in the penalty function.
3.4.4. Results

Both the one- and two-dimensional cases were tested on 30 trials, each using a different initial population. The different populations were used to ensure statistical relevance due to the initially random structures. In each case, the algorithm was permitted to run until the fitness criteria had been reached or until the algorithm had completed a maximum of 2500 generations. If the algorithm did not find a structure that met the criteria within 2500 generations, it was determined that it would not find the structure in a reasonable amount of time for that initial population.

3.4.4.1. One-Dimensional Results

For the one-dimensional problem, all 30 trials were able to find structures that met the fitness criteria of 0.5 in the allocated number of generations. Twenty-six of the 30 trials were able to find the proper material placement with the other four having slightly different configurations. It is interesting to note that each of the four solutions that did not find the proper material placement resulted in approximately the same material configuration. Fig. 3.22 shows the material placements of the most fit of the four incorrect segregation schemes (Trial 25), the most fit of the 26 solutions with the proper material configuration (Trial 2), and the exact solution. Fig. 3.22 also shows that there is very little difference in the material placements between the correct and incorrect solutions. The only difference is the small strip of Material 1 that is placed between Materials 2 and 3. The boundaries between materials for the exact solution are located at $x = 0.25 \text{ m}$ and $x = 0.75 \text{ m}$. For the correct segregation scheme presented in Fig. 3.22 (Trial 2), these boundaries are located at $x = 0.2540 \text{ m}$ and $x = 0.7496$, corresponding to errors of 1.6% and 0.16%, respectively. The
Fig. 3.22. The exact material placement (top), the most fit of the correct material placements (middle), and the most fit of the incorrect material placements (bottom).
incorrect solution (Trial 25) has similar boundaries, which are located at \( x = 0.2555 \, \text{m} \) (2.2% error), \( x = 0.7434 \, \text{m} \), and \( x = 0.7986 \, \text{m} \), with the extra strip of Material 1 placed between these last two values. The results of these material placements give fitness values of 0.037 for the correct solution and 0.273 for the incorrect solution. A complete table showing the fitness values and times to solution for each of the 30 trials is given in Table 3.3.

For the 30 trials studied, the solution time ranged from 13 generations to 89 generations with an average time to solution of 42.1 generations and a standard deviation of 20.6. Trial 12 found the correct configuration the fastest with a solution time of 13 generations. Trial 24 was the slowest of the trials that found the correct configuration. Eighty-six generations were required to find the correct segregation scheme. Trial 26 was the slowest of all the trials. After its 89 generations, it still did not find the correct solution even though it did find a structure that satisfied the fitness criteria. The evolution of the best structures’ fitness values for these three cases can be seen in Fig. 3.23. It should be understood that this is not the evolution of the solution of a single structure but of the best solution in the population for each generation. In each of the three cases presented, the starting fitness values of the best structures are approximately the same: \(~100\). As shown, the fitness values move forward as a series of major and minor steps. In Trial 12, the evolutionary process finds the correct material placement and boundaries in the final major step. Trial 24 shows a more typical pattern in which the correct material configuration of 1-2-3 is found at generation 68 but the boundaries are slightly incorrect (\( x = 0.2604 \) and \( x = 0.7526 \)). The evolutionary process then slowly tweaks these boundaries into place (\( x = 0.2466 \) and \( x = 0.7526 \)). These
Table 3.3. The final fitness values of the best structure of each of the 30 trials for the one-dimensional inverse heat transfer problem, including the number of generations required to reach the fitness criterion and whether the correct material placement was found.

<table>
<thead>
<tr>
<th>Trial Number</th>
<th>Generations To Solution</th>
<th>Final Fitness</th>
<th>Incorrect Material Placement</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>24</td>
<td>0.284</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>30</td>
<td>0.192</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>47</td>
<td>0.037</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>45</td>
<td>0.495</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>34</td>
<td>0.374</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>59</td>
<td>0.233</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>21</td>
<td>0.199</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>16</td>
<td>0.326</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>26</td>
<td>0.420</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>66</td>
<td>0.254</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>43</td>
<td>0.219</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>48</td>
<td>0.498</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>13</td>
<td>0.368</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>19</td>
<td>0.220</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>66</td>
<td>0.220</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>62</td>
<td>0.345</td>
<td>X</td>
</tr>
<tr>
<td>16</td>
<td>68</td>
<td>0.271</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>24</td>
<td>0.333</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>38</td>
<td>0.371</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>29</td>
<td>0.475</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>16</td>
<td>0.355</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>54</td>
<td>0.228</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>45</td>
<td>0.395</td>
<td>X</td>
</tr>
<tr>
<td>23</td>
<td>20</td>
<td>0.485</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>86</td>
<td>0.245</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>57</td>
<td>0.273</td>
<td>X</td>
</tr>
<tr>
<td>26</td>
<td>89</td>
<td>0.496</td>
<td>X</td>
</tr>
<tr>
<td>27</td>
<td>33</td>
<td>0.485</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>51</td>
<td>0.329</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>33</td>
<td>0.289</td>
<td></td>
</tr>
</tbody>
</table>
Fig. 3.23. Evolution of the fastest (Trial 12) and the slowest (Trial 24) of the trials that were able to find the correct solution and the slowest of all the trials (Trial 26).
small variations in the boundary locations occur through boundary value mutation. Based on the evolutionary parameters, boundary value mutation only occurs 1/6 of the time for the one-dimensional case and 1/7 of the time for the two-dimensional case and can only improve the best structure when it is not crossed over with a co-parent. Even then, the mutation could move the boundary too much or in the wrong direction, depending on the random floating-point value generated. Due to the potentially disruptive behavior of the genetic programming-generated segregation trees, fine-tuning these evolutionary parameters is difficult. Increasing the rate of boundary value mutation may be helpful for one trial, but may slow the evolution of other trials.

3.4.4.2. Two-Dimensional Results

Of the 30 initial trials of the AMoEBA algorithm on the two-dimensional inverse heat conduction problem, only 18 were able to evolve to solutions that met the fitness criterion of 0.5. As this was not adequate for statistical reasons, 15 more trials were generated and, of these, 12 were able to reach fitness values less than the 0.5 criterion within the 2500 generation run limit that was enforced. The two different studies resulted in 60% and 80% solution rates, respectively, with an overall solution rate of 66.7% (30 of the 45 total trials met the criteria). Table 3.4 summarizes the time to solution of each trial, their resulting fitness values, and whether the proper material configuration was obtained. Of the 30 populations that converged to a solution, the fastest (Trials 19 and 25) completed the search in 75 generations and the slowest (Trial 20) took 1905 generations. The average time to solution of the cases that converged was 549 generations with a standard deviation of 513. Looking only at the 20 cases that converged in less than 500 generations, the average is 237
Table 3.4. Fitness values and the number of generations required to reach the convergence criterion for all 45 trials of the two-dimensional inverse heat conduction problem including whether the best structure was able to find the correct material placement.

<table>
<thead>
<tr>
<th>Trial Number</th>
<th>Generations to Solution</th>
<th>Final Fitness</th>
<th>Incorrect Material Placement</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>320</td>
<td>0.394956</td>
<td>X</td>
</tr>
<tr>
<td>1</td>
<td>MAX</td>
<td>0.631043</td>
<td>X</td>
</tr>
<tr>
<td>2</td>
<td>MAX</td>
<td>1.45117</td>
<td>X</td>
</tr>
<tr>
<td>3</td>
<td>1275</td>
<td>0.487194</td>
<td>X</td>
</tr>
<tr>
<td>4</td>
<td>MAX</td>
<td>0.630993</td>
<td>X</td>
</tr>
<tr>
<td>5</td>
<td>810</td>
<td>0.475753</td>
<td>X</td>
</tr>
<tr>
<td>6</td>
<td>465</td>
<td>0.467608</td>
<td>X</td>
</tr>
<tr>
<td>7</td>
<td>MAX</td>
<td>0.929588</td>
<td>X</td>
</tr>
<tr>
<td>8</td>
<td>MAX</td>
<td>0.929763</td>
<td>X</td>
</tr>
<tr>
<td>9</td>
<td>MAX</td>
<td>0.90851</td>
<td>X</td>
</tr>
<tr>
<td>10</td>
<td>435</td>
<td>0.458513</td>
<td>X</td>
</tr>
<tr>
<td>11</td>
<td>195</td>
<td>0.497371</td>
<td>X</td>
</tr>
<tr>
<td>12</td>
<td>MAX</td>
<td>1.82436</td>
<td>X</td>
</tr>
<tr>
<td>13</td>
<td>125</td>
<td>0.423296</td>
<td>X</td>
</tr>
<tr>
<td>14</td>
<td>MAX</td>
<td>1.36568</td>
<td>X</td>
</tr>
<tr>
<td>15</td>
<td>1110</td>
<td>0.422012</td>
<td>X</td>
</tr>
<tr>
<td>16</td>
<td>485</td>
<td>0.422015</td>
<td>X</td>
</tr>
<tr>
<td>17</td>
<td>105</td>
<td>0.422016</td>
<td>X</td>
</tr>
<tr>
<td>18</td>
<td>120</td>
<td>0.447247</td>
<td>X</td>
</tr>
<tr>
<td>19</td>
<td>75</td>
<td>0.446024</td>
<td>X</td>
</tr>
<tr>
<td>20</td>
<td>1905</td>
<td>0.487544</td>
<td>X</td>
</tr>
<tr>
<td>21</td>
<td>MAX</td>
<td>0.631103</td>
<td>X</td>
</tr>
<tr>
<td>22</td>
<td>MAX</td>
<td>0.790428</td>
<td>X</td>
</tr>
<tr>
<td>23</td>
<td>1125</td>
<td>0.475359</td>
<td>X</td>
</tr>
<tr>
<td>24</td>
<td>90</td>
<td>0.497374</td>
<td>X</td>
</tr>
<tr>
<td>25</td>
<td>75</td>
<td>0.422019</td>
<td>X</td>
</tr>
<tr>
<td>26</td>
<td>815</td>
<td>0.475365</td>
<td>X</td>
</tr>
<tr>
<td>27</td>
<td>MAX</td>
<td>0.630994</td>
<td>X</td>
</tr>
<tr>
<td>28</td>
<td>MAX</td>
<td>0.929765</td>
<td>X</td>
</tr>
<tr>
<td>29</td>
<td>1205</td>
<td>0.394955</td>
<td>X</td>
</tr>
<tr>
<td>30</td>
<td>435</td>
<td>0.393723</td>
<td>X</td>
</tr>
<tr>
<td>31</td>
<td>415</td>
<td>0.436202</td>
<td>X</td>
</tr>
<tr>
<td>32</td>
<td>125</td>
<td>0.497368</td>
<td>X</td>
</tr>
<tr>
<td>33</td>
<td>315</td>
<td>0.474209</td>
<td>X</td>
</tr>
<tr>
<td>34</td>
<td>150</td>
<td>0.369233</td>
<td>X</td>
</tr>
<tr>
<td>35</td>
<td>150</td>
<td>0.497373</td>
<td>X</td>
</tr>
<tr>
<td>36</td>
<td>80</td>
<td>0.474204</td>
<td>X</td>
</tr>
<tr>
<td>37</td>
<td>MAX</td>
<td>0.552746</td>
<td>X</td>
</tr>
<tr>
<td>38</td>
<td>135</td>
<td>0.47464</td>
<td>X</td>
</tr>
<tr>
<td>39</td>
<td>MAX</td>
<td>0.631072</td>
<td>X</td>
</tr>
<tr>
<td>40</td>
<td>1660</td>
<td>0.423287</td>
<td>X</td>
</tr>
<tr>
<td>41</td>
<td>445</td>
<td>0.499397</td>
<td>X</td>
</tr>
<tr>
<td>42</td>
<td>MAX</td>
<td>0.929929</td>
<td>X</td>
</tr>
<tr>
<td>43</td>
<td>620</td>
<td>0.457445</td>
<td>X</td>
</tr>
<tr>
<td>44</td>
<td>1205</td>
<td>0.463838</td>
<td>X</td>
</tr>
</tbody>
</table>
generations with a standard deviation of 156. A good example solution of this average is Trial 11 (195 generations). The ten cases that took more than 500 generations had an average of 1173 generations with a standard deviation of 388. Good example solutions of this case are Trials 29 and 44 (1205 generations each). The evolution of the best structure's fitness for the fastest (Trial 19 and 25), the slowest (Trial 20), and the three average cases (Trials 11, 29, and 44) can be seen in Fig. 3.24.

The most fit of the final results (Trial 34) obtained a fitness value of 0.369. The fitness value of the least fit of the final solutions (Trial 41) is 0.499. The average fitness value of the final solutions is 0.453 with a standard deviation of 0.037. Of the 30 cases that found a solution, 25 found solutions that almost exactly match the proper material configuration. Fig. 3.25 illustrates three of these solutions that were able to locate the proper material placement as well as the exact material placement in this system. The average fitness value of the cases that were able to find the proper material placement is 0.446 with a standard deviation of 0.037.

Fig. 3.26 shows three of the five incorrect configurations with the exact material placement. Unlike in the one-dimensional case, there is little similarity between the incorrect configurations found. The range of fitness values of the incorrect configurations is between 0.499 and 0.468. The average of the fitness values of these structures is 0.483 with a standard deviation of 0.012. This average is significantly higher than the average of those structures that found the proper material placement. It should be noted that none of the cases that did not converge were able to find the proper material configuration. In other
Fig. 3.24. The evolution of the best structure’s fitness value for the fastest (Trial 19 and 25), the slowest (Trial 20), and the three average cases (Trials 11, 29, and 44) of AMoEBA’s solution of the two-dimensional inverse heat conduction problem.
Fig. 3.25. Material placements and contour maps of three properly placed solutions (Trial 19–upper left, Trial 30–upper right, and Trial 35–lower left) and the exact material placement (lower right). The color code is: Material 4 = white, Material 5 = dark gray, and Material 6 = light gray.
Fig. 3.26. Material placements and contour maps of three improperly placed solutions (Trial 5–upper left, Trial 20–upper right, and Trial 41–lower left) and the exact material placement (lower right). The color code is: Material 4 = white, Material 5 = dark gray, and Material 6 = light gray.
words, trials that did not reach the fitness criteria did not find the proper material configuration. The improper placements show that for this problem, there are multiple answers based on the way the problem is solved and for the criteria used. In this case, the solution of this problem depends greatly on the accuracy of the direct solutions of the candidate placements. A stricter fitness criterion and/or a stricter convergence criterion for the direct solution may eliminate the possibility of these structures meeting the criteria, but at a larger cost in computation time.

3.4.5. Conclusions

Solutions of one- and two-dimensional inverse heat conduction problems using evolutionary data segregation techniques have been demonstrated. The algorithm evolves until a suitable partitioning scheme is found based on the known thermal profile and the known materials involved. In the one-dimensional case the proper material placement was found 86.7% of the time, and in the two-dimensional case the materials were placed correctly 83.3% of the time that a solution was found. With more compute time and stricter criteria, it is anticipated that these values will improve. The primary advantages of this algorithm are its ability to handle discrete rather than continuous data and geometries and its potential ability to handle complex geometries in the same manner as simple geometries. In the “Future Work” section of Chapter 4 of this dissertation, the extension of this algorithm to more complicated and three-dimensional geometries will be addressed.

3.5. AMoEBA: Computational Fluid Dynamics (CFD)

This version of AMoEBA uses the same segregation trees and evolutionary algorithm to
segregate a large domain into smaller sub-domains. The main differences again lie in the types of solvers that are then assigned to these regions and in the fitness function used to determine whether one segregation scheme/solver placement is better than another. The goal for this application of AMoEBA is to be able to segregate a computational fluid dynamics problem into regions containing different solution methods. The two main reasons for segregating a CFD domain are for faster solution times and for improved accuracy.

- In the first case, the concern is to be able to calculate a CFD data set, make changes to the boundary conditions or the geometry, and be able to recalculate the data set as quickly as possible with a known level of accuracy. The important part is to establish a “known level of accuracy” that is accurate enough to be a basis for engineering decision making. If an engineer can receive feedback from the model very quickly with an understanding of the level of accuracy, she/he can base judgements on the model and make the changes that he/she feels are necessary. For example, if the main concern of the model is only the exit conditions, the engineer may feel that accuracy of fine details in the flowfield is not as important as long as the exit conditions are predicted as accurately as necessary. By relaxing the accuracy in the inner portion of the flowfield, a faster solution to the problem can be found. Without this understanding of the accuracy, the engineer will not have confidence in the model and the model will lose value since sound judgements can no longer be made based on the data presented.

- The second reason for dividing a CFD domain into a network of solution methods is for improved accuracy over single models. There are a variety of turbulence models
being used in computational analysis of fluid flows. Each is designed for a specific purpose and performs best when used for these flow conditions. For example, the k-\(\varepsilon\) RNG (renormalized group) turbulence model is more accurate than other turbulence models when used for calculating flows that have a high degree of swirl. However, flows that are more unidirectional are best calculated using the standard k-\(\varepsilon\) turbulence model. When an engineer is confronted with a flow that has a high degree of swirl in some areas and a more directional flow in others, she/he must decide in which area(s) she/he is willing to sacrifice the accuracy. By segregating the flowfield, the engineer is allowed to place the correct solver in the areas where they are needed most. This reason for segregating a CFD domain will not be addressed in detail but is mentioned here for completeness and is discussed in the "Future Work" section of Chapter 4.

In this discussion, the main goal is to be able to calculate and recalculate a flowfield as quickly as possible within a known level of accuracy. To accomplish this, AMoEBA will be used to segregate the flowfield and place different turbulence modeling techniques as well as other solution methods in the sub-regions. Accuracy is judged based on the abilities of the solver networks to match the outlet velocity profile to an exit profile from a single model solution. Speed is a major priority in the algorithm because a CFD data set must be calculated for every structure in the population. Grid studies have been performed to determine the coarsest grid that can be used while still retaining the level of accuracy necessary to make the following assumption:
If a coarse grid with a known level of accuracy is used to determine the proper segregation scheme and solver placement, the same scheme and placement will correspond to a different known level of accuracy when higher fidelity models are used.

For example, if the coarse grid solver placement scheme is within 3% of the coarse grid model used in the comparisons, then the same placement scheme used in a fine grid may be within 1% of the fine grid model used in the comparison. It may also fall to within 5% of the fine grid model, but as long as a correlation that gives the engineer a bound on the maximum amount of error in the fine grid solution is made, the segregation scheme will be successful. A justification of this assumption based on the AMoEBA results will be provided.

It is important to clarify the goal of AMoEBA. Evolutionary techniques often sacrifice speed for robustness. In this case, AMoEBA is a slow algorithm because many direct solutions of the candidates must be made. The long-term goal is for the algorithm to develop a segregation scheme that can be used in a virtual engineering design tool. This tool will allow the engineer to make changes to a design and witness the impacts of these design changes. For this system, the analyst will set up AMoEBA using an initial model of the design. AMoEBA segregation schemes will be evolved until a suitable scheme is found. In this case, there will be no time savings for the analyst due to the time that must be spent in the original design analysis and AMoEBA evolution. Once an acceptable scheme is found, the engineer can visualize the solution to the design, make changes, and recalculate the flow based on the segregation scheme. In this stage, the engineer will experience the
increased speed that the results of AMoEBA provide. The segregation schemes found by AMoEBA create an enabling tool for the engineer, a tool that will be the foundation of a virtual engineering design environment.

3.5.1. AMoEBA Description

Significant changes were made to the AMoEBA algorithm to incorporate the CFD solvers. As with the two previous implementations of AMoEBA, both the fitness function and the placement of the solvers were adapted. Instead of basing the segregation on one variable, as has been done in the other applications, the CFD version of AMoEBA must be dependent on six different variables: radial velocity, angular velocity, axial velocity, pressure, turbulent kinetic energy, and turbulence dissipation rate. The types of problems to be solved in this case are flows through various elbow sections of pipe. Details of the case to be segregated will be discussed later. The goal in the pipe flow problem is to minimize the fluctuations in the exit velocity profile. This is a precursor to the larger goal of designing pipe systems that minimize the uneven flow distributions that occur due to elbows. The goal of this implementation is to use AMoEBA to determine the best segregation scheme that can reproduce the exit profile accurately in a shorter period of time than using a single model. In this case, the accuracy throughout the entire pipe is of less concern than the accuracy at the exit. For this reason, the fitness function is based on the results of the outlet velocity profile of the candidate solution.
3.5.1.1. Fitness Function

It is important to establish a feel for the accuracy of each solver network and to be able to compare this accuracy to known conditions. To this end, the fitness function is calculated, not by the sum of the squared error as in previous cases, but by a percentage error. For this calculation, the absolute value of the difference in the axial velocity between the candidate and exact solutions is first weighted by the fractional area of the cell, then summed over each cell in the cross-sectional area of the exit. The resulting value is normalized by the average axial velocity through the pipe to yield an area-weighted per cell average of the error in the candidate solution (Eq. 3.30).

$$\text{Error} = \frac{\sum_{i=0}^{N} A_i |u_i - u'|}{A_{tot} \bar{u}}$$  \hspace{1cm} [3.30]

where $A_i$ is the area of cell $i$, $A_{tot}$ is the total area of the exit plane, $u_i$ is the axial velocity in cell $i$ of the single model “exact” solution, $u'$ is the axial velocity in cell $i$ of the candidate case, and $\bar{u}$ is the average velocity through the pipe. For the extreme circumstance of zero velocity in the candidate solution, the summation term is the average velocity through the pipe resulting in an error of 100%.

Since time is also important in the solution of a fast and accurate segregation scheme, a secondary fitness is also used. During each calculation of the candidate solver networks, the time spent on each iteration of each solver is summed to give the total time spent on that structure. This does not include the time spent on creating the grid and transferring the information from the solvers to the boundaries. These time costs are overhead for having
more than one solver and are excluded from the total time for each network. Without excluding these time costs, the expense of adding segregations outweighs any time savings of using more than one solver for the grid sizes used in AMoEBA. The reason for this is that for any evolutionary algorithm to work efficiently, the solution of the structures must be very fast. Since 500 generations for a population size of 64 is not uncommon, and since for each generation half of the population must be solved, a solution time of one minute per structure would take 11 days for the structures to be calculated alone. A grid study was performed to determine the speed of different sizes of grids for the pipe flow. The maximum size studied was 572,000 cells, and this case took over 39 hours to converge. The minimum size, the size used in AMoEBA, was 1800 cells, which only took 15.47 seconds to converge. At the maximum grid size level, having multiple solvers reduces the time to solution significantly because the overhead of creating and meshing the geometry is of a much lower order than the time spent on the solution of the flowfield itself. (As with the grid study, this has been analyzed and a broader discussion of the results of both of these studies will be presented later.) However, when coarser grid sizes are used, the overhead of creating and meshing the geometry is of the same order as the flowfield calculations and, because of this, the speedup is lost at these grid sizes unless the overhead is removed from the total time.

Implementing two different fitness functions into the same algorithm can be challenging. The difficulty lies in ensuring that both fitness functions are influencing the solution to the degree necessary. The accuracy of the CFD solutions is important to a certain point, but afterwards it is only important to have an understanding of the accuracy and to be sure that
the structures are within a certain level of accuracy. For this reason, an initial limit can be used for this fitness criterion. As two structures' data sets are compared, they are first compared on their accuracy to the "exact", single model data set. If both are within a defined accuracy range, 5% for example, they are then judged on their times to solution. The algorithm continues until a structure is found that is both within the accuracy criterion and has been solved within a set time limit. In this application of AMoEBA, 5% was chosen arbitrarily as a reasonable level of error for the accuracy fitness criterion for the structures.

Transmission of information throughout the pipe is another important aspect of the segregated domain. In flow through a pipe, information travels downstream due to convection and only travels upstream through diffusion. The large difference in the time scales of these two effects allows the assumption that downstream changes will have only a slight effect on the flowfield upstream. This means that changes made to an elbow will only slightly affect the flowfield before this elbow but can result in significant changes after the elbow. If the pipe is segregated, only those segregations that contain the altered elbow and are downstream of the elbow need to be recalculated. If the flowfield continues far enough downstream of the elbow, the later segregations may not change either since the flow will return to the fully-developed stage after a certain distance. For this reason, having more segregations is useful since it potentially reduces the amount of the flowfield that must be recalculated after changes are made. Influencing AMoEBA to evolve to more segregations is an added challenge that has been met by rewarding those candidate solutions that have more regions. Trees are only rewarded when they contain four or more segregations. Both the timing fitness and the accuracy fitness values are rewarded by dividing each fitness
value by a constant reward of 4.5. This value was chosen based on preliminary studies of the algorithm. The rewarded fitness values are only used when comparisons are made to other structures. In determining the convergence of the algorithm, unrewarded fitness values are used. This ensures that a segregation scheme is found that meets the convergence criteria. If the rewarded fitness values and times are used for determining convergence, the actual accuracy and time to solution of the structure is not known.

3.5.1.2. CFD Solvers

The solution methods used in the previous two implementations of AMoEBA were written specifically for the application and could be adjusted as necessary to work better with the format in which the AMoEBA code is written. In this application, commercial CFD software is used for almost all of the solution techniques. Therefore, the AMoEBA algorithm is adapted to work better with the commercial software. Star-CD™ is the CFD software used in this application due to its ability to be run in a non-graphical mode from a script file listing the commands to be used in the application.

A C++ code was created to manually study the interactions between two different CFD solution methods through a common boundary. This code is referred as the “manual multi-solver.” This code is used for a number of the preliminary studies, such as the grid study and the solver timing study to be addressed later. The manual multi-solver automatically generates a three-dimensional cylindrical entrance region of pipe followed by a predefined toroidal elbow section of pipe with a straight exit section. The model is segregated into two different regions: an entrance region and the elbow and exit region (Fig. 3.27). The two
Fig. 3.27. The geometry for the manually segregated elbow used in the manual multi-solver.
different sections are then calculated using the same solution technique or two different solution methods. These are calculated according to the following:

- The application first calls Star-CD™ to generate the entrance section to the pipe. The geometry is created and meshed and the boundary faces are defined. The boundary conditions are applied based on the initial inlet and outlet conditions. For the outlet boundary of the first solver, a pressure outlet is used so that the pressure is the mode of information transfer from the downstream solver to the upstream solver. The inlet to the first solver does not change throughout the algorithm and is the same as the inlet to the "exact" single model solution. The boundary conditions are applied differently than for most CFD calculations. Since the boundary conditions between the two solvers are dynamic, they are defined by a user file that can be changed each time the CFD solver is called. This boundary condition user file is created by the manual multi-solver to automate the coupling of these regions. This user file is opened and read by Star-CD™ before each iteration.

A second file, the data file, is written by the CFD solver and read by the manual multi-solver so that the boundary conditions can be recalculated and the boundary condition file can be updated. Once the boundary conditions are defined, the turbulence model, the number of iterations, the molecular properties of the flow (viscosity, density, specific heat, and the thermal conductivity), the under-relaxation factors, and the convergence criteria are chosen. Finally, an option is selected by the manual multi-solver. This option allows the Star-CD™ model to output the data file after each iteration for each cell defined in the model. This data file is written
according to an output user file. Like the boundary condition user file, this output user file is also created by the manual multi-solver. The data file written by Star-CD™ according to the output user file is read by the manual multi-solver and is used to calculate the new boundary conditions to be used to define the boundaries in the boundary condition file. The case is then saved, compiled, and run for the set number of iterations.

- The manual multi-solver creates the second solver model in exactly the same way as it did the first solver model. Boundary conditions begin as the global boundary conditions: initially, the inlet and exit conditions are the same as the “exact”, single model solution. In this case, the second solver is the exit to the entire model; therefore, its exit condition is always the same as the global exit condition. The exit to the “exact” solution is an outlet boundary condition instead of a pressure boundary. Outlet boundaries differ from pressure outlets in that no information is given for the flow beyond the extent of the domain. In pressure outlets, the pressure value assigned tells the CFD software the pressure of the flowfield that lies outside of the calculated domain.

The overall solution process of the two model system is as follows. The entrance is calculated and provides entrance boundary conditions to the second region. The second region is calculated and then provides the outlet pressure boundary conditions for the first region. This occurs by updating the second solver’s data file: CellFile2.dat. The boundary conditions are defined at the faces of the last layer of cells in that particular model. A boundary is defined at each cell face, and each boundary is calculated by taking the average
value of each of the six variables at the center of the last cell of the first solver and the first cell of the second solver models. To improve on the accuracy, this value could be weighted to emphasize the first or second model, but since the goal is to be accurate for a variety of different conditions, the average value is left neutral. These new boundary conditions are written to the first solver’s boundary condition file to be read by the Star-CD™ solver. The first model is then calculated again using the new boundary conditions read from the boundary condition file, and the first model’s cell file, CellFile1.dat, is updated. The boundary conditions for the second model are then calculated in the same manner as they were for the first model using CellFile1.dat instead of CellFile2.dat. The updated boundary conditions are written to the boundary condition file and the second model is recalculated for the prescribed number of iterations. After each solver is calculated, the residual level is checked for each of the six variables to determine if that solver has converged or not. Convergence of the complete network is determined not only by the individual solvers’ convergence, but also on the convergence of the boundary conditions. The maximum difference between the current boundary conditions and the updated boundary conditions is calculated, and once this maximum value falls below a given criterion, 0.001 for the cases studied, and each individual solver has converged, the entire system is complete.

\[
\text{Max}_{\text{cell}} \left| s_{i,j}^0 - s_{i,j}^1 \right| < 0.001
\]  

where \(s_{i,j}^0\) is the current boundary condition (three different velocities, pressure, turbulent kinetic energy, and turbulence dissipation rate) of the face located at position \(i,j\), \(s_{i,j}^1\) is the updated boundary condition, \(m\) is the number of faces in the radial dimension and \(n\) is the number of faces in the angular dimension.
A variety of solution methods are provided for AMoEBA to assign to each partition. These include a high Reynolds number k-ε solver; the k-ε RNG solver; and two constant turbulent viscosity solvers, one with a turbulent viscosity of 0.02 and the other with the value 0.00125. These solvers were chosen based on the preliminary solver study to be discussed later. Each of these solvers is used with the Star-CD™ software and requires geometry to be created and meshed each time that model is used in a solver network. A final solution technique is also used as an option and does not require geometry to be created. This technique simply transfers the velocity profile and the values of the three other variables at the inlet to this region to the outlet of the segregation without changing their values. Although this solver is the least accurate of the solvers used, it is very quick, and, when used sparingly, it is able to reduce the time to solution for a network of solvers without a large loss in accuracy.

3.5.1.3. Other Adaptations to AMoEBA

The domains used in the other implementations of AMoEBA were each 200×200 data sets normalized to the range [0, 1] in each dimension. In this application, an elbow section of pipe will be analyzed. Instead of adapting AMoEBA, the geometry of the pipe along its length, excluding the elbow section, was mapped to the range [0, 1]. The elbow was not included because it was assumed that segregations placed in the elbow itself would not be helpful. Not only is the pipe geometry transformed to this normalized range, but the AMoEBA segregations are discretized to force the partitions to be applied at predetermined intervals so that every cell in each model matches up with the grid used in the “exact” case.
The original form of AMoEBA places segregations according to floating point numbers and not on an integer basis. To force the segregations to be placed between cells, this discretization scheme was implemented after the trees were created instead of altering the structure of the segregation trees themselves. Also, for this implementation, segregations are made in the axial direction only.

Another AMoEBA function that has been adapted for the CFD version is the prune function. In its original form, this function is used as a lower limit on the size of the segregations made. The function checks to see if the right and left subtrees of a node are larger than a certain value. If the left or right regions are too small, they are turned into leaves instead of subtrees. Since it is important that the regions created by the segregation trees are larger than at least one cell size, this function has been revised. The original form still placed a solver in the region that was determined to be too small. The new function looks at the left and right regions of both the left and right subtrees of a node. If either of these second level regions is too small, then the entire left or right subtree becomes a new random leaf. This operation is successful in preventing regions that are smaller than a cell size from being created.

3.5.2. Problem Description

This application of AMoEBA focuses on fluid flow through a 90° elbow section of a cylindrical pipe. The diameter of the pipe is 0.5 m, and there are inlet and outlet sections of straight pipe, each 5.0 m in length. The radius of curvature of the elbow is 5.0 m, creating a total centerline length of 17.85 m (5 m + 7.85 m + 5 m) in the axial direction. Fig. 3.28
Fig. 3.28. The geometry of the elbow used in AMoEBA.
illustrates the pipe that is used in this implementation of the AMoEBA algorithm. The inlet velocity for this problem is a uniform flow of 1.0 m/s. The dynamic viscosity of the fluid is $2.5 \times 10^{-4}$ N·s/m², and the density used is 1.0 kg/m³, resulting in a kinematic viscosity of $2.5 \times 10^{-4}$ m²/s.

Before segregating this problem with AMoEBA, two preliminary studies were performed. The first of these was to determine which solution methods are fastest for this problem and whether multiple solvers can compete with single solution methods in both time and accuracy. The second study focused on the grid size of the domain. AMoEBA requires that a very coarse grid be used to generate the many candidate solutions necessary for the evolutionary algorithm in a reasonable amount of time. However, if the solutions based off of the coarse grids are not also reasonably accurate at finer levels, the segregation schemes found will have little value to the engineer.

The results of the grid study were used to identify the appropriate grid size for use with AMoEBA. Using this grid size, eight segregation schemes were found using AMoEBA. These segregation schemes were then tested using the following four studies:

- A grid study to determine the segregation schemes' ability to transfer from the coarse grid on which they were originally created to three different levels of finer grids,
- A geometry study to determine whether the segregation schemes retain their usefulness on different elbow angles,
• A similar study using different inlet velocities to determine the usefulness of the schemes under different flow characteristics, and

• A study to test the assumption that information travel in the upstream direction is negligible. To test this assumption, the flow is obstructed in the latter part of the elbow. Using a segregation scheme, only the regions in which the obstruction is located and those regions downstream of the obstruction are calculated. The time and accuracy of these solutions are compared to the “exact” solution.

For each of these studies, the segregated schemes were compared to “exact” single k-ε RNG model solutions to illustrate the accuracy of the scheme and to make a comparison of their times to solution.

3.5.3. Results of Preliminary Studies

Two of the studies performed utilize the manual multi-solver that divides a CFD data set into two pieces and applies the same CFD solver technique to each model or places two different CFD solvers in the two regions. Because the segregations are predetermined, comparisons can be made between the different models in the segregations with little to no influence from the segregation scheme itself. This preliminary study was used to ensure the effectiveness of the internal boundary conditions, to analyze the speed of the different solvers when used in a divided grid, and to check the code used to call the commercial CFD software package. As in the AMoEBA algorithm, this manual multi-solver is able to define the geometry, place a mesh on the completed geometry, define boundary conditions for the model, and compile and run the completed case, all using the commercial code.
Two studies were performed using the manual multi-solver. As discussed earlier, they are:

- A timing study to determine the speed of the different solvers when a single solver is used for the entire grid, when a single solver is used on a divided grid, and when two different solvers are combined into one solution.
- A grid study to determine the correlation between grid size, speed, and accuracy.

The details of how each study was performed as well as the results of each study follow. All geometry has been reduced by placing a symmetry boundary along the centerplane of the pipe. This simplification allows the algorithm to use half as many cells with the same level of accuracy. The information learned from these studies is used in the AMoEBA algorithm for the solution of the elbow pipe problem.

3.5.3.1. Solver Timing Studies

The time to solution for a variety of different solution methods was measured to determine which solution methods were faster, whether a divided solution is faster than a complete solution, and to discover if a combination of solvers would outperform a single solver. The solvers used in this study were:

- a high Reynolds number k-\(\varepsilon\) turbulence model (complete and split cases: a complete case refers to using this solution method for the entire model, a split case refers to dividing the elbow model into two pieces—an entrance section and the elbow itself—and using the same solver for both regions);
- a low Reynolds number k-\(\varepsilon\) turbulence model (complete and split cases);
- a k-\(\varepsilon\) RNG turbulence model (complete and split cases);
• a combination of the low Reynolds number k-\(\varepsilon\) solver in the entrance section and the k-\(\varepsilon\) RNG solver in the elbow section, Combo-1;
• a combination of the k-\(\varepsilon\) RNG solver in the entrance section and the low Reynolds number k-\(\varepsilon\) solver in the elbow section, Combo-2;
• a combination of the high Reynolds number k-\(\varepsilon\) solver in the entrance section and the k-\(\varepsilon\) RNG solver in the elbow section, Combo-3;
• a combination of the k-\(\varepsilon\) RNG solver in the entrance section and the high Reynolds number k-\(\varepsilon\) solver in the elbow section, Combo-4;
• a combination model using two different constant turbulent viscosity values from the complete low Reynolds number k-\(\varepsilon\) turbulence model, Const-1—the turbulent viscosity in the entrance region of this case is approximately 0.025 and approximately 0.002 in the rest of the domain; and
• a combination model using two different constant turbulent viscosity values from the complete k-\(\varepsilon\) RNG turbulence model case, Const-2—the turbulent viscosity in the entrance region of this case is approximately 0.02 and approximately 0.00125 in the rest of the domain.

The complete versions of these cases were calculated on individual nodes of an 18-node Linux Networxs dual 1 GHz and 1.2 GHz Athalon processor cluster. The creation and meshing of the geometry for the complete cases were not included in the time to solution. The split versions of the above cases were also calculated on the same machines and did include the cost of creating and meshing the individual models. Each case was run with the same number of cells—572,000 cells (40 cells in the radial dimension, 10 cells in the
angular dimension, and 1430 cells in the axial dimension) in one study and 72,000 cells (20 cells, 5 cells, and 720 cells) in the second study—and three trials were made of each case. For the 572,000-cell cases, the Linux cluster was devoted solely to this study. This was not the case for the 72,000-cell cases. However, for this part of the study, the same loading on the machine was maintained for each solver studied. Similarly, every study performed except the 572,000-cell solver study was run with the machine on this loaded condition so that comparisons of runtimes would be valid. There are two reasons for using times from the loaded machine in the studies. The first is that in real-world engineering situations, it would be difficult to devote an entire machine to one application. The second is that because the studies were performed in a large research organization, devoting an entire machine to a study could only be done for the 572,000-cell cases.

Fig. 3.29 illustrates the time to solution and the accuracy of the 12 different solvers studied. Every solver was within 5% error of the complete k-ε RNG solver except for the constant turbulent viscosity solvers, the complete and split forms of the low Reynolds number solver, and the Combo-2 case, which uses the low Reynolds number solver for the majority of the pipe. As is expected, the least complicated solution method—the two constant turbulent viscosity cases—were completed in the least amount of time: 25:58 average for the case using the constants from the low Reynolds number k-ε solver results and 25:46 average for the constants from the k-ε RNG results. The next two cases to finish were the split versions of the k-ε RNG turbulence model (31:56 average) and the high Reynolds number k-ε solver (32:36 average). On average, these cases finished 23.9% and 19.82% faster than their complete counterparts, respectively. The combination cases using these two
Fig. 3.29. A comparison of the time to solution and accuracy of the 12 different solutions methods in the 572,000-cell timing study.
solvers also finished relatively quickly. Combo-3, the case using the k-\(\varepsilon\) RNG model in the elbow region and the high Reynolds number model in the entrance region, required an average time of 33:36 to reach convergence. Combo-4, the opposite placement of these solvers, required slightly more time on average (37:28). The times to solution for each case can be seen in tabular form in Table 3.5.

Also included in Table 3.5 are the accuracy values for each different solution scheme. These errors are calculated using the same error function that AMoEBA uses as its accuracy fitness function (Eq. 3.30). In this case, the accuracy is determined by using the complete k-\(\varepsilon\) RNG model as the "exact" solution. Included in the table is the accuracy that would be achieved if the inlet conditions were transmitted, unaltered, to the exit. This is included to provide perspective for the errors of the different solvers. For example, when compared with the even profile, the two different constant solver combinations (19.5% error each) were only slightly more accurate than the evenly distributed result (23.9% error). This can be compared with the next best solvers, the Combo-2 case, that had an error of 8.14% and the split version of the low Reynolds number solver at 8.11%. The most accurate solver was the split version of the k-\(\varepsilon\) RNG solver (0.494%), followed closely by the two different combination cases that included the k-\(\varepsilon\) RNG solver in the elbow section: Combo-1 (0.773%) and Combo-3 (0.820%). Of the cases that did not include the k-\(\varepsilon\) RNG solver, the high Reynolds number complete and split cases were the most accurate at 0.863% and 1.79%, respectively. It is no surprise that the low Reynolds number and the constant turbulent viscosity solvers performed poorly. The former solver is best used for slower flows than the 1.0 m/s used in this problem. The constant turbulent viscosity solver is an
Table 3.5. Results of the three timing trials, the average time to solution, and the area-weighted error method used in AMoEBA for the 12 different solvers studied using the 572,000 cell grid.

<table>
<thead>
<tr>
<th>Solver</th>
<th>Trial 1</th>
<th>Trial 2</th>
<th>Trial 3</th>
<th>Average Time</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complete k-ε RNG</td>
<td>39:27</td>
<td>44:04</td>
<td>42:22</td>
<td>41:58</td>
<td>-</td>
</tr>
<tr>
<td>Split k-ε RNG</td>
<td>29:07</td>
<td>30:22</td>
<td>36:19</td>
<td>31:56</td>
<td>0.49</td>
</tr>
<tr>
<td>Complete High Re k-ε</td>
<td>41:28</td>
<td>40:41</td>
<td>39:48</td>
<td>40:39</td>
<td>0.86</td>
</tr>
<tr>
<td>Split High Re k-ε</td>
<td>34:09</td>
<td>33:11</td>
<td>30:27</td>
<td>32:36</td>
<td>1.79</td>
</tr>
<tr>
<td>Complete Low Re k-ε</td>
<td>44:30</td>
<td>51:22</td>
<td>49:18</td>
<td>48:23</td>
<td>6.30</td>
</tr>
<tr>
<td>Split Low Re k-ε</td>
<td>43:54</td>
<td>54:05</td>
<td>51:00</td>
<td>49:40</td>
<td>8.12</td>
</tr>
<tr>
<td>Combo-1</td>
<td>38:58</td>
<td>39:22</td>
<td>38:42</td>
<td>39:01</td>
<td>0.77</td>
</tr>
<tr>
<td>Combo-3</td>
<td>30:06</td>
<td>33:44</td>
<td>36:57</td>
<td>33:36</td>
<td>0.82</td>
</tr>
<tr>
<td>Even Distribution</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>23.9</td>
</tr>
</tbody>
</table>
approximation to the flow and was expected to perform as it did, with low accuracy but a faster solution.

The same timing study was also performed at a smaller grid size to determine if the speedup found on the fine grid would also exist at a more reasonable grid size. This grid size uses 20 cells in the radial dimension, five in the angular dimension, and 720 in the axial dimension, totaling 72,000 cells for the entire model. Fig. 3.30 illustrates the comparison of error versus time for the 12 solver schemes studied for this grid. Also, Table 3.6 lists each solver with their respective times to solution, the errors from the complete k-ε RNG case, and the error associated with an evenly distributed velocity profile. The accuracies of the different solvers are very similar to those found on the finer grid. Those solvers that were within 5% of the complete k-ε RNG model on the fine grid are also within 5% of the complete k-ε RNG model on this coarser grid. The main difference with the solvers on the 72,000-cell grid is in the time to solution. As mentioned, as the grid size decreases, the overhead time required to create and mesh the geometry associated with split models increases with respect to the time required to solve the models. Because of this effect, the cases using more than one solver and those single solver cases using a split grid require more time to solve than the complete cases.

3.5.3.2. Grid Study

A grid study in which a number of variables were examined was performed to determine the size of the grid to be used with AMoEBA. The most important of these studies was to determine the minimum number of nodes that could be used while still maintaining the
Fig. 3.30. A comparison of the time to solution and accuracy of the 12 different solutions methods in the 72,000-cell timing study.
Table 3.6. Results of the three timing trials, the average time to solution, and the area-weighted error method used in AMoEBA for the 12 different solvers studied using the 72,000 cell grid.

<table>
<thead>
<tr>
<th>Solver</th>
<th>Trial 1</th>
<th>Trial 2</th>
<th>Trial 3</th>
<th>Average Time</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complete k-ε RNG</td>
<td>1:13</td>
<td>1:07</td>
<td>1:09</td>
<td>1:10</td>
<td>-</td>
</tr>
<tr>
<td>Split k-ε RNG</td>
<td>1:29</td>
<td>1:25</td>
<td>1:29</td>
<td>1:28</td>
<td>0.44</td>
</tr>
<tr>
<td>Complete High Re k-ε</td>
<td>1:16</td>
<td>1:07</td>
<td>1:10</td>
<td>1:11</td>
<td>0.79</td>
</tr>
<tr>
<td>Split High Re k-ε</td>
<td>1:31</td>
<td>1:27</td>
<td>1:31</td>
<td>1:30</td>
<td>0.42</td>
</tr>
<tr>
<td>Complete Low Re k-ε</td>
<td>1:27</td>
<td>1:16</td>
<td>1:23</td>
<td>1:22</td>
<td>5.90</td>
</tr>
<tr>
<td>Split Low Re k-ε</td>
<td>2:02</td>
<td>1:53</td>
<td>2:01</td>
<td>1:59</td>
<td>8.30</td>
</tr>
<tr>
<td>Combo-1</td>
<td>1:34</td>
<td>1:29</td>
<td>1:31</td>
<td>1:31</td>
<td>0.29</td>
</tr>
<tr>
<td>Combo-2</td>
<td>2:03</td>
<td>1:47</td>
<td>1:56</td>
<td>1:55</td>
<td>8.91</td>
</tr>
<tr>
<td>Combo-3</td>
<td>1:27</td>
<td>1:17</td>
<td>1:27</td>
<td>1:24</td>
<td>0.24</td>
</tr>
<tr>
<td>Combo-4</td>
<td>1:33</td>
<td>1:28</td>
<td>1:43</td>
<td>1:35</td>
<td>0.67</td>
</tr>
<tr>
<td>Const-1</td>
<td>1:09</td>
<td>1:02</td>
<td>1:09</td>
<td>1:07</td>
<td>14.82</td>
</tr>
<tr>
<td>Const-2</td>
<td>1:10</td>
<td>1:02</td>
<td>1:06</td>
<td>1:06</td>
<td>14.82</td>
</tr>
<tr>
<td>Even Distribution</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>22.30</td>
</tr>
</tbody>
</table>
integrity of the exit velocity results. This included determining which parameters are the most important—cells in the radial direction, angular direction, or axial direction—and which values are the most efficient for the defined application. Accuracy and time to solution are both very important in this study. If each solution cannot be found within approximately one minute and 30 seconds, AMoEBA will take far too long to make this project a reasonable application. On the other hand, if these coarse models are not accurate enough, they are also not useful, and the segregation schemes AMoEBA is able to find will be meaningless at the fine grid levels.

Each of the mesh sizes studied was solved using Star-CD™, and every calculation was performed on the same Linux cluster used in the timing study. For each case, Star-CD™ measures the clock time used for the solution as well as the processor time. Each of these is shown in the comparisons of the various grid sizes (Table 3.7). These times measured are for the calculation time of the model only; time spent on creating and meshing the geometry is not included in the study. The accuracy has been measured in a slightly different manner than that used in the accuracy fitness function. In the fitness function, the candidate solutions have the same grid size as the "exact" solution to which they are being compared. For this reason, each structure's solution can be compared on a cell-by-cell basis. In this study, each grid is compared to the case that contains the maximum number of cells: this case is assumed to be the most accurate of all the grid sizes in the study. Since the grid sizes being analyzed have fewer cells than this "exact" case, every cell of the coarse meshes will not necessarily match up with a cell from the "exact" case. Instead, an alternative accuracy
Table 3.7. Complete data–time to solution and accuracy–for the grid study. Times marked with a * are from split models and the times for six of the grid sizes were unavailable.

<table>
<thead>
<tr>
<th>Radial Cells</th>
<th>Angular Cells</th>
<th>Axial Cells</th>
<th>Total Cells</th>
<th>Time</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>5</td>
<td>36</td>
<td>1,260</td>
<td>38 sec*</td>
<td>2.83</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>54</td>
<td>1,350</td>
<td>27.61 sec</td>
<td>4.91</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>36</td>
<td>1,440</td>
<td>47 sec*</td>
<td>2.04</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
<td>36</td>
<td>1,620</td>
<td>48 sec*</td>
<td>1.37</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>36</td>
<td>1,800</td>
<td>50 sec*</td>
<td>0.80</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>72</td>
<td>1,800</td>
<td>19.54 sec</td>
<td>4.93</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>90</td>
<td>2,250</td>
<td>29.30 sec</td>
<td>4.94</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>54</td>
<td>2,700</td>
<td>33.93 sec</td>
<td>1.00</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>122</td>
<td>3,050</td>
<td>45.69 sec</td>
<td>4.95</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>72</td>
<td>3,600</td>
<td>41.14 sec</td>
<td>0.98</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>150</td>
<td>3,750</td>
<td>0:01:10.63</td>
<td>4.96</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>180</td>
<td>4,500</td>
<td>0:01:15.74</td>
<td>4.96</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>122</td>
<td>6,100</td>
<td>0:01:21:48</td>
<td>4.96</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>150</td>
<td>7,500</td>
<td>0:02:55</td>
<td>0.97</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>180</td>
<td>9,000</td>
<td>0:03:09</td>
<td>5.08</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>180</td>
<td>9,000</td>
<td>0:03:14</td>
<td>0.97</td>
</tr>
<tr>
<td>5</td>
<td>15</td>
<td>180</td>
<td>13,500</td>
<td>-</td>
<td>5.14</td>
</tr>
<tr>
<td>15</td>
<td>5</td>
<td>180</td>
<td>13,500</td>
<td>-</td>
<td>0.38</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>180</td>
<td>18,000</td>
<td>-</td>
<td>5.18</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>180</td>
<td>18,000</td>
<td>0:09:33</td>
<td>0.94</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>180</td>
<td>18,000</td>
<td>0:10:27</td>
<td>0.34</td>
</tr>
<tr>
<td>10</td>
<td>15</td>
<td>180</td>
<td>27,000</td>
<td>0:17:23</td>
<td>1.09</td>
</tr>
<tr>
<td>15</td>
<td>10</td>
<td>180</td>
<td>27,000</td>
<td>-</td>
<td>1.06</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>180</td>
<td>36,000</td>
<td>0:31:50</td>
<td>1.18</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>180</td>
<td>36,000</td>
<td>0:27:09</td>
<td>0.88</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>360</td>
<td>36,000</td>
<td>0:27:26</td>
<td>0.32</td>
</tr>
<tr>
<td>15</td>
<td>15</td>
<td>180</td>
<td>40,500</td>
<td>-</td>
<td>1.40</td>
</tr>
<tr>
<td>15</td>
<td>20</td>
<td>180</td>
<td>54,000</td>
<td>-</td>
<td>1.58</td>
</tr>
<tr>
<td>20</td>
<td>15</td>
<td>180</td>
<td>54,000</td>
<td>0:46:22</td>
<td>1.22</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>180</td>
<td>72,000</td>
<td>1:19:32</td>
<td>1.39</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>360</td>
<td>72,000</td>
<td>0:49:29</td>
<td>0.89</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>720</td>
<td>72,000</td>
<td>1:18:27</td>
<td>0.28</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>720</td>
<td>144,000</td>
<td>2:20:47</td>
<td>0.87</td>
</tr>
<tr>
<td>25</td>
<td>10</td>
<td>900</td>
<td>225,000</td>
<td>5:31:12</td>
<td>0.59</td>
</tr>
<tr>
<td>30</td>
<td>10</td>
<td>1080</td>
<td>324,000</td>
<td>10:39:33</td>
<td>0.34</td>
</tr>
<tr>
<td>40</td>
<td>10</td>
<td>1430</td>
<td>572,000</td>
<td>39:23:14</td>
<td>-</td>
</tr>
</tbody>
</table>
method has been used. This method compares the mass flow rate through different sectors of the outlet circular area. The exact calculation used for this error estimation is:

\[
\text{Error} = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{\dot{m}_i - \dot{m}'_i}{\dot{m}_{\text{tot}}} \right) \left( \frac{\dot{m}_{\text{tot}}}{\dot{m}'_{\text{tot}}} \right)
\]

where \( n \) is the number of sectors used, \( \dot{m}_i \) is the mass flow through the sector \( i \) of the "exact" case, \( \dot{m}'_i \) is the mass flow through the sector \( i \) of the coarse grid case, \( \dot{m}_{\text{tot}} \) is the total mass flow through the pipe (the flow through all \( n \) sectors) for the "exact" case, and \( \dot{m}'_{\text{tot}} \) is the total mass flow through the pipe for the coarse grid case. The "exact" case to which all other mesh sizes are compared for this study is the grid with 40 cells in the radial dimension, 10 cells in the angular dimension, and 1430 cells in the axial dimension, which yields 572,000 total cells. Since the coarsest mesh used had five sectors, \( n = 5 \) for each case in the study. For those cases with \( n = 10, 15, \) or 20, the flow through groups of two, three, and four sectors, respectively, were summed to calculate the error. These error calculations are shown in Table 3.7.

In flow through an elbow, the general trend is for the flow to be swept to the outside of the elbow due to the centrifugal acceleration. The future application of this project is to be able to design an elbow section of pipe that reduces the uneven exit distribution that occurs due to this effect. The industrial application of this is in pneumatic transportation of coal particles through a pipe. In two-phase flow such as this, the phenomenon of roping occurs. This roping is a result of the difference in momentum between the particles and the driving
fluid. As the mixture enters an elbow, this difference in momentum results in the approximately even distribution of particles becoming significantly uneven as the centrifugal acceleration forces the particles to the outside of the elbow. This uneven distribution can cause major problems in the flow rate of the solid if the mixture is divided shortly after the elbow. Similarly, in the case of coal transportation for a coal-fired furnace, the uneven distribution can result in poorer combustion if the roping continues into the burner region of the furnace. By studying the velocity profile of the exit plane of the pipe, changes can be made to the elbow to improve this distribution. With this goal in mind, comparing the exit profiles by calculating the difference in mass flow rates through different sectors of the exit plane is a reasonable accuracy measure. The main concern of the accuracy of the different mesh sizes is to determine how well each size will perform when comparing the exit distribution of the flow. By dividing the exit planes and comparing the mass flow rates through the different divisions, the different models are judged on how the flow is distributed through the five sectors, which is representative of the velocity distribution.

Each dimension of the mesh can have a different influence on the accuracy of the model. To study the effects of each dimension, 28 different grid sizes were tested, from the “exact” case of 572,000 cells to the coarsest mesh of 1350 cells. The number of cells in the radial dimension ranged from five to 40 cells; in the angular direction the range was five to 20 cells; and in the axial direction a variety of cell sizes were used from 36 to 1430 cells.
The number of cells in the axial direction had the least amount of influence on the accuracy of the model (Figs. 3.31 and 3.32). Figs. 3.31 and 3.32 illustrate the effect of changing axial cell numbers. Fig. 3.31 shows the accuracy and time to solution for two different radial sizes (five and ten radial cells) with five angular cells and six different axial cell sizes (54, 72, 90, 122, 150, and 180). Although there is a significant difference in the time to solution for the different numbers of cells, there is very little difference in the errors. For the five-radial-cell case, the accuracy only ranges between 4.90% and 4.96%. The error range is 0.970% to 0.995% for the ten-radial-cell case. Fig. 3.32 shows a similar graph of the accuracy and time to solution for two different angular cell sizes (five and ten angular cells) with 20 radial cells and three different axial cell sizes (180, 360, and 720). Although only three different axial cell sizes were calculated for these radial and angular cell sizes, the results are similar to those in Fig. 3.31. The five-angular-cell case had a range of errors between 0.283% and 0.343% and the ten-angular-cell case ranged between 0.872% and 0.893% error. In each of these four cases, the time to solution varied consistently with the total cell size of the grid. From these results it can be concluded that the number of cells in the axial direction has little effect on the accuracy of the model.

Due to the relatively small cross-sectional area of the pipe compared to its length, four different angular cell sizes were tested in the grid study. These were each tested with an axial cell size of 180 cells and radial cell sizes of five, ten, 15, and 20 cells. Five, ten, 15, and 20 cells were placed in the angular dimension for these cases as well. Only one axial cell size was used since it was found that the accuracy had very little dependence on the fidelity of the model in this dimension. Again, the time to solution for these cases varied
Fig. 3.31. The effect of changing axial cell numbers based on five and ten radial cells and five angular cells for the grid study of the elbow.
Fig. 3.32. The effect of changing axial cell numbers based on 20 radial cells and five and ten angular cells for the grid study of the elbow.
consistently with the total number of cells in the mesh. Fig. 3.33 shows the results of this part of the study. It is interesting to see that as the number of cells increases in the angular dimension, there is a notable decrease in the accuracy, i.e., an increase in the error. This is counterintuitive but can be explained by the fact that the “exact” case contains 40 cells in the radial dimension and ten cells in the angular dimension. This corresponds to a 4:1 aspect ratio. In the angular cell study, the mesh sizes with 20 radial cells and five angular cells (4:1 aspect ratio) outperformed the models with 20 radial cells and ten (2:1), 15 (4:3), and 20 (1:1) angular cells. Similarly, the case with 15 radial cells and five angular cells (3:1 aspect ratio) was more accurate than those models with ten (3:2), 15 (1:1), and 20 (3:4) angular cells. In this case, the aspect ratio is not the same as the exact case but it is closer to the 4:1 aspect ratio than any of the other cases. Since the accuracy is based on five sectors of the circular cross-sectional exit plane, the “aspect ratio” anomaly was not as noticeable in grid sizes with less than 15 radial cells.

Four different radial cell sizes were used in the study for this dimension. Radial cell sizes of five, ten, 15, and 20 cells were used on meshes with five, ten, 15, and 20 angular cells and 180 axial cells. Fig. 3.34 illustrates how the accuracy changes with respect to a change in the radial cell size. For the five-angular-cell case, the error decreases by a factor of 5.1 when the radial cell size changes from five radial cells to ten radial cells with a factor of 2.3 increase in time. A similar decrease factor of 5.4 is found in the ten-angular-cell case with a corresponding 3.0 factor time increase. Although speed is crucial in the AMoEBA algorithm, the accuracy gained by using ten cells in the radial dimension outweighs the expense of having more cells. A second study on the radial cell size was made in the range
Fig. 3.33. The results of different angular cell sizes for the elbow. For five and ten radial cells, the change in error is minimal and the error increases slightly for the 15 and 20 radial cell cases.
Fig. 3.34. The results of different radial cell sizes for the elbow. In each case, a major change in error occurs when going from five to ten radial cells.
of cell sizes used in the AMoEBA algorithm. Instead of using a single model, these cases were run on split models to analyze the added cost of generating and meshing two geometries. The mesh sizes in this study used a single axial cell size of 36 cells, a single angular cell size of five cells, and seven, eight, nine, and ten radial cell sizes. A much smoother error curve results (Fig. 3.35) in this study. However, based on the earlier study, only a slight decrease in error is expected beyond the ten radial cells used here. At this level, there is still a significant decrease in error from the seven-radial-cell case to the ten-radial-cell case (a factor of 3.6), whereas the increase in time is small (approximately 38 seconds to 50 seconds—a factor of 1.3 difference). Of the three different dimensions, the decrease in error between five and ten radial cells is by far the most significant change in error.

To study this change in error further and to test grid sizes that are fast enough to be used in AMoEBA, a number of smaller trials were made. Five and ten radial cells and five angular cells were used with five different axial cells sizes (54, 72, 90, 122, and 150). As with the previous cases, the time to solution varied with cell size, but the accuracy only varied between the five- and ten-radial-cell cases. The average error for the five cases with five radial cells was 4.94% with a standard deviation of 0.02%. In the ten-radial-cell case, the average error decreased significantly to 0.979% with a standard deviation of 0.011%.

The speed for the all the cases involved in the grid study held true to the expectations. As the number of cells increases in the pipe geometry, so does the time to solution. Changes in radial, angular, or axial cell size only affects the speed inasmuch as the total number of cells
Fig. 3.35. The results of the grid study using five angular cells, 36 axial cells and seven, eight, nine, and ten radial cells and using the k-ε RNG solver on two different models.
affects the speed. Since the accuracy changed only slightly with respect to the axial dimension, the size of the mesh was reduced as much as possible in this direction. Due to the significant change going from five radial cells to ten cells, ten cells were chosen for the radial dimension. Based on the results of the accuracy and speed study of the various grid sizes, a $10 \times 5 \times 36$ cell grid was chosen for the AMoEBA algorithm. The accuracy of this size of grid is within 0.986% of the “exact” grid and the time to solution for a single model on this size of grid was 15.47 seconds, well within the range of one minute and 30 seconds required by AMoEBA.

3.5.4. Results of AMoEBA for Flow Through an Elbow

Ten segregation schemes for the 1800-node grid for the elbow flow problem were found using AMoEBA, each starting from different random populations of structures. Each case was run until the stopping criteria were reached. Because two fitness functions are used, one for time and one for accuracy, two convergence criteria were necessary. When a structure’s accuracy fitness value falls below 5% and the time required to solve this segregation scheme is less than 100 seconds, convergence is obtained. A generation limit was also enforced. If a population had not found a structure that met the convergence criteria within 70 generations, it was determined that it would not find a solution in a reasonable amount of time. Cases 6 and 7 were each stopped after reaching the 70-generation limit. Table 3.8 lists each case, the fitness value (accuracy) of the best structure, the number of generations needed to reach the stopping criteria, and the times required to calculate the multi-solver CFD solutions. Case 1 was allowed to run beyond the stopping criteria to determine if any interesting structures could be found after reaching the 100-
Table 3.8. Accuracy, number of generations required, and the time to solution for seven cases of AMoEBA. Case 1 was allowed to run after reaching convergence to further explore the search space. Cases 6 and 7 did not reach the convergence criteria of 5% error and 100 seconds within the limit of 70 generations.

<table>
<thead>
<tr>
<th>Case</th>
<th>% Error</th>
<th>Generations</th>
<th>Time [seconds]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>1.31</td>
<td>18</td>
<td>89.1</td>
</tr>
<tr>
<td>1b</td>
<td>1.68</td>
<td>50</td>
<td>79.2</td>
</tr>
<tr>
<td>2</td>
<td>0.67</td>
<td>39</td>
<td>81.9</td>
</tr>
<tr>
<td>3</td>
<td>0.82</td>
<td>37</td>
<td>99.5</td>
</tr>
<tr>
<td>4</td>
<td>1.06</td>
<td>34</td>
<td>71.9</td>
</tr>
<tr>
<td>5</td>
<td>1.04</td>
<td>9</td>
<td>72.5</td>
</tr>
<tr>
<td>6</td>
<td>5.41</td>
<td>70+</td>
<td>95.3</td>
</tr>
<tr>
<td>7</td>
<td>1.55</td>
<td>70+</td>
<td>240.5</td>
</tr>
<tr>
<td>8</td>
<td>0.91</td>
<td>10</td>
<td>96.2</td>
</tr>
<tr>
<td>9</td>
<td>1.29</td>
<td>3</td>
<td>82.8</td>
</tr>
</tbody>
</table>
second criterion. Thirty-two generations after finding a scheme that met the stopping criteria, a faster solution was found. This second scheme has also been included in the analysis.

Five different solver placement types were found using the eight converged cases. Four of these were found only once, and the fifth placement was found in the best structures of four of the eight cases. Fig. 3.36 illustrates the five types of segregation schemes found by each random population. The two cases that did not find a solution that met the stopping criteria each had found a two-solver scheme. This solver placement is included in Fig. 3.36. Fig. 3.37 lists the Lisp-like notation of the segregation trees for all ten cases. As shown in Figs. 3.36 and 3.37, every segregation scheme found by AMoEBA utilized the inlet-to-outlet mapping solver for the entrance to the elbow. This is a reasonable solution to the problem as it shows there is only a slight difference at the exit of the domain when the placement of the inlet is moved closer to the elbow itself. Five of the eight solutions found and both of the cases that were prematurely stopped placed the inlet within three cells of the elbow. Of the cases that had converged, this still resulted in less than 1.5% error of the single model solution. Another similarity in the solver placements is that none of the schemes found used either of the constant turbulent viscosity solvers. This is not surprising since these solvers obtained the poorest accuracy of all the commercial solvers. The speeds of the solvers are their greatest strength, but their accuracy is approximately the same order as the inlet-to-outlet solver. Compared to this solver, which does not need to create a grid and, therefore, is almost instantaneous, the constant turbulent viscosity solvers are slow.
Fig. 3.36. Examples of the five different types of segregation schemes found by the eight converged AMoEBA cases (A-E) and an example of the segregation scheme of the two unconverged cases (F).
<table>
<thead>
<tr>
<th>Case</th>
<th>Segregation Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a:</td>
<td>C</td>
</tr>
<tr>
<td>1b:</td>
<td>E</td>
</tr>
<tr>
<td>2:</td>
<td>D</td>
</tr>
<tr>
<td>3:</td>
<td>A</td>
</tr>
<tr>
<td>4:</td>
<td>A</td>
</tr>
<tr>
<td>5:</td>
<td>A</td>
</tr>
<tr>
<td>6:</td>
<td>F</td>
</tr>
<tr>
<td>7:</td>
<td>F</td>
</tr>
<tr>
<td>8:</td>
<td>A</td>
</tr>
<tr>
<td>9:</td>
<td>B</td>
</tr>
</tbody>
</table>

Fig. 3.37. A list of the eight AMoEBA solutions and the best solutions of two cases that did not converge in Lisp-like format.
To determine the performance of the segregation schemes found, four studies were made.

- The first of these was to compare the accuracy of the schemes on different grid sizes to show that the schemes found on the coarse 1800-node grid used by AMoEBA are still applicable on more traditionally sized meshing schemes. For this study, three more grid sizes were used. The times and accuracies of the segregation schemes are compared for each of the four grid sizes.

- A second study explores the segregation schemes’ versatility on different geometries. The ultimate goal of this research is to be able to manipulate numerical data sets and recalculate the changes very quickly. For the AMoEBA segregation schemes to be useful in this context, they must be able to adapt to the changes that may be made to the geometry. To show this capability, this study compares the time and accuracy of the AMoEBA segregation schemes when used on five different angles of the pipe elbow.

- Similarly, changes may also be made to the boundary conditions. To examine the AMoEBA segregations’ performance on different boundary conditions, five more inlet velocities have also been studied. Again the time to solution and accuracies of the segregation schemes have been recorded as well as the time to solution of a single model using a single k-ε RNG solver.

- As mentioned earlier, the difference in the effective rates of diffusion and convection often allows the assumption that changes made to the flowfield in one section have minimal effects upstream of these changes. To test this assumption and to show the effectiveness of the AMoEBA segregations, an obstruction was placed in the exit region of the 90° elbow. The solution was then found using the full model
of the elbow starting from the converged results. A solution was also found using one of the AMoEBA segregation schemes and only calculating those regions that are downstream of the obstruction and the region in which the obstruction lies. The accuracy of this second case and the time to solution was then compared to the full model values.

3.5.4.1. Grid Size Study for AMoEBA Segregations

For this study, three more grid sizes were used: 18,000 cells (20 radial, five angular, 180 axial), 36,000 cells (20 radial, five angular, 360 axial), and 72,000 cells (20 radial, five angular, 720 axial). The eight segregation schemes found by the different random populations were each tested on the three new grid sizes to demonstrate how the segregation schemes translate from the coarse grid used by AMoEBA to the different grid sizes. Since most CFD analyses use much larger grid sizes than that used by AMoEBA, this test is important in determining if AMoEBA is an effective algorithm. Both the accuracy and the times to solution for the schemes are compared. For accuracy, the cell to cell comparison used by AMoEBA is calculated to determine the error at the exit profile from a single model case of the same size using the k-ε RNG solver. Included in the study is the accuracy of an evenly distributed flow to give the reader perspective for the accuracy of the models.

Table 3.9 lists the times to solution of the eight different segregation schemes with the error calculations for the different grid sizes as well as the time required to solve the single model solution and the accuracy associated with an even profile at the exit. In every case but
Table 3.9. Accuracy and times to solution for the grid study performed on the eight different segregation schemes found by AMoEBA.

<table>
<thead>
<tr>
<th>Case</th>
<th>Grid #1 1800 cells</th>
<th>Grid #2 18,000 cells</th>
<th>Grid #3 36,000 cells</th>
<th>Grid #4 72,000 cells</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% Error</td>
<td>Time [sec.]</td>
<td>% Error</td>
<td>Time [h]:[m]:[s]</td>
</tr>
<tr>
<td>1a</td>
<td>1.31</td>
<td>89.1</td>
<td>0.89</td>
<td>0:16:27</td>
</tr>
<tr>
<td>1b</td>
<td>1.68</td>
<td>79.2</td>
<td>0.59</td>
<td>0:19:01</td>
</tr>
<tr>
<td>2</td>
<td>0.67</td>
<td>81.9</td>
<td>0.34</td>
<td>0:19:00</td>
</tr>
<tr>
<td>3</td>
<td>0.82</td>
<td>99.5</td>
<td>0.44</td>
<td>0:19:54</td>
</tr>
<tr>
<td>4</td>
<td>1.06</td>
<td>71.9</td>
<td>0.97</td>
<td>0:14:51</td>
</tr>
<tr>
<td>5</td>
<td>1.04</td>
<td>72.5</td>
<td>1.15</td>
<td>0:14:15</td>
</tr>
<tr>
<td>8</td>
<td>0.91</td>
<td>96.2</td>
<td>0.92</td>
<td>0:13:56</td>
</tr>
<tr>
<td>9</td>
<td>1.29</td>
<td>82.8</td>
<td>0.80</td>
<td>0:13:39</td>
</tr>
<tr>
<td>Single</td>
<td>-</td>
<td>15.5</td>
<td>-</td>
<td>0:11:19</td>
</tr>
<tr>
<td>Even</td>
<td>17.6</td>
<td>N/A</td>
<td>23.5</td>
<td>N/A</td>
</tr>
</tbody>
</table>
Cases 5 and 8, the accuracy of the scheme improved as the grid size was increased. Case 5 (1.04% error) created slightly worse exit profiles at grid sizes of 18,000 cells (1.14% error) and 36,000 cells (1.06% error) than on the grid size used by AMoEBA. Case 8 (0.91%) resulted in improved accuracy on the 36,000-cell (0.86%) and 72,000-cell (0.55%) grids and approximately the same level of accuracy on the 18,000-cell grid (0.92%). None of the solutions were faster than a single model on the grid size used with AMoEBA (1800 cells). When the segregation schemes were used on the next largest grids, only the fastest schemes (~13-14 min.) converged in approximately the same order of time as the single model solution (11 min. 19 sec.). As the size of the grid was increased, the performances of the segregation schemes improved. On the 36,000-cell grid, five of the eight schemes were slightly faster than the single model solution; and on the 72,000-cell grid, every scheme was faster, with the fastest converging 30% faster than the single case.

The change in performance on the grid study is due to the manner in which the segregated schemes are calculated. As mentioned, these studies were performed on a loaded machine. As AMoEBA runs, many segregation schemes must be solved. Recall that information is passed between the segregated regions through the boundary conditions that are written to and read from a file. The time required for this file access is the same for any two cases that have the same number of cells in the cross-sectional area of the pipe, and it is not significantly smaller when this number of cells is reduced. Because of this, as the grid size is reduced in the axial dimension, the total number of cells decreases, the time to solve the individual models decreases, but the time to access the boundary condition files stays the same and a different type of overhead cost is introduced. At some intermediate grid size
(somewhere near 36,000 cells), the order of magnitude of the time required to obtain a solution becomes approximately the same as that of the overhead costs of the problem. For grid sizes larger than 36,000 cells, the overhead from using more than one model is outweighed by the faster solution methods used in the segregated system and a multi-solver system can be completed in less time than a single solver. For smaller grid sizes, the overhead becomes significant and it is difficult to find any segregation scheme that would outperform a single model solution on these grid sizes. It should be noted that the file access that causes the overhead is unnecessary for complete models since the boundary conditions are not changing under these circumstances. Therefore, these models do not have the overhead costs that a segregated solution has.

The accuracies of the different schemes on the different grid sizes range from 0.34% to 1.68%. This error is reasonable and relatively low when compared to the errors that even distributions would give at the exit for these grid sizes. The largest disparity between errors for the different grid sizes for one scheme was only 1.09% (Case 1b). Since the errors in the segregated results are not dramatically increasing for the different grid sizes, it is clear that the grid size does not adversely affect the results of the AMoEBA segregation schemes.

3.5.4.2. Elbow Angle Study for AMoEBA Segregations

For AMoEBA to be considered an effective algorithm, the segregation schemes that it produces must be useful when changes are made to the geometry. To study these effects, the segregation schemes were applied to six different angles of the pipe elbow. Since the AMoEBA segregation schemes are based on a 90° elbow, angles of 75°, 60°, 45°, 30°, and
15° were also used in this study. For each of these cases, the accuracy of the segregated solutions has been compared to the single k-ε RNG model results. The times were also recorded and have been included in the comparison (Table 3.10).

For each segregation scheme, the time to reach convergence on the different angles was less than the time to solve the single model solution. Case 5 was the fastest for each angle, reaching convergence 59.6%, 49.8%, 45.5%, 44.0%, 35.7%, and 30.0% faster than the single model for the 15°, 30°, 45°, 60°, 75°, and 90° elbows, respectively. However, the error of the solution from the Case 5 scheme on the 15°, 30°, and 45° elbows increased as the departure from the 90° case increased (6.97%, 6.11%, and 3.67% errors). For these same three angles, the faster segregation schemes (Cases 1a, 4, 8, and 9) performed similarly to Case 5. The other three cases had smaller errors but were slightly slower than these faster cases. The fastest of these three cases was Case 2. This segregation scheme still converged significantly faster than the single model solution with a significantly smaller error of 1.59%. Although the faster schemes obtained errors greater than the 5% value chosen initially, this does not mean the schemes are unacceptable. Recall that the 5% error criterion was chosen arbitrarily. It does not correspond to any physical law of the system. The reason for the study is to understand the level of accuracy that is maintained by the AMoEBA segregation schemes when geometry changes are made. In this case, using the fastest scheme (Case 5), an engineer can be sure that any changes made to the pipe angle will result in a solution with a reasonable amount of error. This study helps to provide an understanding of this level of accuracy.
Table 3.10. Accuracy and times to solution for the angle study performed on the eight different segregation schemes found by AMoEBA.

<table>
<thead>
<tr>
<th>Case</th>
<th>% Error</th>
<th>Time</th>
<th>% Error</th>
<th>Time</th>
<th>% Error</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>6.47</td>
<td>0:29:57</td>
<td>5.51</td>
<td>0:37:24</td>
<td>3.39</td>
<td>0:46:29</td>
</tr>
<tr>
<td>1b</td>
<td>2.43</td>
<td>0:43:28</td>
<td>1.85</td>
<td>0:53:55</td>
<td>0.87</td>
<td>1:02:39</td>
</tr>
<tr>
<td>2</td>
<td>1.59</td>
<td>0:41:06</td>
<td>1.19</td>
<td>0:49:42</td>
<td>0.56</td>
<td>0:56:02</td>
</tr>
<tr>
<td>3</td>
<td>1.46</td>
<td>0:47:00</td>
<td>1.20</td>
<td>0:53:26</td>
<td>0.72</td>
<td>1:01:48</td>
</tr>
<tr>
<td>4</td>
<td>5.07</td>
<td>0:28:07</td>
<td>4.18</td>
<td>0:37:19</td>
<td>2.33</td>
<td>0:45:38</td>
</tr>
<tr>
<td>5</td>
<td>6.97</td>
<td>0:22:27</td>
<td>6.11</td>
<td>0:30:25</td>
<td>3.67</td>
<td>0:41:03</td>
</tr>
<tr>
<td>8</td>
<td>5.00</td>
<td>0:30:14</td>
<td>4.13</td>
<td>0:38:00</td>
<td>2.37</td>
<td>0:50:54</td>
</tr>
<tr>
<td>9</td>
<td>6.10</td>
<td>0:26:07</td>
<td>5.08</td>
<td>0:35:21</td>
<td>3.14</td>
<td>0:46:30</td>
</tr>
<tr>
<td>Single</td>
<td>-</td>
<td>0:55:52</td>
<td>-</td>
<td>1:00:51</td>
<td>-</td>
<td>1:15:14</td>
</tr>
<tr>
<td>Even</td>
<td>25.7</td>
<td>N/A</td>
<td>24.1</td>
<td>N/A</td>
<td>22.7</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Case</th>
<th>% Error</th>
<th>Time</th>
<th>% Error</th>
<th>Time</th>
<th>% Error</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>60°</td>
<td></td>
<td></td>
<td>75°</td>
<td></td>
<td>90°</td>
<td></td>
</tr>
<tr>
<td>1a</td>
<td>1.52</td>
<td>0:54:55</td>
<td>1.07</td>
<td>1:05:16</td>
<td>1.09</td>
<td>1:18:01</td>
</tr>
<tr>
<td>1b</td>
<td>0.66</td>
<td>1:18:01</td>
<td>0.84</td>
<td>1:25:43</td>
<td>0.66</td>
<td>1:36:56</td>
</tr>
<tr>
<td>2</td>
<td>0.42</td>
<td>1:05:25</td>
<td>0.53</td>
<td>1:18:05</td>
<td>0.53</td>
<td>1:31:50</td>
</tr>
<tr>
<td>3</td>
<td>0.57</td>
<td>1:12:07</td>
<td>0.69</td>
<td>1:24:41</td>
<td>0.36</td>
<td>1:36:11</td>
</tr>
<tr>
<td>4</td>
<td>0.93</td>
<td>0:54:59</td>
<td>0.73</td>
<td>1:11:10</td>
<td>0.64</td>
<td>1:13:46</td>
</tr>
<tr>
<td>5</td>
<td>1.56</td>
<td>0:49:28</td>
<td>0.80</td>
<td>0:59:38</td>
<td>0.60</td>
<td>1:11:16</td>
</tr>
<tr>
<td>8</td>
<td>0.93</td>
<td>0:56:24</td>
<td>0.66</td>
<td>1:08:32</td>
<td>0.55</td>
<td>1:21:36</td>
</tr>
<tr>
<td>9</td>
<td>1.33</td>
<td>0:53:40</td>
<td>0.91</td>
<td>1:06:34</td>
<td>0.87</td>
<td>1:18:02</td>
</tr>
<tr>
<td>Even</td>
<td>22.7</td>
<td>N/A</td>
<td>23.0</td>
<td>N/A</td>
<td>23.3</td>
<td>N/A</td>
</tr>
</tbody>
</table>
3.5.4.3. Boundary Condition Study for AMoEBA Segregations

Changing boundary conditions for a CFD flowfield is a useful technique for analyzing a fluid design. Understanding the effects that these changes have on the model is important for a CFD analyst. To determine the AMoEBA segregation schemes' ability to adapt to different boundary conditions, segregated models were calculated using inlet velocities of 0.25 m/s, 0.5 m/s, 1.0 m/s, 1.5 m/s, 2.0 m/s, and 5.0 m/s. Similar calculations were made using a single k-ε RNG model. This single model solution will be considered the "exact" solution for this study. In all cases, the times were recorded and the errors between the single model and the segregated models were calculated (Table 3.11).

The time required to solve the "exact" solutions increased slightly with increasing velocity. This is due to the initialization that is used in all cases. In each case studied in this dissertation, the domain is initialized to a zero velocity condition. For the CFD solution to reach the final converged results, the values on the grid must be iterated until the solution is found. For higher speed flows, this often requires more iterations, increasing the time to solution for these cases. As with the single model solutions, the segregated solutions also exhibited this increase in time for the faster inlet velocities. Overall, the segregation schemes performed well. For inlet velocities of 1.0 m/s or slower, every segregated solution was faster than the single model solution. For 1.5 m/s, seven of the eight were faster; for 2.0 m/s, six of eight were faster; and for 5.0 m/s, five of eight were faster. Cases 5 and 9 were the fastest schemes. Case 5 was the fastest for inlet velocities of 0.5 m/s (1:09:39–24.3% faster than the single model solution), 1.0 m/s (1:11:16–30.0% faster), and 1.5 m/s
Table 3.11. Accuracy and times to solution for the boundary condition study performed on the eight different segregation schemes found by AMoEBA.

<table>
<thead>
<tr>
<th>Case</th>
<th>0.25 m/s</th>
<th>0.5 m/s</th>
<th>1.0 m/s</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% Error</td>
<td>Time</td>
<td>% Error</td>
</tr>
<tr>
<td>1a</td>
<td>0.38</td>
<td>1:09:21</td>
<td>0.42</td>
</tr>
<tr>
<td>1b</td>
<td>0.72</td>
<td>1:22:18</td>
<td>0.60</td>
</tr>
<tr>
<td>2</td>
<td>0.55</td>
<td>1:21:13</td>
<td>0.50</td>
</tr>
<tr>
<td>3</td>
<td>0.42</td>
<td>1:26:17</td>
<td>0.44</td>
</tr>
<tr>
<td>4</td>
<td>0.71</td>
<td>1:03:26</td>
<td>0.28</td>
</tr>
<tr>
<td>5</td>
<td>0.78</td>
<td>1:07:25</td>
<td>0.36</td>
</tr>
<tr>
<td>8</td>
<td>0.70</td>
<td>1:10:43</td>
<td>0.29</td>
</tr>
<tr>
<td>9</td>
<td>1.07</td>
<td>1:03:21</td>
<td>0.51</td>
</tr>
<tr>
<td>Even</td>
<td>34.2</td>
<td>N/A</td>
<td>28.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Case</th>
<th>1.5 m/s</th>
<th>2.0 m/s</th>
<th>5.0 m/s</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% Error</td>
<td>Time</td>
<td>% Error</td>
</tr>
<tr>
<td>1a</td>
<td>1.25</td>
<td>1:21:51</td>
<td>1.33</td>
</tr>
<tr>
<td>1b</td>
<td>0.89</td>
<td>1:36:32</td>
<td>0.93</td>
</tr>
<tr>
<td>2</td>
<td>0.41</td>
<td>1:33:19</td>
<td>0.39</td>
</tr>
<tr>
<td>3</td>
<td>0.62</td>
<td>1:41:25</td>
<td>0.74</td>
</tr>
<tr>
<td>4</td>
<td>1.11</td>
<td>1:19:03</td>
<td>1.28</td>
</tr>
<tr>
<td>5</td>
<td>1.32</td>
<td>1:16:05</td>
<td>1.56</td>
</tr>
<tr>
<td>8</td>
<td>1.01</td>
<td>1:16:56</td>
<td>1.29</td>
</tr>
<tr>
<td>9</td>
<td>0.89</td>
<td>1:20:27</td>
<td>1.09</td>
</tr>
<tr>
<td>Single</td>
<td>-</td>
<td>1:36:59</td>
<td>-</td>
</tr>
<tr>
<td>Even</td>
<td>20.5</td>
<td>N/A</td>
<td>18.3</td>
</tr>
</tbody>
</table>
(1:16:05–21.6% faster), whereas Case 9 was the fastest for inlet velocities of 0.25 m/s (1:03:21–28.9% faster), 2.0 m/s (1:19:10–22.2% faster), and 5.0 m/s (1:24:56–20.2% faster).

Accuracy values for every scheme were less than 2.5% for the six different inlet velocities used in the study. Although the error values changed for the different velocities, no trend was found for the different schemes. In some cases, the error increased as the velocity increased; in others, the error changed only slightly; and in others, the error decreased with an increase in velocity. The important result is that all errors were within a reasonable level of accuracy that changed very little for the different boundary conditions used in the study.

3.5.4.4. Obstructed Flow Study for AMoEBA Segregations

Perhaps the most important part of segregating a CFD flowfield is reducing the amount of grid that must be recalculated when changes are made. An example of this is when changes are made at one location in the flowfield that have little to no effect on the regions that are upstream. In situations such as these, it may not be worthwhile to calculate these “unchanging” regions. This study will examine the effects of introducing an obstruction in the latter portion of the 90° elbow. Depending on the location of the barrier, only those regions that are downstream or contain the barrier will be calculated. As has been used in previous studies, the “exact” case in the comparison will be single models of the elbow using the k-ε RNG solver. The obstruction will be an orifice plate that is placed 1.0 m from the exit of the flow. Four different diameters are used for the open area of the orifice plate: 0.95 m, resulting in a 9.75% decrease in the cross-sectional area of the pipe; 0.9 m–19%
decrease; 0.85 m–27.75% decrease; and 0.8 m–36% decrease. Fig. 3.38 illustrates the problem description using the full model with the four sizes of the orifice plates used in the study.

Table 3.12 lists the time to solution, accuracy, and number of cells in the segregated region used in the study of the eight AMoEBA segregation schemes, as well as the accuracy of an even distribution and the time to solution for the single model “exact” case. Since the orifice plate was placed 1.0 m from the exit, each segregation scheme required only one model to be solved. This significantly reduced the time to solution. The slowest solution was still 80% faster than the single model solution, and the fastest AMoEBA solution was 98% faster. The accuracy levels of the segregated solutions were within the arbitrarily chosen limit of 5% error for all cases except for four cases on the 36% restricted flow. This is due to the excessive restriction in the flowfield very close to the exit of the model. The even flow distribution in this case has an error of 61.66%, which is much larger than the 23.5% error on the unrestricted model and 25.22% for the 9.75% restricted flow. Of the four cases that are within the 5% error on all obstructions, Case 5 is the fastest for the two smaller restrictions (95.5% and 94.9% for the 9.75% and the 19% restricted flows, respectively) and Case 3 is the fastest on the two larger restrictions (95.1% and 93.3% for the 27.75% and the 36% restricted flows, respectively).

The three smallest regions (Cases 1a, 1b, and 2) are three of the four cases with the most error. The other four cases (Cases 3, 4, 5, 8) have errors that are significantly lower than these cases. It is not surprising that the smaller regions would perform the poorest in this
Fig. 3.38. An example of the geometry of the obstructed flow analysis. The insets along the right illustrate the four orifice plate sizes used in the study.
Table 3.12. Accuracy and times to solution for the obstruction study performed on the eight different segregation schemes found by AMoEBA. Also included is the grid size of the segregated model.

<table>
<thead>
<tr>
<th>Case</th>
<th>9.75% Restriction</th>
<th>19% Restriction</th>
<th>27.75% Restriction</th>
<th>36% Restriction</th>
<th>Grid Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% Error [h][m][s]</td>
<td>% Error [h][m][s]</td>
<td>% Error [h][m][s]</td>
<td>% Error [h][m][s]</td>
<td></td>
</tr>
<tr>
<td>1a</td>
<td>1.06</td>
<td>0:02:12</td>
<td>1.04</td>
<td>0:01:55</td>
<td>1.25</td>
</tr>
<tr>
<td>1b</td>
<td>0.76</td>
<td>0:01:54</td>
<td>1.46</td>
<td>0:02:10</td>
<td>4.20</td>
</tr>
<tr>
<td>2</td>
<td>0.41</td>
<td>0:01:27</td>
<td>1.23</td>
<td>0:02:02</td>
<td>4.10</td>
</tr>
<tr>
<td>3</td>
<td>0.78</td>
<td>0:13:32</td>
<td>0.57</td>
<td>0:12:13</td>
<td>0.33</td>
</tr>
<tr>
<td>4</td>
<td>0.93</td>
<td>0:07:11</td>
<td>0.86</td>
<td>0:07:36</td>
<td>0.93</td>
</tr>
<tr>
<td>5</td>
<td>1.20</td>
<td>0:02:54</td>
<td>1.07</td>
<td>0:03:37</td>
<td>1.24</td>
</tr>
<tr>
<td>8</td>
<td>0.92</td>
<td>0:04:14</td>
<td>0.82</td>
<td>0:04:28</td>
<td>0.90</td>
</tr>
<tr>
<td>9</td>
<td>0.76</td>
<td>0:06:57</td>
<td>1.30</td>
<td>0:08:14</td>
<td>4.44</td>
</tr>
<tr>
<td>Single</td>
<td>-</td>
<td>1:07:21</td>
<td>-</td>
<td>1:10:06</td>
<td>-</td>
</tr>
<tr>
<td>Even</td>
<td>25.22</td>
<td>N/A</td>
<td>30.84</td>
<td>N/A</td>
<td>43.48</td>
</tr>
</tbody>
</table>
study because the inlet to these cases is closer to the obstruction than the larger models. As the inlet gets closer to the obstruction, the obstruction will have more of an influence on the upstream conditions. What is surprising is that the largest grid, Case 9, was the least accurate on the two largest obstruction cases. It is unclear why this occurs. Another interesting case is Case 3. The size of the final region for this case is not overly large or small, and the accuracy is very good for each of the four obstructions used in the study. It is in the top half for accuracy for the smallest obstruction and the most accurate for the other three obstruction sizes. The interesting feature of this case is the time to solution. In almost all of the other cases, including the full case, the time to solution slowly increases as the obstruction increases. In Case 3, there is a noticeable difference in this trend. For the two smaller sizes, Case 3’s time to solution is significantly higher than any of the other segregated cases. For the other two obstruction sizes, the time to solution for this case is more reasonable compared to the others. Again, it is not clear why this occurs.

3.5.5. Conclusions

This section has illustrated that the evolving segregation trees of AMoEBA are capable of partitioning a CFD flowfield and placing the proper solution methods in the segregated regions. The grid study of the AMoEBA segregations showed that the segregated solutions found by AMoEBA were within a reasonable amount of error for the three different grid sizes studied, and as the grid size was increased, these schemes became faster than using a single model solution. The changing angle study pointed out that not all of the AMoEBA segregation schemes were accurate for all angles in the study, but those that were within the error limit improved the time to solution for the flowfield. The accuracy levels of the
solvers in the boundary condition study were not affected as much as in the angle study. Every segregation scheme was within 2.5% error of the single model solutions. All but three schemes solved the models in less time than the single model case, and the three that were slower were only slower on the fastest inlet condition in the study. The obstruction study was the most significant of those performed. This study illustrated the effectiveness of the AMoEBA segregation schemes for CFD. By segregating the domain, changes can be made to this problem in the latter half of the pipe, and only those regions that are affected by the change require recalculation. In this case, time savings of 80-98% were found with accuracy levels still within reasonable limits.
Chapter 4.

Conclusions and Future Work

This thesis has presented the Adaptive Modeling by Evolving Blocks Algorithm, AMoEBA, and has demonstrated that AMoEBA is a versatile evolutionary tool that automatically locates optimum geometrical decompositions of numerical domains. Based on the application, the decomposed regions are assigned approximating algebraic expressions, materials, or numerical solvers and the solution of this network is compared to a known data set. The user defines the function that AMoEBA uses to determine the optimum segregation schemes as well as how the comparison is made between the known information and the candidate solutions. Many different types of problems can be solved using the AMoEBA algorithm. The following three have been presented in this dissertation to illustrate the versatility of the algorithm:

- The polynomial implementation applied to a steady-state conduction heat transfer problem and a fully-developed pipe flow problem, demonstrating the use of approximating algebraic expressions.
- The inverse engineering application for one-dimensional and two-dimensional conduction heat transfer problems, demonstrating material placement.
- The CFD solution method for the analysis of flow through a three-dimensional elbow section of pipe, demonstrating the placement of numerical solvers.

In each of these applications, AMoEBA partitioned the data sets/flowfields into reasonable segregation schemes with the appropriate solver/descriptor placements. Although the fitness
function and the solver/descriptors were changed for each implementation, the core algorithm of AMoEBA is unaltered in each application. This illustrates the flexibility of the algorithm.

In the polynomial version of AMoEBA, the segregation trees/approximators successfully matched two analytical engineering results automatically. Because the exact solutions used for this case were polynomials themselves, the ideal decomposition of the domain uses only one segregation. This ideal solution is only possible if the approximators have evolved to match the analytical solution to the problem. In the heat transfer problem, the approximators were able to match the exact solution within a reasonable amount of error; therefore, the segregation trees evolved to segregate the domain into the minimum number of regions. For the laminar pipe flow problem, the approximators took more generations to match the proper polynomial. Because of this, the trees illustrated their ability to work with the tools available. By placing the approximators in regions in which they adequately modeled the exact solution, the trees were able to achieve better fitness values than if one approximately correct polynomial was used over the entire domain. This demonstrates the effectiveness of a coevolutionary system using AMoEBA.

In the inverse problem implementation, AMoEBA automatically decomposed a domain, placed materials in the subregions, and compared the resulting solutions to the known temperature profiles. In the one-dimensional problem, AMoEBA found the exact material placement scheme over 85% of the time for the 30 different trials. Similarly, the appropriate material placement and segregation scheme was found 25 out of 30 times for the more
difficult two-dimensional problem. The algorithm has the potential to be applied to many different kinds of inverse problems as well. The two main qualities of AMoEBA that are useful in these types of problems are:

- The ability to work with discrete data: the trees define the boundaries that are placed between the regions instead of generating a continuous representation of the domain.
- Geometric decomposition capabilities. AMoEBA has the ability to work with complex geometries that may be difficult for other inverse techniques.

For inverse problems, AMoEBA places distinct materials in automatically generated segregation schemes and solves the candidate solutions directly. The materials are not limited to the solids that have been shown in this implementation. For example, placing fluids in the decomposed regions could be used in convection problems. Similarly, the inverse problem-solving version of AMoEBA is not limited to heat transfer problems. The segregation schemes generated can be applied to any system, and the discrete placement of the solver descriptors can also be helpful in numerous types of inverse problems.

For the CFD problem of flow through an elbow, AMoEBA automatically decomposed flow through a pipe that included an elbow. The segregation schemes found by AMoEBA were very consistent. Each took advantage of the inlet-to-outlet solver and retained the level of accuracy required by placing a proper mixture of the k-ε RNG solver and the high Reynolds number k-ε solver in the rest of the pipe, while avoiding the poor accuracy of the fast constant turbulent viscosity solvers. This implementation was more complicated than the other two because of the number of variables involved (six) and the complexity of the
solution. The end result is an automatically generated multi-solver scheme that can be used to solve the given problem (flow through an elbow) using a variety of different grid sizes, geometries, and boundary conditions. The multi-solver scheme can even perform well when more complicated changes are made to the flowfield, as shown in the obstruction study. These investigations were used to illustrate the effectiveness of the AMoEBA algorithm for this implementation. In this case, the technique is designed as a means for an analyst to develop an engineering tool for use by others. Instead of analyzing a few different solutions and picking the best one to be passed on to the design team, AMoEBA is used to analyze many segregated solutions and evolve to an acceptably accurate, fast segregation scheme. For this type of application, this scheme can then be passed on to the engineers as an enabling tool for efficient engineering design. The goal is not to reduce the amount of work or time spent in the analysis stage, but to develop a method that will recalculate changes that are made to numerical models in the design process quickly, maintaining the creative momentum that drives good engineering designs.

The versatility of the AMoEBA algorithm makes it adaptable to many different engineering applications, from computational fluid dynamics to inverse engineering design problems. One long-term goal of this algorithm is to be able to use the segregated regions to solve computational data sets faster. This can be done either by using a combination of fast solvers or, as shown in the CFD version of AMoEBA, by recalculating only those regions that are necessary to obtain a solution that is within the accuracy range defined by the problem. A logical, potential improvement to AMoEBA is to utilize the automatic domain decomposition features of the algorithm for parallelization. The main concern with
implementing this advancement to the algorithm would be the effect on the boundary conditions between the regions. In the current version of AMoEBA, because of the potentially irregular sizes of the segregated regions, parallelization of the structure solutions would not be optimized. Despite this, the time to solution could be greatly reduced. As mentioned in Chapter 2, AMoEBA is not limited to only two dimensions. The extension of AMoEBA to three or more dimensions is not difficult. However, illustrating the effectiveness of the algorithm on multi-dimensional problems would be more complex than the demonstrations made in this research. A more interesting direction of the algorithm may be towards non-dimensional problems, such as large engineering systems that have many different components—power plants, automobiles, airplanes, etc. Creating a way to use AMoEBA to automatically uncouple these types of systems will be a useful technique in the analysis of the system as a whole.

Specifically, for the inverse implementation of AMoEBA, a different direction is to add a convection heat transfer solver. Through this addition, a whole new range of inverse engineering problems are introduced, significantly increasing the complexity of the problems being solved. The convection heat transfer solver may be as simple as supplying a known heat transfer coefficient or as complicated as solving a CFD flowfield to obtain the direct solutions to the candidate material placements. A further extension would be to use the knowledge gained from the coevolutionary polynomial implementation and evolve the thermal conductivities and the heat transfer coefficients of the materials involved. This would allow the solver to be used in situations where the materials are not known and only the temperature profile of the system is known. The inverse implementation of AMoEBA
could also be used on different types of inverse problems. For example, particle image velocimetry (PIV) is used for tracking particles experimentally. PIV can be expensive; therefore, it is used sparingly—usually only patches of information are gathered from the system being investigated. Recreating the entire flowfield based on these patches of information is a difficult inverse technique that could be tackled by AMoEBA. In this problem, the known patches of information could be used as comparisons to the candidate segregation schemes of AMoEBA.

The most logical extensions to the CFD implementation of AMoEBA are the introduction of different solution techniques. Two new solution techniques are addressed. The first is an adaptation of the inlet-to-outlet mapping solver that has been used in this research. This solver takes the values of the cells at the inlet to the region and directly transfers them to the outlet cells. The values of the inlet cells can be considered a matrix and the outlet cells a different matrix. A different way of looking at this solver is that the inlet matrix is being multiplied by the identity matrix to get the outlet cell matrix. Instead of using the identity matrix, a different matrix could be used to transform the inlet values. This type of solver would still be much faster than a CFD solution since, instead of iterating to obtain a solution, only one matrix multiplication would need to be performed. Different transformation matrices could be used to represent different pipe components—elbows, diffusers, nozzles, orifice plates, etc. Understanding and generating these transformation matrices is a difficult task but would be a major addition to AMoEBA.
The second new solution method is to implement a symbolic partial differential equation solver. Kirstukas et al. [68] have developed a method for the symbolic solution of differential equations. By avoiding the use of numerical techniques, errors associated with the discretization schemes are eliminated. The technique uses genetic programming techniques and is similar to the AMoEBA algorithm in that it has two phases. The first phase, finding the analytic solutions to the differential equations, is slow. The second phase is much faster since, once the analytic solution is known, new solutions can be found very quickly using different boundary conditions.

As mentioned in Section 3.5, a second reason for segregating a CFD domain is for improved accuracy. For this implementation, changes to the AMoEBA algorithm are required. In AMoEBA's current state, the boundary conditions between the solvers are only concerned with the six variables: radial velocity, angular velocity, axial velocity, pressure, turbulent kinetic energy, and turbulence dissipation rate. The information transferred by these variables is only the constant value information; derivative information is not transferred. Although this could potentially reduce the accuracy of the segregated solution, this was not a concern since time was the main priority in this implementation. For the improved accuracy implementation, first and possibly second derivative information should be passed between the models to ensure that the segregated solution is an improvement over a single model solution. The relaxation technique for calculating the interface conditions between PDE solvers discussed in Chapter 2 could be used for this modification to AMoEBA. By making these adaptations, AMoEBA could be used as an improvement in
accuracy over single model solutions, a much different implementation than the three that were demonstrated.
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