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Application of CQMOM in Flash Nanoprecipitation

FNP aggregation kernel

CQMOM was originally proposed due to our special interest in simulating the FNP

process. The system comprises two types of aggregates, the amphiphilic di-block copoly-

mers (p) and the organic actives (q). A di-block copolymer is composed of NA hy-

drophobic and NB hydrophilic monomers. This process involves the hydrophilic block of

polymer sterically hindering further aggregation and thus stabilizing the particle while

aggregation number is large enough. In previous work, three major aggregation mech-

anisms were discussed and the aggregation kernels were derived accordingly. They are

simply discussed below and the formula of β are given. For detailed model description

and derivation, please refer to (48).

1. Free coupling: When only the unimers of copolymer and the organic clusters

(p = 0, 1 and q arbitrary) are concerned, the aggregation can occur freely without

having energy barriers to pass and thus the kernel is very similar to brownian ag-

gregation:

β(p, q; i, j) = 4πΘ(Dp,q +Di,j)(R
coll
p,q +Rcoll

i,j ), (5.12)

where the diffusion rate Dp,q = kBT/(6πηsRp,q) and the diffusion radius Rp,q =

(qvc + pNAv)
νA + pNνB

B v1/3 with v is the average monomer size and vc the organic

molecule size. The collision radius Rcoll
p,q = (qvc + pNAv)

1/3.

Θ is the Heaviside function that works as a switch depending on whether the

nonsolvent-to-solvent ratio is high enough for particles to precipitate. In this work,

since we are only considering a batch mode, Θ is always set to 1.

2. Unimer insertion: When a unimer or a organic cluster is coupling with a big

micelle composite (p = 0, 1 vs. i ≥ 2, q and j arbitrary), comprising a core formed
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by organic and hydrophobic block and a corona formed by hydrophilic block. Since

the large micelle is protected by the hydrophilics, the unimer or the organic cluster

has to pass a higher energy barrier to reach the core. The aggregation kernel for

this case has a modification derived from a two-region diffusion zone model(48):

β ins(p, q; i, j) = 4πΘpA
ins
p,q;i,j(Dp,q +Di,j)D

∗
p,q;i,j×

(Rcoll
p,q +Rcoll

i,j )(R
coll
p,q +Rcoll

i,j +Rcor
i )

D∗
p,q;i,j(R

coll
p,q +Rcoll

i,j ) + (Dp,q +Di,j)Rcor
i

, (5.13)

where the efficiency factor Ains = exp
(

−α(q, j)i1/2p
)

with constant α ranging

10−1 ∼ 100. The diffusion in corona D∗
p,q;i,j = Dp,q (cp/c

cor/i,j) with cp the ini-

tial polymer concentration and ccor the corona polymer concentration. Rcor
i is the

corona radias = NνB
B i(1−νB)/2v1/3. νB is the Flory exponent for hydrophilic block.

3. Large aggregate fusion: When two large micelle composites are merging (p ≥

2 vs. i ≥ 2) , it involves complex disentanglement and rearrangement of the

hydrophilic chains and thus has the highest energy barrier to pass among these

three aggregation cases. The two-region diffusion zone model is again applied to

yield the kernel for fusion:

βfus(p, q; i, j) = 4πΘpA
fus
p,q;i,j(Dp,q +Di,j)D

fus
p,q;i,j×

(Rcoll
p,q +Rcoll

i,j )(R
coll
p,q +Rcor

p +Rcoll
i,j +Rcor

i )

Dfus
p,q;i,j(R

coll
p,q +Rcoll

i,j ) + (Dp,q +Di,j)(Rcor
p +Rcor

i )
. (5.14)

The efficiency factor Afus = exp
(

−α(q, j)max(p1/2, i1/2)min(p, i)
)

. The diffusion

for fusion Dfus
p,q;i,j = (kBT/ηsNp,q;i,jχp,q;i,j)(R

cor
p +Rcor

i )2/(Lp,q;i,j)
2, where the num-

ber of primitive steps in a corona tube Np,q;i,j = NB/(χp,q;i,j/v
1/3)5/3, the primitive

step length of the tube χp,q;i,j = v1/3/(ccorp,qv + ccori,j v)
3/4, and the contour length of

corona tube Lp,q;i,j = (Rcor
p +Rcor

i )2/χp,q;i,j.
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Figure 5.4 Normalized moment plots for FNP kernel. Fully resolved PSD:
—, CQMOM: ◦.

Mono-distributed case

To validate CQMOM in solving FNP aggregation cases, we again compare this method

with the fully resolved PSD. The general parameters are listed in Table 5.2. The ini-

tial concentrations are n(1, 0) = n(0, 1) = 0.5n0, corresponding to the initial moments

m∗(0, 0) = 1, m∗(k, 0) = 0.5 for k = 1, · · · , 2Np − 1 (Np = 3), m∗(0, l) = 0.5 for

l = 1, · · · , 2Nq − 1(Nq = 3). The scaled time τ = n0(kBT/ηs)t.

The aggregation kernel β(p, q; i, j) for FNP has different formula based the aggregation

numbers of the polymer (p and i). However, when applying CQMOM, the abscissas are

continuous and thus we set such criteria for choosing the aggregation cases:

1. The aggregation process of 0 ≤ p < 2 vs. 0 ≤ i < 2 is considered free coupling.

2. The aggregation process of 0 ≤ p < 2 vs. i ≥ 2 or p ≥ 2 vs. 0 ≤ i < 2 is considered

unimer insertion.
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3. The coupling process of p ≥ 2 vs. i ≥ 2 is considered large aggregate fusion.

Table 5.2 Parameters used in CQMOM validation for FNP.

Parameter Value Units
ηs 0.0021 kg/m·s
v 1× 10−28 m3

vc 9.16× 10−28 m3

α 1 -
n0 1.50×NAvo #/m3

kB 1.38× 10−23 m2·kg·s−2K−1

T 298 K
NA 10 #
NB 68 #
NAvo 6.022× 1023 #

The results are plotted in Fig. 5.4. CQMOM has very good agreement with the

exact solution. FNP features rapid aggregate coupling in the early stage and stabilized

particles in the later process, resulting in two distinct slopes in the log-log plot. At the

early and transitional stage, the free coupling and unimer insertion dominates and the

time-step is small compared to the later stage, where the fusion mechanism dominates and

the aggregation slows down. CQMOM has accurately predict the transition, where the

aggregation mechanisms are complex (i.e. combination of free coupling, unimer insertion

and aggregate fusion).

Poly-distributed case

The major challenge of developing a numerical method for solving FNP is its complex

aggregation kernel. To test if CQMOM remains reliable on more complicated problems,

a poly-distributed case was studied using fully resolved PSD, CQMOM with fixed node

number and adaptive CQMOM, Np = Nq = 3. The parameters used are the same as

the monodistributed case as listed in Table 5.2. The initial concentration of organic
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Figure 5.5 Normalized moment plots for FNP kernel with polydispersed
initial concentration. Fully resolved PSD: —, CQMOM with
fixed node number: △, adaptive CQMOM: ◦.

molecules n(0, 1) = 0.5n0, the polymer unimers n(1, 0) = 0.25n0 and the pentamers

n(5, 0) = 0.25n0. The corresponding initial moments are m∗(0, 0) = 1, m∗(0, 1) =

m∗(0, 2) = m∗(0, 3) = m∗(0, 4) = m∗(0, 5), m∗(1, 0) = 1.5, m∗(2, 0) = 6.5, m∗(3, 0) =

31.5, m∗(4, 0) = 156.5, and m∗(5, 0) = 781.5. The rest of moments are null at t = 0.

The moments are plotted in Fig. 5.5 for comparison. The exact solution from fully

resolved PSD is represented by the solid line, the fixed CQMOM by triangle symbols and

the adaptive CQMOM by the circles. Both of the CQMOM approaches have successfully

predicted the exact solution for the independent moments p as shown in Fig. 5.5(a). For

the independent moments q as shown in Fig. 5.5(b), both methods have yielded accurate

predictions at lower order. The adaptive CQMOM has slightly better performance at

the transitions for the higher order moments. In general, both CQMOM and adaptive

CQMOM have very satisfactory agreements with the fully resolved PSD for the poly-

distributed case.
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The efficiency of CQMOM is shown in Table 5.3, where the CPU times are compared

for each case. It has shown that by using CQMOM, the CPU time can be saved as much

as 99%. It is also worth noting that while CQMOM(adaptive) consumes close amount of

time as the fixed method for the mono-distributed FNP, it takes 250% of the CPU time

of the fixed method in the poly-distributed case.

Table 5.3 CPU times for the fixed CQMOM, the adaptive CQMOM, and
fully resolved (unit: ms)

CQMOM(fixed) CQMOM(adaptive) Fully resolved
constant 170 600 149,730
Brownian 2,920 3,710 6,210,000

FNP (mono) 8,610 8,530 180,960,000
FNP (poly) 5,100 13,140 210,730,000

Conclusion

We have developed a numerical method (CQMOM) that is a reliable solution of

bivariate PBE. The major idea is the bivariate PDF can be written in terms of a PDF

for the primary variable combined with a conditional PDF. The moment PBE is closed

by the quadrature, where the weights and abscissas are found by performing double

PD algorithm inversions. In general, CQMOM can significantly reduce the number of

equations. For a case with Np = Nq = 3, which has proven enough to yield accurate

predictions, the number of independent moments need solving is Np × (2Nq + 1) = 21.

Compared to the fully resolved case 100 × 100 = 10, 000, CQMOM is very efficient and

has made it possible to solve the computational prohibitive problems (such as coupling

a CFD simulation).

CQMOM has the advantage of flexibility in node numbers. For each time-step, a

specific set of moments can be selected to yield realizable abscissas and the primary
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and conditional variables can be switched according to the node needs. When applying

CQMOM with the adaptive nodes, the number of independent moments increases to

3NpNq = 27 (same as the DQMOM approach(85)) , and yet provides better predictions

in cases with more complex aggregation kernels.

The choice of CQMOM with fixed or adaptive node number needs to be determined

on a case-by-case basis. The adaptive method is more accurate especially for complex

aggregation kernels, and the fixed CQMOM is faster since it requires less moments and no

check function. In general, both methods are very accurate in lower orders of moments.

That is, if we are only interested in statistical information such as the aggregation number

mean (〈p〉 = m(1, 0)/m(0, 0)) and variance (σ2 = m(2, 0)/m(0, 0)− 〈p〉2), the fixed node

number method is satisfactory. However, if we demand accuracy of the higher order

moments in complex cases, or simply the fixed node number method yields unrealizable

results, the adaptive CQMOM is preferable.

In general, CQMOM have proven reliable in solving bivariate PBE’s with both simple

and complex aggregation kernels. The success in validating CQMOM has shown promise

in implementation of the FNP model in a CFD code(94). This is a crucial step to develop

comprehensive models for reactions that are highly mixing-sensitive and require coupling

with a flow solver.
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6. KINETIC MODELING OF NANOPRECIPITATION

USING CFD COUPLED WITH A POPULATION BALANCE

A paper published in Industrial & Engineering Chemistry Research1

Janine Chungyin Cheng2 3 and Rodney O. Fox2 4

Abstract

A model study has been conducted for Flash Nanoprecipitation(FNP)) – a novel

approach to produce functional nanoparticles. A population balance equation with the

FNP kinetics has been integrated into a computational fluid dynamics (CFD) simulation

of a custom-designed microscale multi-inlet vortex reactor (MIVR) to yield conditions

comparable to the real experimental settings. In coping with the complicated aggregation

model in the CFD code, a new numerical approach, conditional quadrature method of

moments (CQMOM), has been proposed, which is capable of solving the multivariate

system efficiently and accurately. It is shown that the FNP process is highly influenced

by mixing effects in the microreactor and thus coupling CFD with the kinetics model is

essential in obtaining valid comparisons with experiments.

keywords: NanoPrecipitation, Conditional QMOM, Computational fluid dynamics,
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Figure 6.1 Illustration of FNP process in MIVR. Drug and polymer are
dissolved in solvent and mixed with non-solvent to precipitate
the particles. Protected nanoparticles are obtained after the
stabilization by copolymer self-assembly.

Introduction

Functional nanoparticles are becoming increasingly important in the development of

materials for dyes(7), cosmetics (8), pharmaceuticals (9), and numerous other applica-

tions (12), resulting in great interest in the techniques controlling the stability and size

range in their production. For example, studies have shown that colloidal drug carriers

such as liposomal and micellar dispersions consisting of particles 50–400 nm in diameter

have great promise in formulating anti-cancer therapeutics, which can selectively target

the tumor (15).

The Flash Nanoprecipitation (FNP) process – a novel technique to produce func-

tional nanoparticles stabilized by amphiphilic copolymer directed assembly – is able to

produce particles in the optimal size range. In addition, the nanoparticles encapsulated
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by copolymer also make it possible to afford long circulations. The ligand-decorated

immunoliposomes capable of evading the reticuloendothelial system (RES) can be de-

veloped using hydrophilic polymers (polyethylene glycol, PEG) stabilization to prevent

adsorption of components of the immune system and increase the binding and circulation

time (16). During the FNP process, the drug and copolymer are dissolved in the solvent

and injected into a customized mixing device. The solvent is mixed with a non-solvent

to create supersaturation and therefore precipitate the particles, where the hydrophobic

block of copolymers attaches to the organic aggregates and the hydrophilic block remains

in the solvent stabilizing the particle by preventing further aggregation (17). The FNP

process employs rapid mixing of the solvent and non-solvent in a microreactor to create

high supersaturation to start precipitation (see Figure 6.1). The mixing is assumed to be

uncoupled from the particle aggregation process to attain homogeneous kinetics for the

precipitation, which is a crucial operation point for obtaining particles within a narrow

size range.

Mixing in different microreactors, such as confined impinging jets (CIJ) and multi-

inlet vortex reactors (MIVR), has been investigated both experimentally and through

simulations (18; 24). An MIVR is comprised of a round mixing (reacting) chamber and

four injectors arranged in directions allowing vortex turbulent flow and it is especially of

interest in terms of its flexibility as it does not require equal inlet momenta, unlike the

CIJ. To investigate the mixing process in the MIVR, a computational fluids dynamics

(CFD) model was developed to predict and compare with the experimental data. The

characteristic mixing times were measured by applying a parallel reaction system, which

employs two competitive reactions (acid-base reaction and DMP hydrolysis) as ‘chemical

rulers’, where the mixing effects can be evaluated by the conversion of DMP (19). In this

simulation work, the two-environment DQMOM-IEM model was applied to solve for the

mixture fraction and reaction progress variables. The comparison of the concentration



130

of DMP showed good agreement between the simulations and experiments and therefore

successfully validated the scalar mixing model (24).

To describe the particle formation and size distribution as functions of mixing time

and physical properties of inlet streams in the FNP process, a competitive aggregation

model has been developed (48). Using this model, knowledge of particle properties can be

obtained by solving a bivariate population balance equation (PBE). In this kinetic model,

the PBE represents an aggregate containing the organic actives and the di-block copoly-

mer. In the FNP process, nanoparticle aggregation is arrested by copolymer assembly

on the particle surface. Thus, conceptually, as the aggregation number of copolymer

increases, the overall aggregation process slows down and the nanoparticle is stabilized.

However, because the main aggregation processes occur very rapidly once the non-solvent

is introduced into the system, the overall kinetics are strongly coupled to the fluid mixing

process, and thus the PBE implemented in a CFD simulation is required for accurate

prediction

For solving the PBE, due to the large number of equations, moment methods(95)

have been applied and shown to be reliable for implementing in a CFD code. For exam-

ple, the quadrature method of moments (QMOM) has proven to be an efficient numerical

approach for dealing with the closure problem(91; 97). QMOM is efficient in monovariate

cases, but becomes too complex for multivariate cases. The direct quadrature method

of moments (DQMOM) was proposed based on the idea of tracking directly the vari-

ables in the quadrature approximation(85). However, for treating accurately a complex

aggregation process such as FNP, tracking the primitive variables can yield unrealizable

abscissas. To overcome this difficulty, the conditional quadrature methods of moments

(CQMOM) has been formulated to track conservative variables (moments) in a highly

adaptive way in bivariate or multivariate applications.

Our goal in this work is to establish a computational model for the complete FNP
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process in order to have a comprehensive understanding of the process and therefore

optimize its operation. This is mainly carried out in two directions: (1) a CFD study

of the microreactor and (2) a model study for aggregation kinetics. The CFD study on

the microreactor reveals information that experiments do not easily show, which helps

predict the effect of mixing on the reactions and evaluate the FNP process in an efficient

way. In our case, CFD can especially help in providing details of the solvent mixing,

which is the key component of the FNP process. The aggregation model study examines

operating parameters, such as polymer concentration and chain length, as well as predicts

the product size and drug loading. By integrating the kinetics model into the CFD code,

the actual FNP process can be simulated.

Comprehensive Model for FNP Process

CFD model

In order to build a comprehensive model for the FNP process, the first step is to

construct a reliable CFD model for microreactors. In previous work,(37) micro-PIV data

have been used to evaluate the accuracy of using existing CFD models in simulating the

flow within the MIVR. Laminar simulations were performed for low-Reynolds-number

cases, and large-eddy simulations (LES) using the Smagorinsky-Lilly subgrid model(21;

22) were performed for the higher-Reynolds-number cases.

In this work, the MIVR is meshed into 949,521 cells containing 2,740,800 faces using

blockMesh, a distribution in open source software OpenFOAM(98). The flow field is

solved using simpleFoam (using SIMPLE pressure correction) and the turbulence field is

modeled by a k-ǫ model with wall function. The LES results(37) are used to validate the

accuracy of the k-ǫ model results for the turbulence fields. Please refer elsewhere(99) for

details.
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Scalar mixing model

Model Equations

In the FNP process, the precipitation occurs after the solvent is mixed with non-

solvent and thus the mixing rate can be crucial in determining the aggregation since

the compounds have different solubility. In this work, the mixing effects were ex-

amined by applying the two-environment composition PDF equation using the direct-

quadrature-method-of-moments (DQMOM) (32). The micromixing term is closed with

the interaction-by-exchange-with-the-mean (IEM) model (32; 31).

The DQMOMmodel is applied to generate the transport equations for the probability

p(t) and the mean scalar 〈φ〉n(t) of a presumed PDF, which has the form:

fφ(Ψ;x, t) =

Ne
∑

n=1

pn(x, t)

Ns
∏

α=1

δ[ψα − 〈φα〉n(x, t)], (6.1)

where fφ is the PDF of scalar φ, Ne is the number of environments, and Ns is the number

of species. For a homogeneous flow, the model equations for the probability p(t) and the

scalar 〈φ〉n(t) are given by

dp

dt
= γG (6.2)

and

d〈s〉n
dt

= γM(n) + pnS(〈φ〉n), (6.3)

where 〈s〉n = pn〈φ〉n is the probability-weighted mean scalars in the nth environment,

γG is the rate of change of pn due to micromixing, and γM is the micromixing term for

〈s〉.

By inserting the presumed PDF (Eq. 6.1) into a closed joint composition PDF trans-

port equation with the IEM mixing model, the DQMOM approach can generate the

correction terms for Eqs. 6.2 and 6.3. The governing equations for a two-environment

DQMOM-IEM model are

∂p

∂t
+∇ · (〈U〉p) = ∇ · (ΓTp), (6.4)
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∂〈s〉1
∂t

+∇ · (〈U〉〈s〉1) = ∇ · (ΓT〈s〉1) + γ(p2〈s〉1 − p1〈s〉2) + p1S(〈φ〉1) (6.5)

and

∂〈s〉2
∂t

+∇ · (〈U〉〈s〉2) = ∇ · (ΓT〈s〉2) + γ(p1〈s〉2 − p2〈s〉1) + p2S(〈φ〉2). (6.6)

The micromixing rate γ is modeled by

γ =
Cφ

2

ε

k
(6.7)

where the mixing parameter Cφ is the nominal value of the mechanical-to-scalar time-scale

ratio. Generally, Cφ ≈ 2 for high-Reynolds-number flow. For lower-Reynolds-number

flow, Cφ is described as a function of local Reynolds number(32).

In this work, the probabilities (p1 and p2), the mixture fraction variables (ξ1 and ξ2)

and the moments are solved as scalars. ξ1(t = 0) is defined as 0 and ξ2(t = 0) is defined

as 1. In the solvent, p1(t = 0) = 1 and in the non-solvent, p2(t = 0) = 1. The governing

equations for ξ are

∂p1ξ1
∂t

+∇ · (〈U〉p1ξ1) = ∇ · [ΓT∇(p1ξ1)] + γp1p2(ξ2 − ξ1) (6.8)

and

∂p2ξ2
∂t

+∇ · (〈U〉p2ξ2) = ∇ · [ΓT∇(p2ξ2)] + γp1p2(ξ2 − ξ1). (6.9)

These equations are solved with Eq. 6.4 to investigate scalar mixing.

Validation

The scalar mixing model has been applied to a parallel-reaction system(19) in MIVR

to examine the mixing performance of the reactor. This system comprises two competitive

reactions. The fast reaction is the neutralization of sodium hydroxide with a second-order

rate constant k1 = 1.4× 108m3/mol · s

OH−(B) + H+(A) → H2O. (6.10)
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The slow reaction is the acid catalyzed hydrolysis of 2,2-dimenthoxypropane (DMP) with

rate constant k2 = 0.63m3/mol · s:

CH3C(OCH3)2CH3(D) + H+(A)(+H2O) → CH3COCH3 + 2CH3OH+H+. (6.11)

The reagents are injected into MIVR with a feed ratio A:B:D=1:1.05:1. Two inlets

have streams containing A and the others have those containing B+D. Since k1 ≫ k2, if

the mixing is fast that provides a homogeneous condition where A:B:D remains its initial

feed ration, B will be depleted and D unreacted. On the other hand, D is consumed if B

is locally absent due to poor mixing. The mixing effects are measured by the conversion

of D

XD = 1− CD

CD0

, (6.12)

where CD is the concentration of D from the outlet and CD0 is the concentration of D at

complete mix but before reaction.

In the CFD simulation, in addition to the mixing scalars (ξ1, ξ2), the reaction-progress

variables (Y1, Y2) are solved to describe the progress of slow reaction. Note that since

the fast reaction happens instantaneously, it is described simply by the mixture fractions

instead of being solved computationally. The transport equations for Y1, Y2 are

∂p1Y1
∂t

+∇ · (〈U〉p1Y1) = ∇ · [ΓT∇(p1Y1)] + γp1p2(Y2 − Y1) + S∞(ξ1, Y1) (6.13)

and

∂p2Y2
∂t

+∇ · (〈U〉p2Y2) = ∇ · [ΓT∇(p2Y2)] + γp1p2(Y1 − Y2) + S∞(ξ2, Y2), (6.14)

where S∞ is the chemical source term for the slow reaction for the case k1 → ∞ compares

to k2,

S∞(ξe, Ye) =A0k2

(

1− ξe
ξs1

)(

ξe
ξs2

− Ye

)

e : environment 1 or 2

if 0 ≤ ξe ≤ ξs1 and 0 ≤ Ye ≤ ξe/ξs2,

(6.15)
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Figure 6.2 Conversion of D vs. Rej.

where ξs1 = A0/(A0 + B0) and ξs2 = A0/(A0 + D0). A0,B0,D0 are the concentrations

before mixing. After solving Eqs. 6.4, 6.8, 6.9, 6.13 and 6.14, CD can be found using the

mixture fraction and reaction progress variables:

CD = D0(ξ − ξs2Y ), (6.16)

XD can then be calculated from

XD = 1−
∫

〈CD〉〈U〉 · ~n dSout

QD0ξ
(6.17)

where Q is the volumetric flow rate at the outlet and ~n is the unit vector in outflow

direction.

In this work, the simulation is carried out using open source CFD code OpenFOAM.

The XD results have been compared with previous work (24) using commercial CFD code

Fluent and experiments as shown in Figure 6.2. The results have good agreement over

the entire operation range in experiments, proving the DQMOM-IEM a reliable scalar

mixing model.

Kinetic model



136

Figure 6.3 Solubility diagram for FNP process. The straight solid line con-
necting the solvent (0, 1) and the non-solvent (1, 0) is the mixing
line. The solubility curves for organic and block copolymer are
shown by dashed curves, to the right of which the species are
insoluble. The value of the mixture fraction after complete mix-
ing is ξmix. During the mixing process, the organic becomes
insoluble first at ξo, followed by the block copolymer at ξp.

In the FNP process, the organic species and the block copolymer are initially dissolved

in a good solvent in either a pre-mixed or in separate feed streams. This solution is then

rapidly mixed in a few milliseconds with the non-solvent in a multi-inlet vortex reactor

to induce precipitation of the organic species and micellization of the block copolymer.

A solubility diagram for the FNP process is shown in Figure 6.3 based on experimental

measurements in a β-carotene and PEG-b-PS system. In order to quantify the solubility,

we introduce the mixture fraction ξ, which has value ξ = 0 in the solvent and ξ = 1 in

the non-solvent. Intermediate values of ξ correspond to the mole fraction of non-solvent

in the mixture, and ξmix is the value of the mixture fraction in the final mixture. Let ξo

and ξp be the solubility limits of the organic and block copolymer, respectively. In the

FNP process, ξo and ξp are chosen to be less than ξmix, and hence the organic and block

copolymer precipitate together from the final mixture.
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It is important to note that the initial precipitation process, which we model as Brown-

ian aggregation,(48) occurs on much faster time scales than the mixing process (τagg ∼ 10

ns while τmix ∼ 1 ms). Hence, the initial organic nanoparticle formation kinetics will be

mixing limited. However, as the nanoparticles grow in mass and are diluted by mixing,

their number concentration decreases rapidly and the kinetics of the aggregation pro-

cess, which is second order in the number concentration, becomes substantially slower.

Furthermore, the presence of the hydrophilic block in the co-precipitated nanoparticles

creates a stearic hindrance to aggregation that further slows the aggregation kinetics.

Eventually, the combined effects of dilution and stearic hindrance effectively stops the

aggregation process, and thus the properties of the protected nanoparticles will be deter-

mined by the kinetics of the mixing-limited aggregation process. The overall competition

aggregation process is described by a PBE.

Population balance equation

A bivariate PBE has been implemented for the FNP process to describe the aggre-

gation phenomena. In this bivariate system, a composite nanoparticle is denoted as

Cp,q containing p polymer chains and q organic molecules. The number density function

np,q represents the number of Cp,q per unit volume. Due to the nature of FNP process,

breakage rarely occurs and thus is omitted in our system, The PBE of np,q is given by:

dn(p, q)

dt
=

1

2

p
∑

i=0

q
∑

j=0

β(i, j; p− i, q − j; ξ)n(i, j)n(p− i, q − j)

− n(p, q)
∞
∑

i=0

∞
∑

j=0

β(p, q; i, j; ξ)n(i, j), (6.18)

where β(p, q; i, j; ξ) is the kernel describing aggregation between Cp,q and Ci,j.

In previous work (48), an aggregation model for FNP has been proposed to establish

a PBE kernel that can accurately predict the coupling mechanisms between two different

kinds of particles. Three major aggregation mechanisms were considered:



138

1. Free coupling: In the initial stage of aggregation, pure organic aggregates and/or

unimer aggregates can freely aggregate (i.e., there is no energy barrier) to form

pure organic aggregates, unimer aggregates, or dimer aggregates.

2. Unimer insertion: When aggregation progresses, larger composite particles are

formed. They have the structure of a core formed by organic solutes and hydropho-

bic blocks, and a corona region formed by hydrophilic polymer blocks. Since the

hydrophilic block repels other active aggregates, polymer unimer or pure organic

clusters need to pass an energy barrier in the corona to reach the core before merg-

ing with the large aggregate.

3. Aggregate fusion: Fusion of two large aggregates requires rearrangement and dis-

entanglement of the hydrophilic-block chains (i.e., there is a substantial energy

barrier).

Note that the kernel β(p, q; i, j; ξ) is a function of the aggregate numbers and the solution

composition.(48) When solving the PBE, the aggregation mechanisms are determined

based on size of the aggregates (p, q, i, j) and the kernel is activated if the mixture fraction

ξ reaches a desired solvent/non-solvent ratio. β(p, q; i, j; ξ) for the above three cases are

listed in Table 6.1. For the detailed model equations and discussion, please refer to

the previous model study(48). In solving the PBE, one difficulty is the computational

expense, especially when the PBE is implemented in a CFD code (i.e., when solving a

general FNP case, p usually ranges from 20–50 and q from 50–300, resulting in 50×300 =

15, 000 equations to solve).
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Table 6.1 Aggregation kernel β in competitive aggregation

β(p, q; i, j) Case Conditions Formula
free coupling p = 0, 1 4πΘ(Dp,q +Di,j)(R

coll
p,q +Rcoll

i,j )
i = 0, 1

Θ: Heaviside function of ξo or ξp

Dp,q: Diffusion rate = kBT/(6πηsRp,q)

Rp,q: Diffusion radius = (qvc + pNAv)
νA + pNνB

B v1/3

Rcoll
p,q : Collision radius = (qvc + pNAv)

1/3

insertion p = 0, 1 4πΘAins
p,q;i,j(Dp,q +Di,j)D

∗
p,q;i,j

(Rcoll
p,q +Rcoll

i,j )(Rcoll
p,q +Rcoll

i,j +Rcor
i )

D∗

p,q;i,j(R
coll
p,q +Rcoll

i,j )+(Dp,q+Di,j)Rcor
i

i ≥ 2
Ains: Efficiency factor = exp

(

−α(q, j)i1/2p
)

, α: constant

D∗

p,q;i,j : Diffusion in corona = Dp,q

(

cp/c
cor
i,j

)3/2

Rcor
i : Corona radius = NνB

B i(1−νB)/2v1/3

fusion p ≥ 2 4πΘAfus
p,q;i,j

(Dp,q+Di,j)D
fus
p,q;i,j(R

coll
p,q +Rcoll

i,j )(Rcoll
p,q +Rcor

p +Rcoll
i,j +Rcor

i )

Dfus
p,q;i,j(R

coll
p,q +Rcoll

i,j )+(Dp,q+Di,j)(Rcor
p +Rcor

i )

q ≥ 2
Afus: Efficiency factor = exp

(

−α(q, j)max(p1/2, i1/2)min(p, i)
)

Dfus
p,q;i,j : Diffusion for fusion = (kBT/ηsNp,q;i,jχp,q;i,j)(R

cor
p +Rcor

i )2/(Lp,q;i,j)
2

Np,q;i,j : Number of primitive steps in a corona tube = NB/(χp,q;i,j/v
1/3)5/3

χp,q;i,j : Primitive step length of corona tube = v1/3/(ccorp,qv + ccori,j v)
3/4

Lp,q;i,j : Contour length of corona tube = (Rcor
p +Rcor

i )2/χp,q;i,j

Parameters kB: Boltzmann constant

T : Temperature

ηs: Solvent viscosity

vc: Unit volume of organic molecule

v: Unit volume of polymer monomer

NA, NB: Unit number of monomers in A-block or B-block

νA, νB : Flory exponent

cp: Initial polymer concentration

ccor: Corona polymer concentration

To make solving the PBE computationally tractable, as well to make its implemen-

tation in a CFD simulation of an MIVR possible, a conditional quadrature method of

moments (CQMOM) has been proposed. CQMOM is similar to the quadrature method

of moment (QMOM) (91; 54) in the sense of obtaining N sets of weights and abscissas to

represent the moments. N -point accuracy requires inversion of 2N moments. Typically,

N = 3 is enough to provide accurate predictions. QMOM has been applied to PBE

systems and with prove accuracy and efficiency in univariate problems(92). However, in
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our bivariate system, QMOM can only reduce the equation number in one direction.(48)

(usually q is chosen to be solved with moment methods since it has a larger range), which

makes it easier to solve the ODEs but still difficult to couple with a CFD flow solver.

CQMOM, on the other hand, keeps the accuracy of QMOM while extending the moment

solution to multivariate cases. The idea of CQMOM is to find weights and abscissas of

the second variable conditioned on each set of weights and abscissas of the first variable.

In our FNP case, we can first find a set of weights and abscissas in the p direction (ob-

taining wi and pi), and for each wi and pi, find wij and qij in the q direction to construct

the moment-based PBE. This process is described below.

First, apply a moment transformation to the PBE in Eq. 6.18. The moment of kth

order in p and lth order in q is defined by

m(k, l) = 〈pkql〉 =
∞
∑

p=0

∞
∑

q=0

pkqln(p, q). (6.19)

The equation for the moments can then be derived as

dm(k, l)

dt
=

1

2

∞
∑

i=0

∞
∑

j=0

∞
∑

m=0

∞
∑

n=0

[(m+i)k(n+j)l−mknl−ikjl]β(i, j;m,n; ξ)n(i, j)n(m,n),

(6.20)

and can be written in continuous form as

dm(k, l)

dt
=

1

2

∫ ∞

0

∫ ∞

0

∫ ∞

0

∫ ∞

0

[(p+ q)k(p′ + q′)l − pkql − p′kq′l]

β(p, q; p′, q′; ξ)f(p, q)f(p′, q′)dpdqdp′dq′. (6.21)

Next, the bivariate number density function can be written in conditional form:

f(p, q) = f(p)f(q|p) =
Np
∑

i=1

Nq
∑

j=1

wiwijδ(p− pi)δ(q − qij) (6.22)

where f(q|p) is the conditional PDF of q given p. In CQMOM, the variable requiring

more nodes is chosen to be the independent variable and the one requiring less nodes is
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chosen to be the conditional variable. In our case, both p and q need three nodes to be

accurate, and thus the choices of independent and conditional variables can be switched

without affecting the results. Inserting the quadrature form of conditional PDF Eq. 6.22,

Eq. 6.21 can be closed in terms of the weights and abscissas:

dm(k, l)

dt
=

1

2

Np
∑

i=1

Nq
∑

j=1

Np
∑

m=1

Nq
∑

n=1

[(pi + qij)
k(pm + qmn)

l − pki q
l
ij − pkmq

l
mn]

β(pi, qij; pm, qmn; ξ)wiwijwmwmn. (6.23)

To find the weights and abscissas in Eq. 6.22, the following steps are performed:

1. Given m(k, 0) = 〈pk〉 for k = 0, · · · , 2Np − 1, use the PD algorithm to find {wi, pi}

for i = 1, · · · , Np.

2. For each l = 1, · · · , 2Nq − 1, solve for 〈ql〉i using a linear system derived from

m(k, l) = 〈pkql〉 =
∑Np

i=1wip
k
i 〈ql〉i for k = 0, · · · , Np − 1. For example for l = 1,

m(k, 1) =
∑Np

i=1wip
k
i 〈q〉i generates the linear system:













w1 w2 w3

w1p1 w2p2 w3p3

w1p
2
1 w2p

2
2 w3p

2
3

























〈q〉1
〈q〉2
〈q〉3













=













m(0, 1)

m(1, 1)

m(2, 1)













,

which is solved to find 〈q〉i:












〈q〉1
〈q〉2
〈q〉3













=













w1 w2 w3

w1p1 w2p2 w3p3

w1p
2
1 w2p

2
2 w3p

2
3













−1 











m(0, 1)

m(1, 1)

m(2, 1)













.

Note that since 〈ql〉i is the conditional moment, 〈q0〉i = 1 for each i.

3. For each i, use the PD algorithm to invert the moments 〈ql〉i for l = 0, · · · , 2Nq −1

to find {wij, qij}.

The moments needed to solve this bivariate-CQMOM case are given in Table 6.2 for

Np = Nq = 3.
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Table 6.2 Moment list for bivariate-CQMOM case with Np = Nq = 3

m(0,0) m(0,1) m(0,2) m(0,3) m(0,4) m(0,5)
m(1,0) m(1,1) m(1,2) m(1,3) m(1,4) m(1,5)
m(2,0) m(2,1) m(2,2) m(2,3) m(2,4) m(2,5)
m(3,0) ↓ ↓ ↓ ↓ ↓
m(4,0) 〈q〉1 〈q2〉1 〈q3〉1 〈q4〉1 〈q5〉1 → {w1j , q1j}
m(5,0) 〈q〉2 〈q2〉2 〈q3〉2 〈q4〉2 〈q5〉2 → {w2j , q2j}

↓ 〈q〉3 〈q2〉3 〈q3〉3 〈q4〉3 〈q5〉3 → {w3j , q3j}
{wi, pi}

The conditional moment 〈q0〉i = 1 for each i.

When applying N=3-point QMOM to the p × q = 50 × 300 = 15, 000 case in the q

direction, the number of ODEs reduces to p × (2N) = 50 × (2 × 3) = 300. When the

second inversion is applied, 3-point-by-3-point CQMOM further reduces the number of

ODEs to 2 × Np + Np × (2Nq − 1) = 21, which makes it possible to couple the FNP

aggregation model with the CFD simulations.

The moment equation are implemented in the two-environment mixing model in the

CFD simulation. The governing equations for the moments of kth order for p and lth

order for q (m(k, l)) in environments 1 and 2 are modified from Eq. 6.23:

∂p1m(k, l)1
∂t

+∇ · (〈U〉p1m(k, l)1) = ∇ · [ΓT∇(p1m(k, l)1)] + γp1p2(m(k, l)2 −m(k, l)1)

+
1

2
p1

Np
∑

i=1

Nq
∑

j=1

Np
∑

m=1

Nq
∑

n=1

[(pi,1 + qij,1)
k(pm,1 + qmn,1)

l − pki,1q
l
ij,1 − pkm,1q

l
mn,1]

β(pi,1, qij,1; pm,1, qmn,1; ξ1)wi,1wij,1wm,1wmn,1 (6.24)

and

∂p2m(k, l)2
∂t

+∇ · (〈U〉p2m(k, l)2) = ∇ · [ΓT∇(p2m(k, l)2)] + γp1p2(m(k, l)1 −m(k, l)2)

+
1

2
p2

Np
∑

i=1

Nq
∑

j=1

Np
∑

m=1

Nq
∑

n=1

[(pi,2 + qij,2)
k(pm,2 + qmn,2)

l − pki,2q
l
ij,2 − pkm,2q

l
mn,2]

β(pi,2, qij,2; pm,2, qmn,2; ξ2)wi,2wij,2wm,2wmn,2. (6.25)
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Note that β(i, j; p, q; ξ) is a function of the mixture fraction ξ that the last two terms

in Eqs. 6.24 and 6.25 are only turned on when the non-solvent/solvent ratio reaches a

certain value depending on the solubility of the compounds. By solving Eqs. 6.8–6.25,

the mixing-sensitive problem can be resolved, which accounts for a realistic setting in

experimental operations.

Simulation setup

The simulation case comprises two opposing inlet streams containing solvent and the

other two containing nonsolvent. Inlet velocities are set constant and all feed streams

have the same magnitude. The velocity and turbulence fields are obtained first by solving

the k-ǫ model. Next, the following variables in the two-environment model are solved as

passive scalars:

• Probabilities of environments 1 and 2: p1 and p2.

• Probability-weighted mixture fractions: p1ξ1 and p2ξ2.

• Probability-weighted moments p1m(k, l)1 and p2m(k, l)2 for { k = 0, . . . , 2Np − 1,

l = 0} and {k = 0, 1, 2, l = 1, . . . , 2Nq − 1} with Np = Nq = 3.

The boundary conditions at the inlet for the scalars are given in Table 6. Since in the

FNP process, both the polymer and organic are dissolved in the solvent, the boundary

conditions for the moments in environment 1 correspond to all polymers as unimers

and organics as molecules. The zero-th order of moment m(0, 0)1, representing the total

number density, has a normalized initial value as 1. As the mono-dispersed inlet condition

is given, only m(k = 1 − 5, l = 0)1 and m(k = 0, l = 1 − 5)1 have the value of initial

concentrations normalized by the total particle number and the rest of the moments in

environment 1 are 0. Since there are no particles in the non-solvent at the inlet, all the

moments in environment 2 are 0.
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Table 6.3 Boundary conditions for scalars

solvent non-solvent
p1 1 0
p2 0 1
ξ1 0 0
ξ2 1 1
m(0, 0)1 1 1
m(k = 1− 5, l = 0)1

pini
pini+qini

pini
pini+qini

m(k = 0, l = 1− 5)1
qini

pini+qini

qini
pini+qini

m(k = 1− 2, l = 1− 5)1 0 0
m(k, l)2 0 0

pini and qini are initial concentrations of polymer and organic, respectively.

The initial concentration of polymer is pini = 5.583mol/m3, and that of organics is

cini = 49.496mol/m3. The solvent temperature is 297 K and the solvent viscosity is

ηs = 1 × 10−3 kg/m · s. The Boltzmann constant is kB = 1.38 × 10−23m2 · kg · s−2K−1.

The characteristic aggregation time τagg can be approximated by

τagg =
ηs
kBT

1

NAvo(cini + pini)
≈ 1× 10−8 s, (6.26)

where NAvo is Avogadro’s number = 6.022× 1023#/mol. Note that τagg is much smaller

than the characteristic mixing time (≈ 1 ms), and thus a time-splitting method is used

with the flow solver (100). Steps to solve the competition aggregation system are shown

below:

1. First solve the steady-state flow and turbulence field 〈U〉, k, and ǫ.

2. Solve for steady-state mixing field p1 and p2, pξ1 and pξ2.

3. Find the time-dependent solution for probability-weighted moments

(φ = p1m(k, l)1, p2m(k, l)2) using splitting method (100; 101)
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(a) φ∗ = φn +
∫ △t/2

0
S(φ)dt. S(φ) is the source term due to micromixing and

aggregation in Eqs. 6.24 and 6.25 with the FNP aggregation kernel reported

in Table 6.1.

(b) φ∗∗ = φ∗+ transport by convection and diffusion terms.

(c) φn+1 = φ∗∗ +
∫ ∆t

∆t/2
S(φ) dt.

with fixed ∆t calculated from CFL condition ∆t = min(0.5∆l/〈U〉cell), where ∆l is the

average cell length and 〈U〉cell is the corresponding cell velocity. Step 3 is performed until

a steady state is reached.

Results and Discussion

Turbulence field in MIVR

Since an MIVR generates vortex flow, it can be observed that the flow is more turbu-

lent near the center, which is also the place where mixing and reactions occur. As shown

in Figure 6.4, the highest TKE (k) in MIVR is located at the center of the reacting

chamber through the connecting part to the outlet. The kinetic energy dissipation (ǫ) is

also increasing toward the center where most flow redirection and collisions are observed.

The highest ǫ takes place at the connecting part of the outlet tube and reacting chamber,

where the flow strongly collides with the wall while entering a small volume from a big

chamber.

It can be expected that when the inlet velocities are increased, which also means

jet Reynolds number Rej increases, the turbulent flow area will increase and provide a

more homogeneous mixing flow. This is also indicated in the micro-PIV and LES results

(37), where stronger vortex flow and more homogeneous mixing zones were shown in the

comparison of velocity profiles. The turbulence field is indicative of the mixing effects.

However, in dealing with mixing-sensitive cases such as the FNP process, it is necessary
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(a) k (b) ǫ

Figure 6.4 Turbulence fields for Rej = 240.

to further analyze the mixture variables and the aggregation statistics to see how Rej is

closely linked the the FNP results.

Mixture fraction

The mixture fraction represents the mixing progress. Initially, ξ1 = 0 and ξ2 = 1,

through micromixing, ξ1 increases and ξ2 decreases toward the mean 〈ξ〉 = p1ξ1 + p2ξ2.

At complete mixing, ξ1 = ξ2 = ξ (= 0.5 in our equal feed ratio case). As shown in Figure

6.5(a), ξ1 starts from 0 and increases inside the reacting chamber due to mixing with

ξ2. On the other hand, ξ2 starts from 1 and decays toward 0.5 in the reactor as shown

in Figure Figure 6.5(b). At the outlet, the outflow-averaged mixture fraction 〈ξ〉 can be

obtained using the similar formula in Eq. 6.17:

〈ξ〉 = 1

Q

∫

〈ξ〉〈U〉 · ~n dSout. (6.27)

In all cases, 〈ξ〉 = 0.5 when the simulation is fully converged.

The value of ξ in the FNP process plays a crucial role. As discussed before and shown

in Figure 6.3, the solvent and non-solvent need to reach a certain ratio for the polymer

or organic solute to precipitate. Typically, organic solutes have smaller solubility so that
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(a) ξ1 (b) ξ2

Figure 6.5 Contours of mixture fraction for Rej = 240.

ξo < ξp. In this work, ξo = 0.1 and ξp = 0.4. Thus, after complete mixing ξ will be greater

than ξo and ξp. Since in the non-solvent, ξ2 starts from 1 and decreases toward ξ so that

it is always larger than the critical mixture fraction for polymer ξp = 0.4, the aggregation

always takes place in Environment 2 as soon as there is organic and polymer present due

to mixing with environment . On the other hand, the particles in Environment 1 remain

soluble until ξ1 > ξo for organics and ξ1 > ξp for polymers.

Based on Figure 6.3, three major aggregation mechanisms can be identified in the

mixing-sensitive FNP process. In the solvent-rich stream (environment 1):

1. When ξ1 ≤ ξo, particles are dissolved and thus no aggregation occurs.

2. When ξp ≥ ξ1 > ξo, only organics are precipitated. Note that since at this stage

the polymers are still dissolved, the organics can aggregate freely without being

stabilized.

3. When ξ1 > ξp, both organics and polymers are aggregating. At this time, the

aggregation process will be slowed down by polymer stabilization.
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In the non-solvent-rich stream (environment 2):

1. When ξ2 = 1, there is no mixing yet and thus no presence of organic or polymer in

environment 2.

2. When ξ2 < 1, aggregates appear in environment 2 through micromixing, both

organics and polymer are precipitated in the non-solvent since ξ2 ≥ 0.5 > ξp =

0.4 > ξo = 0.1. Thus, in Environment 2, organics do not have a pure free coupling

period as in environment 1.

Aggregation zones

Since it has been observed that ξ causes different aggregation mechanisms, the fol-

lowing aggregation zones can be identified due to different distribution of ξ:

1. No aggregation zone (N): ξ1 ≤ ξo and ξ2 = 1.

2. Organic only aggregation zone (O): ξp ≥ ξ1 > ξo.

3. All aggregation zones: ξ1 > ξp.

How these zones are distributed is of a great interest. In Figure 6.6, the N-, O-, and P&O-

zones in environment 1 are found by finding the iso-surfaces of ξ1 = 0.1 and ξ1 = 0.4.

In environment 2, O-zone does not exist since ξ2 > ξ > ξo, N- and P&O-zone can be

found by finding 1 > ξ2 > 0. At Rej = 240, the P&O-zone is eye-shaped, which is caused

by the vortex flow being not well macromixed. At higher Rej = 475, the P&O-zone

becomes rounder and smaller due to the higher flow velocity. The shrinkage of the P&O

zone indicates macromixing dominates micromixing in the MIVR and thus even when

the flow is more turbulent, the homogeneous mixing zone does not increase accordingly.

This feature can also be observed in contours of the characteristic macro- and micro-

mixing times (τmac and τmic, respectively) in Figure 6.7. The micromixing time, also
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(a) Environment 1, Rej = 240 (b) Environment 2, Rej = 240

(c) Environment 1, Rej = 475 (d) Environment 2, Rej = 475

Figure 6.6 Aggregation zones in MIVR.
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(a) τmic, Rej = 240 (b) τmic, Rej = 475

(c) τmac, Rej = 240 (d) τmac, Rej = 475

Figure 6.7 Contours of micro- (τmic) and macro- (τmac) mixing times.
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known as small-scale segregation time, is modeled by

τmix =
1

2γ
(6.28)

where γ is the micromixing parameter given in Eq. 6.7. τmac is given by the characteristic

decay time for the large-scale segregation variance 〈ξ′2〉LSS (31):

τmac =
〈ξ′2〉LSS

2Γ|∇〈ξ〉|2 (6.29)

where

〈ξ〉LSS = (〈ξ〉 − ξ)2. (6.30)

In Figure 6.7(a) and Figure 6.7(b), it is shown that for Rej = 475 the flow is more

turbulent and thus the micromixing time is smaller throughout the reactor. However,

in Figure 6.7(c) and Figure 6.7(d), it is shown that τmac only slightly reduces at higher

Rej. This shows that in the MIVR, the mixing is always macromixing controlled, and

moderate turbulent flow will yield similar mixing results as highly turbulent flow.

Aggregation in MIVR

When the mixture fraction changes to ξ1 > 0.1 in environment 1 and ξ2 < 1 in envi-

ronment 2, aggregation starts and we observe the FNP features by looking at the moment

fields and related properties derived from them. When moment methods are applied to

solve the PBE, the details on the particle size distribution are missing. However, the

moments themselves represent important statistics such as number density and particle

mean size.

The zeroth-order momentm(0, 0), representing the total number density of aggregates

is shown in Figure 6.8 and Figure 6.9. In environment 1, where all the polymer and or-

ganics were dissolved initially, m(0, 0) has a normalized value of 1 in the inlet containing

solvent. m(0, 0)1 decreases from 1 toward the mean 〈m(0, 0)〉 = p1m(0, 0)1 + p2m(0, 0)2

when entering the reacting chamber from the inlet streams. After entering the reacting
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(a) m(0, 0)1 (b) m(0, 0)2

Figure 6.8 Contours of m0,0 for Rej = 240.

chamber, m(0, 0)1 decays rapidly and has a different distribution due to different mixing

levels. Close to the center, where the flow is better mixed and corresponds to the previ-

ously discussed P&O-zone, m(0, 0)1 has a distinctly lower value, indicating more solutes

are precipitated and aggregating.

In environment 2, there is no organic solutes or polymers existing initially, m(0, 0)2

remaining 0 at the inlet, and increases toward 〈m(0, 0)〉 while entering the reacting cham-

ber. As shown in Figure 6.8(b), in the reacting chamber, unlike m(0, 0)1, m(0, 0)2 has a

noticeable but not as distinct pattern in the center, which indicates a more homogeneous

aggregation zone distribution in environment 2. At the outlet, the outflow-averaged

moments are calculated by integrating over the outlet cross-section:

m(k, l)e =
1

Q

∫

m(k, l)e〈U〉 · ~n dSout. e : enviroments1, 2 (6.31)

At Rej = 240, m(0, 0)1 = 1.1908 × 10−2 and m(0, 0)2 = 1.1924 × 10−2 (+0.13%). At

Rej = 475, m(0, 0)1 = 1.2370 × 10−2 and m(0, 0)2 = 1.2304 × 10−2 (−0.5%). This

indicates that mixing and aggregation are complete at the outlet for both cases.
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(a) m(0, 0)1 (b) m(0, 0)2

Figure 6.9 Contours of m0,0 for Rej = 475

The average aggregation numbers, 〈p〉 and 〈q〉, can be obtained from the moments:

〈p〉e =
m(1, 0)e
m(0, 0)e

(6.32)

and

〈q〉e =
m(0, 1)e
m(0, 0)e

(6.33)

where e = 1, 2 represents the eth environment. Figure 6.10 shows the contours of

average aggregation numbers for p and q in both solvent and nonsolvent environments

on the plane located at the middle height of the reacting chamber. 〈p〉1 ( Figure 6.10(a))

shows an inhomogeneous aggregation zone in the center, where the average aggregation

number is higher. As discussed before, the eye shape is influenced by the flow pattern

due to poor macromixing. Similar observations can be made in Figure 6.10(c), where 〈q〉1
is especially high near the center of reactor. These observations are made in different

aggregation zones:

1. N-zone: pure solvent environment where 〈p〉1 and 〈q〉1 remain at their initial values

pini/(pini + qini) = 0.1174 and qini/(pini + qini) = 0.8826, respectively.
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2. O-zone: organics start aggregating but not polymer. 〈p〉1 only increases due to the

reduction of m(0, 0)1 (caused by organic aggregation) and exchange with environ-

ment 2. This zone corresponds to mixture fractions in the range ξp ≥ ξ1 > ξo.

3. P&O-zone: both polymer and organics are aggregating.

In environment 2, 〈p〉2 and 〈q〉2 are on the other hand more homogeneous, since it

has been discussed before that ξ2 always passes the aggregation threshold. Only two

aggregation zones can be identified in environment 2:

1. N-zone: nonsolvent does not contain organic solutes or polymers and thus no ag-

gregation.

2. P&O-zone: both organics solutes and polymers are always insoluble in environment

2 and thus aggregation happen upon the appearance of the polymer unimer and

organic molecules. The eye-shaped zone has higher values of average aggregation

numbers, and this is due to the fact that these two environments constantly change

toward the mean by micromixing. Since in environment 1 the eye-shaped zone has

higher average aggregation numbers, environment 2 is also affected.

Figure 6.11 and Figure 6.12 show the extracted dataline of the means (〈p〉, 〈q〉) and

standard deviations (〈p′2〉, 〈q′2〉) plotted along the x-axis (crossing the middle-height of

the reactor chamber) for Rej = 240 and Rej = 475, respectively. The standard deviation

is obtained by

〈p′2〉 =
√

m(2, 0)

m(0, 0)
− 〈p〉2 (6.34)

and

〈q′2〉 =
√

m(0, 2)

m(0, 0)
− 〈q〉2. (6.35)
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(a) 〈p〉1 (b) 〈p〉2

(c) 〈q〉1 (d) 〈q〉2

Figure 6.10 Contours of aggregation statistics for Rej = 240.
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Figure 6.11 Aggregation number statistics at the centerline crossing the
middle-height reactor chamber for case Rej = 240.
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At steady state, the locations inside the reactor correspond to the aggregation progress.

The particles are soluble in the inlets, and precipitate upon entering the aggregation

zones (O- or P&O- zones, depending on the particle types), continuing aggregating while

flowing toward the center to exit from the reacting chamber to the outlet.

For Rej=240, it is easily seen that both 〈p〉1 and 〈p〉2 are highest in the center (Figure

6.11(a)), corresponding to a later stage of aggregation. 〈p〉2 is generally larger than 〈p〉1
other than the center because the polymer can aggregate throughout the reactor chamber

in environment 2 and yet only in the center part in environment 1. In Figure 6.11(b),

〈q〉 has a similar shape to 〈p〉. Note that in environment 1, the organic aggregation takes

place in both O-zone and P&O-zone. However, the calculation of the mean aggregation

number is based on total particle numbers, and thus does not show obvious difference on

the 〈q〉1 plot.

From the standard deviation plots in Figure 6.11(c) and Figure 6.11(d), it has shown

that 〈p′2〉1 and 〈q′2〉1 have similar shapes to 〈p〉1 and 〈q〉1, respectively. In environment

1, only organics are aggregating in the O-zone, resulting in little change of total particle

numbers, and thus reflect small variations on both aggregation numbers. In P&O-zone,

all particles are aggregating, showing significantly larger 〈p′2〉 and 〈q′2〉. In environment

2, the particles have all P&O- zone throughout the reactor, and therefore the distribution

of 〈p′2〉 and 〈q′2〉 is more homogeneous. Generally, 〈q〉 > 〈p〉 and 〈q′2〉 > 〈p′2〉, indicating

that the organics are more active in aggregating than the polymers.

Similar observations are made for the case Rej = 475. The profiles have “sharper”

shapes, indicating faster flow toward the center. In this case, all the statistics have similar

values. At the center point of the dataline, 〈p〉 is 0.8% smaller than that at Rej = 240.

For the standard deviation, 〈p′2〉 at Rej = 475 is 6.74% smaller than that at Rej = 240,

indicating that higher Rej can slightly narrow the particle size distribution.

To obtain the overall product statistics at the outlet, the outflow-averaged moments
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Figure 6.12 Aggregation number statistics at the centerline crossing the
middle-height reactor chamber for case Rej = 475.
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are calculated using Eq. 6.31. After 〈m(k, l)〉 is obtained, the mean and standard devi-

ation are calculated using Eqs. 6.32, 6.33, 6.34 and 6.35. The results are listed in Table

6.4. It has shown that the mean particle size is smaller at higher Rej, and the parti-

cle size distribution is narrower. However, while Rej increases significantly, the particle

size mean and variance only improves slightly, indicating that mixing is limited by the

reactor, which is in accordance with the discussion of mixing in the aggregation zones

section.

Table 6.4 Product statistics at the outlet

Rej = 245 Rej = 475 difference %

〈p〉 4.9279 4.7505 -3.73%

〈q〉 37.0601 35.7198 -3.75%

〈p′2〉 19.5738 18.1398 -7.90%

〈q′2〉 174.7719 160.4703 -8.91%

Conclusions

A comprehensive model of Flash NanoPrecipitation has been proposed in this work.

The model combines a PBE with aggregation and scalar mixing models in a CFD simu-

lation of a MIV reactor. The FNP process is represented by a bivariate PBE containing

organic particles and amphiphilic copolymer chains. A competitive aggregation model is

applied to describe particle formation. A new numerical approach (CQMOM) for solving

the PBE has been described and applied to the CFD simulation. CQMOM has shown

its efficiency in reducing the number of moments required to model the bivariate system.

The CFD model has been successfully validated by previous work and serves as a reliable

basis for integration with kinetics modeling.



160

In the CFD simulation results, different aggregation zones have been located and ac-

counted for the different particle size distributions for cases with different Rej. The dis-

tribution of the non-aggregation zone, organic-only aggregation zone, and all-aggregation

zone is highly influenced by different segregation patterns of the mixing zones. It has

also been shown that the MIVR is macromixing and has to be operate carefully to obtain

homogeneous mixing.

Future work will further examine the FNP process by testing reactors with different

geometries. Also, by testing different cases such as changing jet Reynolds number or

the aggregation model parameters, it should be possible to optimize the operations and

predict the product properties in a fast and economic way.
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7. SUMMARY

In the previous chapters, we have acquired the fundamental knowledge of the MIV

reactor and the basic model for Flash Nanoprecipitation(FNP) has been established.

In Chapter 2, the mixing study of the MIV reactor employing the parallel reaction

system was reported. A computational fluid dynamics (CFD) model has been developed

and successfully validated against the experimental data. The simulation work has pro-

vided good visualization of the flow field and helped interpretation of mixing effects. The

fields of velocity, turbulence, chemical reagent concentration, mixture-fraction scalar...,

etc. have been observed with different operations. The conversion of the slow reagent,

which is served as the ”chemical ruler” in the parallel-reaction system, is found to be a

function of the Reynolds number Re. From the plot of conversion vs. Re, a transitional

point at Re ≈ 1000 can be identified at which the flow turns from laminar to turbulent.

As an extension from the mixing study, the microPIV experiment has been conducted

and more detailed computational approach LES has been employed to investigate the de-

tailed flow in the MIV reactor and further validate the turbulence model applied in the

previous work. The detailed experiment description and data analysis are reported in

Chapter 3. It has shown that both the laminar and turbulent flow regimes within a mi-

croscale multi-inlet vortex reactor can be accurately measured using microPIV, and thus

this work is going to serve as the fundamental step in the development of computational

models of the Nanoprecipitation process within a microscale MIV reactor.

Since a reliable CFD model for the flow within an MIV reactor has been established,
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the research work on Nanoprecipitation has been then carried onto the model study for

the precipitation process, which details are reported in Chapter 4. In this work, a bivari-

ate PBE system has been proposed to model the aggregation phenomenon among the

organic particles and copolymer micelles. The concept of conditional quadrature method

of moments (CQMOM) has been introduced and applied to solve the equations contain a

large number of variables, where p has been still solved discretely while q has been solved

as abscissas. In this system, the number density solved contains information of the aggre-

gation numbers of organics (q for O-type) and that of the polymer micelles (p for P-type).

The aggregation kernel has been modeled based on different aggregation mechanisms in-

cluding the Brownian aggregation for pure O-type particles or the micellization while

P-type micelles are involved, where the two-region model has been developed to describe

the aggregate stabilization mechanism. The results have shown that the aggregation

model is successful in predicting micelle aggregation in a homogeneous condition.

To further bring the FNP process to a study accounting for the mixing, we then fo-

cused on developing a numerical solution that is accurate and computationally economic.

The task in implement of PBE in the CFD simulation of the flow within an MIV reactor

encounters the scalar limit problem. In Chapter 4, we applied QMOM approximation

on only one variable, which reduces the number of scalars to 2N × pmax. However, the

average aggregation number of polymer is usually on the order of 102 and thus for a case

with N = 3, we still need to solve 2 × 3 × 100 = 600 scalars in a single environment,

which makes it computationally prohibitive to couple PBE with CFD. To overcome this

problem, the idea of conditional moments is extended. In Chapter 5, we extended the

idea of CQMOM and demonstrated the novel method to apply quadrature approxima-

tion on both variables, yielding very reliable results. This method significantly reduced

the scalar number to Np(2Nq + 1) for the fixed node number method or 3NpNq for the

adaptive node method, and therefore established the bridge between PBE and CFD.
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In Chapter 6, we ultimately were able to build a comprehensive model of FNP by

coupling the PBE with CFD. The bivariate PBE was integrated into a CFD code with

CQMOM. In this work, we were able to identify different aggregation zones in the MIV

reactor, which was strongly influenced by the mixing zones. Our results show that the

MIV reactor is macromixing controled, that is, the mixing is majorly influenced by the

geometry of the reactor and the needs careful operation.

This comprehensive study of FNP has covered topics from fluid dynamics to molecular

scale of kinetic modeling. A few points can be addressed in the future work:

1. According to our study, the mixing in MIV reactor is affected by the geometry,

and thus a mixing study can be conducted on the reactor with different height-to-

diameter ratios for process optimization.

2. In our study, we validated the scalar mixing model by the products due to the

limitation of experiments. With an optical technique allowing visualization of inside

of the reactor, such as Laser-induced fluorescence (LIF), we can further prove the

validity of the model.

3. The comprehensive kinetic model for FNP needs to be tested with different param-

eters.

4. The numerical approach CQMOM can be extended to multivariate and applied to

other studies than population balance.
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