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CHAPTER 1. BACKGROUND

1.1 Introduction

In this chapter, we will first introduce the concept of traffic grooming and traffic grooming problems in WDM optical networks. Second, we will particularly introduce the multipoint traffic grooming problem, which includes three communication modes: multicast, many-to-one and many-to-many. Finally, we will introduce network survivability and summarize general network resilience techniques.

1.1.1 The Traffic Grooming Problem

Wavelength-division multiplexing (WDM) technology allows an aggregate traffic on the order of Tbps to be carried on a single fiber, with each wavelength carrying traffic in the tens of Gbps order. In WDM networks, data is allocated and transported in all-optical channels where each end-to-end optical channel is called a ”lightpath”. A lightpath can traverse one or multiple physical fiber links and each link has to use the same wavelength if the network nodes are not equipped with wavelength converters. Otherwise, a lightpath does not need to comply with the wavelength continuity constraint such that any available wavelength can be used by a lightpath on any physical link traversed.

Although each wavelength can carry data up to 100 Gbps based on the current technology [1], the traffic demands of network applications are at much smaller granularities than wavelength bit rates. In order to utilize network capacity more efficiently, a number of flows from multiple network connections with sub-wavelength granularities may be packed onto the same lightpath. This process of allocating low bit rate tributary streams to a lightpath with high bandwidth is referred to as traffic grooming [2]. To be capable of grooming the traffic, a node
should be equipped with devices to multiplex or demultiplex low rate traffic streams at the sub-wavelength layer, which is the electronic layer. Such device is called Electronic Add/Drop Multiplexer (ADM), which is required at a node if it either has data to transmit to or receive from another counterpart.

There are two types of traffic grooming problems, static and dynamic. In the static problems, traffic demands are given in advance and the objective is usually to minimize the overall network cost of provisioning all the traffic demands. As the dominant cost of optical networks, the number of ADMs is considered as the objective to be minimized in most of the literature. In the dynamic scenarios, the traffic requests are generated and arrive at the networks in real time and the traffic only stays for a certain period of time. Due to the lack of knowledge of future traffic demands and the limited network resources, some incoming traffic requests may not be provisioned due to the lack of available resources. Therefore, the objective for dynamic traffic grooming is usually to maximize the throughput or minimize the blocking probability of connections.

1.1.2 Multipoint Traffic Grooming

The unicast service is the dominant service type in the Internet and both the static and dynamic unicast traffic grooming problems have been widely studied in the literature. Recently, multipoint communication has emerged as an important service mode for a number of applications such that real-time multimedia streaming, distributed computing and so on. Multipoint communication includes many-to-one, one-to-many (multicast) and many-to-many, in which many-to-many traffic mode is the generalization of all-to-all traffic scenario. All-to-all communication requires all nodes in the network to exchange their traffic, while in the many-to-many case, there are multiple communication groups and each node in a group has to receive the data from all the other users in the same group. Since a single multipoint application is very unlikely to consume the entire bandwidth provided by a wavelength, multipoint traffic grooming becomes essential.

As the most common multipoint service, a multicast session will form a multicast tree in
the network rooted at one source and destined to multiple destinations. Multicast will be
implemented in the next generation internet as an intrinsic functionality at the IP layer, in
which each router is able to replicate an incoming packet into multiple copies and deliver them
through multiple outgoing links. In order to transmit data through optical channels, however,
data at each router on the multicast tree has to go through O-E-O conversion, defined as Optical
to Electronic to Optical conversion, since incoming optical signals have to be converted into
electronic signals in order to be duplicated at the electronic domain, e.g., at the IP layer.
The duplicated data then needs to be converted back to the optical domain and continue the
transmission. In this case, the data stream may experience a large delay due to the O-E-O
conversion at each intermediate node.

However, a more efficient way to perform multicasting in optical networks is at the optical
layer by using optical splitters, which are passive devices that are capable of splitting one
optical signal into multiple copies with each copy transmitted at a fraction of the power. If
a multicast session is provisioned as a tree in the optical domain, it is called a "light-tree".
Implementing a light-tree results in two advantages: low latency and cost reduction. Without
O-E-O conversion at each intermediate node, traffic can be transmitted on the optical layer
transparently with less latency. Moreover, duplicating traffic at the optical layer avoids extra
traffic generation and termination such that the number of required ADMs can be reduced.
Compared to the high cost of an Electronic ADMs, the cost of deploying optical splitters is
almost negligible.

On the contrary, many-to-one service is the opposite of multicast services where the traffic
streams from multiple sources merge and are aggregated in the network to reach the same
destination. Traffic has to be terminated at merging point in order to be aggregated and
allocated into the same lightpaths, which can only be performed in the electronic domain. Thus,
a many-to-many service can be considered as the combination of many-to-one and multicast
services and can be implemented in both the electronic and optical domains. Considering the
complexity of either many-to-one or multicast traffic grooming problems, many-to-many traffic
grooming problems are at least as hard as the two problems.
1.1.3 Network Survivability

Network survivability, defined as networks’ ability to continue functioning correctly in the presence of failures of any network components, is an important requirement for WDM optical networks due to their ultra-high capacity [3]. A single failure can disrupt millions of applications and results in tremendous revenue loss to both end users and network operators. The common requirement of the downtime of a leased connection in the industry is less than 5 minutes per year [1]. Although many network components can cause the failure of a connection, such as fibers, switches, transceivers and so on, the most common network failure is the link failure and most likely it is the fiber cut because of construction and dig up. Therefore, link failures will be the only failure event considered in our study.

In general, there are two ways to provide recovery from failures, namely, protection and restoration. In the protection paradigm, each connection is provisioned and allocated certain amounts of spare resources for protection, which can be used to reroute the traffic upon a failure on the connection. The protection resources are allocated to each connection prior to any network failure. On the contrary, the restoration paradigm does not assign any spare resource for the protection in advance. Upon a failure, network has to search spare resources to reroute each disrupted connection around the failure. Clearly, restoration paradigm cannot guarantee the protection for any service and may take much longer to recover traffic upon a failure, due to the real-time resource searching and backup provisioning. However, the protection paradigm can guarantee the protection of any provisioned connection and has much better control of the traffic recovery time. Therefore, protection strategies are more favored in the network survivability, and our study here will focus on protection-based schemes.

Any protection-based scheme consists of two types of spare resource allocation, dedicated and shared. Dedicated protection schemes assign a unique unit of spare resource specifically for each connection whereas shared protection schemes allow multiple connections to share the same unit of resource for protection in order to increase resource efficiency. However, there is a trade-off between the resource efficiency and traffic recovery speed. In general, dedicated protection schemes provide faster traffic resilience than shared protection schemes, because no
reconfiguration is needed in the middle of a backup route upon a network failure. If a unit of spare resource is shared among a number of connections, some network nodes may need to reconfigure their switches in order to reroute the traffic correctly, which may result in a longer recovery time. Dedicated protection schemes are prevalently adopted in ring-based networks. As mesh-based networks emerge, shared protection schemes become more popular due to the significant capacity savings. However, by carefully designing the protection scheme, the traffic recovery time can also be controlled within a low range, which is comparable to dedicated protection schemes.

Although network survivability can be implemented on multiple layers, such as the optical layer (WDM, SONET and etc.), the link layer (ATM, MPLS and etc.) and the application layer, the optical layer provides the most effective protection mechanism against link failures in optical networks, particularly in all-optical switching networks, since all the disrupted traffic can be recovered in a matter of tens of milli-seconds and the information required for traffic recovery and the design on the management plane can be much simpler. Thus, we will focus on the protection schemes in the optical layer.

1.2 Literature Review

In this section, we will study the recent work of traffic grooming and survivability in the literature. We will first review the work addressing multipoint traffic grooming problems in both WDM ring and mesh networks. And then we will study the related work of network survivability in optical mesh networks. A variety of protection schemes handling link failures will be reviewed for both unicast and multicast service modes.

1.2.1 Multipoint Traffic Grooming

1.2.1.1 WDM Ring Networks

Due to the prevalence of unicast services in networks, both static and dynamic unicast traffic grooming problem have been widely studied in the literature. Among a number of network architectures, ring topologies drew significant attention in the research community
due to the availability of legacy SONET equipment, which are usually configured in ring topologies, especially in Metro areas [5]-[9]. A survey of traffic grooming problems in WDM ring networks was conducted in [5], which also proved the problem NP-complete. References [7], [8] and [9] solved the problem of unicast traffic grooming in ring networks by defining the number of transceivers or ADMs as the cost objective to be minimized. Reference [8] proposed a near-optimal heuristic algorithm to solve the static traffic grooming problem and reference [9] formulated the same problem as an ILP and then proposed Simulated-annealing-based heuristic for solving the problem. Reference [7] studied several OADM ring architectures and addressed both static and dynamic traffic patterns. Furthermore, the authors in [6] consider another cost criterion, the number of routing wavelengths, as the major cost factor and obtain the optimal solutions by using an ILP formulation. They also derive several bounds on the total number of wavelengths used for provisioning.

As multipoint services are being introduced in the Internet to serve a growing number of applications, many recent work starts to address multipoint traffic grooming in ring networks. The work presented in [11]-[14] address the all-to-all traffic pattern in which every node has to receive traffic from the rest of the nodes in the network. In [11], the authors proposed algorithms to obtain the optimal solution for some special traffic scenarios and derived a lower bound on the number of ADMs required in the case of uniform all-to-all communication. They also proposed an optimal algorithm to pack the low bit rate traffic streams into the minimum number of wavelengths at a hub node if traffic bifurcation is allowed. Similar work was done in [12] and [13], in which several lower and upper bounds are obtained for general uniform all-to-all traffic scenarios and the optimal solutions are obtained if certain conditions are satisfied with the grooming ratio and the number of nodes in the network by using graph theory techniques. Arbitrary traffic scenarios are studied in [14]. In [15], authors proposed a new multicast virtual path scheme and several multicast assignment schemes on SONET rings to implement video conferencing, which is a specific application of all-to-all communication. The objective minimized in this work is bandwidth utilization.

Both [17] and [18] cope with multicast traffic grooming in WDM ring networks and consider
the cost of electronic devices as the objective. However, another cost function similar to the number of ADMs, defined as the number of e-DaC grooming ports, is presented in [17] where an e-DaC grooming port refers to Electronic Drop-and-Continue grooming ports, in which part of the traffic is dropped off at a node, and the rest of the traffic continues. Adopting the similar idea of multicasting in the optical domain, the authors in [18] proposed a node architecture, referred to as the Tap-and-Continue node, in which a node is capable of replicating optical signals in the optical domain using optical splitters, and one copy is dropped locally, while the remaining signal continues on the fiber without the additional cost of ADMs. Although multicast, many-to-one and all-to-all traffic patterns have been studied in both SONET and WDM ring networks, to the best of our knowledge, many-to-many communication has not been addressed in the literature, which will be one of the problems addressed in this dissertation.

1.2.1.2 WDM Mesh Networks

Traffic grooming in mesh-based WDM networks has attracted an increased amount of effort in the research community due to the transition from ring to mesh networks. A lot of work has addressed unicast traffic grooming problems [2],[19]-[21]. The authors in [2] defined the basic traffic grooming problem and proved it NP-complete in mesh networks and then proposed a novel network model based on an auxiliary graph in [19], by which a unicast traffic grooming can be achieved with various objectives. A number of heuristic algorithms are also proposed to solve both static and dynamic problems. However, the study presented in [20] focus on minimizing the number of optical transponders (ADM, LTE and etc) with static traffic requests. The problem is first formulated as an Integer Linear Program and then solved by a heuristic method by decomposing the problem into two subproblems, in which the first subproblem (traffic grooming and routing) is solved first, and the solution is used as an input to the second subproblem (wavelength assignment). The study presented in [21] addressed the dynamic traffic grooming case, but the traffic demands can incorporate both unicast and multicast modes.

Recently, multipoint traffic grooming in mesh networks became very important and this is
why a number of studies addressing this problem have recently appeared in the literature [22]-[24]. Reference [22] addresses network design and session provisioning under both static and dynamic multicast traffic cases and summarizes a variety of algorithms to solve the grooming problem. Furthermore, the authors in [23] developed a unified framework for the optimal provisioning of multicast traffic grooming with static traffic. An ILP formulation is designed to minimize the total number of electronic equipments and wavelengths used. In order to solve large size problems, a number of heuristic approaches are proposed. Many-to-one traffic grooming problem was studied in [24] and the problem was first formulated as an Mixed ILP and then solved by an Dynamic Programming heuristic approach. A more recent work presented in [25] studied many-to-many traffic grooming in mesh networks, in which a couple of Mixed ILP formulations were proposed based on two provisioning approaches. By studying the optimal solutions obtained by solving MILPs, the authors also proposed a heuristic that can achieve near-optimal solutions but significantly reduces the time complexity comparing original MILPs.

1.2.2 Survivability in WDM Mesh Networks

We discuss the various protection schemes in all-optical WDM mesh networks. A comprehensive study of survivability in optical networks is provided by reference [4]. A protection scheme is usually evaluated by four criteria: recovery speed, restorability, capacity efficiency and algorithm scalability [26]. They are explained as follows:

- Recovery speed: how fast the disrupted traffic can be recovered upon a failure.
- Restorability: what type of failures that a protection scheme can cope with, such as single-link, multiple-link or node failure.
- Capacity efficiency: how much capacity to provision and protect the traffic demands.
- Algorithm scalability: how efficiently the algorithm can run as the problem size increases.

In the context of WDM mesh networks, we will focus on link failure scenarios, in which single-link failure will be the main concern in our study.
1.2.2.1 Link/Segment-based Protection Schemes

Link-based protection schemes are the most straightforward protection approaches. Once a span is down, the two end nodes of the failed span will reconfigure their switches and reroute all the traffic traversing that span through a backup path that connects the two end nodes. The corresponding failure recovery architecture was proposed in [26]. Since the end nodes can immediately detect the failure and reconfigure their switches, this type of protection schemes usually provides the fastest recovery speed.

Extended from link-based schemes, segment-based protection schemes protect segments, where a segment is defined as a sequence of successive links. A path is divided into a number of segments and each segment is protected by a backup path. Any link failure occurring in a segment results in the failure of the segment such that the traffic traversing this segment will be rerouted through the backup path. The recovery process is similar to that of link failure protection and relatively takes longer recovery time but less capacity than link-based protection schemes.

Both link and segment-based protection schemes against single-link failure have been studied extensively in the literature. There are two types of link-based approach: dedicated and shared [27]-[30]. Shared Link Protection (SLP) schemes have a significant advantage over Dedicated Link Protection (DLP) schemes in terms of capacity cost. However, DLP has better traffic recovery time than SLP because the capacity sharing in SLP can result in longer switching time on backup paths. Due to the flexibility of segments, a number of shared segment-based protection schemes were proposed in the literature recently. First, a heuristic algorithm, named Short Leap Shared Protection (SLSP), was proposed in [31], in which a path is divided into several equal-length and overlapped segments. And then the problem with segment-based protection was formulated as an ILP in [32]. However, the high complexity of the ILP makes it incapable of solving large-sized problems and therefore a near-optimal dynamic programming heuristic algorithm was proposed. A new shared segment protection method was proposed in [33] along with the GMPLS-based recovery framework. The simulation results with dynamic traffic showed that the proposed approach achieved high reliability of transport services and
has advantages over both link and path-based protection schemes.

1.2.2.2 Path-based Protection Schemes

Path-based protection schemes drew great attention in the research community due to the high capacity efficiency. A path here is defined as a lightpath instead of a path in the application layer such that protection can be implemented in the optical layer. The path-based protection schemes can be failure independent and failure dependent. In failure independent path protection (FIPP) schemes, each working path is protected by a unique link-disjoint backup path between the same pair of nodes. If a link fails on the working path, the traffic switches to the backup regardless of the location of the failure. However, a working path may be protected by multiple distinct backup paths in failure dependent path protection (FDPP) schemes. Based on the location of the failure, the end nodes of the path choose the corresponding backup path to reroute the traffic. FDPP schemes have greater flexibility but require more complex implementation.

We first review FIPP schemes. The dedicated path protection (1+1) was studied in both [3] and [34], in which each path is protected by a backup path with a dedicated wavelength. However, it is not efficient in terms of network capacity. Furthermore, the problems using both shared and dedicated path protection schemes are formulated as ILPs in [30] and the capacity efficiency and the traffic recovery time of different schemes were compared. It was shown that Shared Path Protection (SPP) schemes provide significant savings in capacity utilization over Dedicated Path Protection (DPP) and link-based protection schemes. Among all the protection schemes, an approach, called Shared Backup Path Protection (SBPP), achieves the optimal capacity cost [3, 29]. However, in terms of traffic recovery time, the results in [30] showed that path-based schemes take longer time than link-based schemes, and that shared protection schemes perform worse than dedicated protection schemes, which demonstrated the tradeoff between the capacity efficiency and traffic recovery speed. Moreover, two types of FDPP schemes are proposed in [35] and [36], respectively, in which Strict FDPP scheme, proposed in [35], does not switch to the backup path until a failure occurs on the working
path. On the contrary, traffic may be switched from a working path to a backup path upon a failure, even if this failure does not occur on any link used by the working path. This method is referred to as Flexible FDPP and is proposed in [36].

1.2.2.3 \( p \)-Cycle-based Protection Schemes

A promising protection technique designed particularly for mesh networks is the preconfigured protection cycles (\( p \)-cycles). A \( p \)-cycle can achieve the speed of ring-based schemes with capacity efficiency of mesh [39, 40]. \( p \)-Cycles are established by assigning the spare capacity into pre-configured cycles. As a link protection scheme, \( p \)-cycles only need to reconfigure the two end nodes of the failed link and hence achieve a very short traffic recovery time since the protection path along the cycle is fixed and pre-configured. Besides the on-cycle links, a \( p \)-cycle can also protect straddling links. A unitary \( p \)-cycle can protect two units of working capacity on a straddling link by providing two diverse paths on the cycle, which accounts for the enhanced capacity efficiency of \( p \)-cycles.

Since the concept of the \( p \)-cycle was first introduced in [39], a large number of papers in the literature have addressed the \( p \)-cycle design problem with unicast traffic against a single-link failure. The authors in [39]-[41] solved the problem in two steps by first routing the connections using routing algorithms and then selecting the best candidates from the enumeration of all the cycles to protect the established connections. However, the optimality of the solution was relaxed by dividing it into two subproblems. The approaches proposed in [42] and [43] solve the problem optimally by minimizing the total cost of primary and protection capacity jointly. Besides link protection, \( p \)-cycles are also extended to protect segments and paths in [44] and [45], in which [45] proposed a Failure Independent Path-Protecting (FIPP) \( p \)-cycle approach that achieves the best capacity efficiency among all \( p \)-cycle-based protection schemes. The work conducted in [46] actually showed that \( p \)-cycles achieve much better capacity utilization than dedicated protection schemes and slightly less than shared link and path protection schemes.
1.2.2.4 Multicast Protection Schemes

Due to the high capacity of a fiber, a single fiber cut may lead to more serious consequence in the scenario of multicast service compared to unicast service, since the data delivery to multiple nodes can be disrupted. Therefore, efforts have been exerted to deal with protection of a multicast session against single link failure.

A straightforward method proposed in [77] is to find two link disjoint light-trees such that both of them start from the source and end at the destination nodes. It is clear that this method is not capacity efficient and it is not always possible to find two link-disjoint trees in a network. In [79], the authors introduced a number of protection schemes: link-based, segment-based and path-based. In link-based and segment-based approaches, a multicast session is routed first to construct a multicast tree, and then each link or segment on the tree is protected by a path starting at the tail node and finishing at the head node of the link or segment it protects. Alternatively, a path-based protection scheme also proposed in [79], named optimal path-pair-based shared disjoint paths (OPP_SDG) algorithm, achieves the best result in terms of network resource efficiency by self-sharing primary and spare capacity [81]. The idea is to find two shortest link disjoint paths for each source and destination pair.

Recently, a couple of new technologies were applied to the survivability problem of multicast services, namely, p-cycle [83] and network coding [84]. They do have some nice features such as fast recovery speed of p-cycle or high bandwidth utilization of network coding. However, the design of a p-cycle to protect multicast session can be fairly complicated compared with the link protection. For instance, the ILP formulations proposed in [83] soon become intractable as the problem size increases. Network coding introduces extra computational cost as well as O-E-O conversion since network coding can only be performed in the electronic domain in current optical networks, which may introduce an additional expense.

1.3 Outline of Thesis

The rest of the thesis will be organized as follows:

- Chapter 2 addresses the many-to-many traffic grooming problem in unidirectional ring
networks [10]. We propose to employ network coding instead of traditional traffic grooming scheme to provision given many-to-many traffic requests. Two types of unidirectional ring networks, single-hub and unhubbed, are considered, respectively.

- Chapter 3 addresses unicast protection problem against double-link failures by using $p$-cycles [37]. This chapter is a collaborative work, in which both static and dynamic traffic scenarios are addressed. My major contributions are the theoretical analysis of protection conditions and static traffic protection. The objective of static traffic protection problem is to optimize the total provisioning cost and is formulated as an Integer Linear Program (ILP). In another part, the work addresses dynamic traffic protection where two heuristic algorithms are proposed to address this cases.

- Chapter 4 presents a new protection scheme, extended from traditional $p$-cycle, called $p$-cycle with Parasitic Protection links (PPL). A $p$-cycle with PPL is named as $p^2$-cycle [38]. We will study the cost and failure recovery performance of $p^2$-cycles and apply $p^2$-cycle to both static and dynamic traffic scenarios.

- Chapter 5 addresses the multicast survivability problem against any single-link failure with minimum cost [75]. We will propose a new protection scheme, namely, Segment-based Protection Tree (SPT), to protect a multicast session and then extend it to address dynamic traffic by proposing two heuristic algorithms. The overall performance of cost and failure recovery will be studied.

- Chapter 6 will conclude the thesis as well as the future work.
CHAPTER 2. MANY-TO-MANY TRAFFIC GROOMING IN WDM RING NETWORK USING NETWORK CODING
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Abstract

In this paper we address the problem of traffic grooming in WDM rings with all-to-all and its generalization to many-to-many service by using network coding. We consider minimizing the number of Line Terminating Equipment (LTE) on two types of unidirectional rings, namely, single-hub and un-hubbed rings, as our objective. In single-hub rings, we investigate the minimum cost provisioning of uniform all-to-all traffic in two cases: where network coding is used to linearly combine data, and where it is not used and data is transmitted without coding. We generalize the service mode to many-to-many and evaluate the cost of provisioning. In un-hubbed ring, we propose a multi-hub approach to obtain the minimum cost provisioning in the case of all-to-all and many-to-many traffic. In each type of ring topology, two network scenarios are considered: first, the distinct communication groups in the ring are node-disjoint and second, the different groups may have common member nodes. From our numerical results, we find that under many-to-many traffic pattern for both scenarios, network coding can reduce the network cost by 10-20% in single-hub rings and 1-5% in un-hubbed rings in both network scenarios.

1This is a modified version of the work published in J. of Lightwave Tech., 2009, Vol. 27, Issue 19, pp. 4209-4220 [10].
2.1 Introduction

Wavelength-division multiplexing (WDM) technology allows an aggregate traffic on the order of Tbps to be carried on a single fiber, with each wavelength carrying traffic in the tens of Gbps order. However, the traffic demands of network applications are at much smaller granularity than wavelength bit rates. In order to utilize wavelength capacity more efficiently, a number of flows from multiple network connections with sub-wavelength granularity may be packed onto the same wavelength. This process of allocating low bit rate tributary streams to wavelengths with high bandwidth is referred to as traffic grooming. There are two types of traffic grooming problems, static and dynamic. The objective of the static problem is usually to minimize the overall network cost, given the traffic demands, whereas in the dynamic problem, maximizing the throughput or minimizing the blocking probability of connections.

The static traffic grooming problem of unicast traffic has been widely studied in the literature [2], [6, 20]. But recently, multipoint traffic has become more important in a number of application environments, and this is why a number of studies addressing multipoint traffic grooming have recently appeared in the literature [22, 23, 24]. Among a number of network architectures, ring topologies drew significant attention in the research community due to the availability of legacy SONET equipment [7, 8, 9]. In ring networks, both all-to-all [11, 12, 13, 15], multicast [17, 18] and arbitrary [14] traffic scenarios have been studied. Most of the literature addressing this problem focuses on evaluating and reducing the dominant cost in the optical network, namely, Electronic Add-Drop Multiplexers (ADM), which is required at a node if it either has data to transmit to or receive from another counterpart. The number of ADMs required at a node is only a function of the number of lightpaths established and terminated at the node. Another cost function that is similar to the number of ADM is the number of e-DaC grooming ports presented in [17], which refers to Electronic Drop-and-Continue grooming ports, in which part of the traffic is dropped off at a node, and the rest of the traffic continues.

In this paper, we address the static traffic grooming problem of a class of multipoint traffic in unidirectional ring networks with the number of electronic Line Terminating Equipments
(LTE) ports, be it ADM ports, as the network cost. The number of wavelengths and the cost of other optical equipment, such as the optical splitter (which is negligible compared to the electronic LTEs) are not factors to be considered here. We consider uniform all-to-all traffic grooming, in which all users in the network exchange data. We also consider a generalized case where there are multiple communication groups and each node in a group has to receive the data from all the other users in the same group. A user may belong to multiple groups. We consider two types of unidirectional rings, namely, single-hub and un-hubbed rings. In a single-hub ring [16], all the traffic has to be sent to the hub and then forwarded to the destinations by the hub. In an un-hubbed ring, there is no such hub.

All-to-all traffic can be implemented using two approaches, unicast and multicast. In unicast mode, traffic duplication can only be implemented in the electronic domain, whereas in multicast mode, traffic duplication can be done in the optical domain by using optical splitters. If a node needs to send a traffic stream on two outgoing links, the node requires two LTE ports in unicast mode but only one in multicast mode. All-to-all communication will benefit significantly in terms of the network cost by dividing it into multiple multicast sessions. However, it requires multicast capable nodes to be deployed in the network. The corresponding node architecture is referred to as the Tap-and-Continue node, and is introduced in [18], in which a node is capable of replicating optical signals in the optical domain using optical splitters, and one copy is dropped locally, while the remaining signal continues on the fiber without the additional cost of LTEs. Since each node on the unidirectional ring has only one incoming link and one outgoing link, and routing of all lightpaths is fixed along the direction of the ring, there is only one possible way to multicast - drop and forward. We use such node architecture to implement any multicast needed in the network.

Network coding [85] is a promising new technique that enables network nodes to perform algebraic operations on the multiple received packets besides simply forwarding them. It has been applied to a variety of network applications in order to improve the performances, such as in multi-hop wireless networks [92], network tomography [89], network protection [66, 90] and content distribution in peer-to-peer networks [91]. However, it is rarely applied to optical
networks for the cost saving objective. We will study two unidirectional ring networks, single-hub and un-hubbed, and investigate whether applying network coding will reduce the network cost to provision given traffic requests.

The paper is structured as follow. In Section 2.2, we introduce network coding and its benefit in saving LTE ports in optical networks. We will explore the network costs with or without applying network coding in single-hub and un-hubbed rings in Section 2.3 and 2.4, respectively. Numerical results of multiple many-to-many communication will be shown in Section 2.5. Finally in Section 2.6, we conclude the paper.

### 2.2 Network Coding in Optical Networks

Network coding is a novel technique which was originally proposed for improving network capacity, particularly in multicast scenarios[85, 86]. Besides the traditional routing functions, network nodes are designed to linearly combine packets arriving at input edges and transmit those combinations on output ports. By carefully choosing coding coefficients for each coding node in a network, where a coding node refers to a network node that has the capability of forming linear combinations of packets, a network can achieve the maximum multicast throughput for a given multicast request, which is equal to the min-cut max-flow of the network. In other words, given a traffic demand, employing a network coding scheme may provision the traffic by utilizing fewer network resources than the traditional routing scheme. Work has been done in recent years to explore the efficient coding schemes. For example, a classic polynomial time algorithm of codes construction for multicast traffic is proposed in [87] and a random coding scheme is proposed in [88].

In an optical network, traffic flow is carried and conveyed in a lightpath as an optical signal. To establish a lightpath, one LTE port is needed at the source to originate the signal and one is required at the destination to terminate it, and then the total number of LTE ports\(^2\) required at each node is the total number of lightpaths terminated and originated at this node. Given a multicast service request, if network coding scheme can be employed to reduce the

\(^2\)In rest of this paper, we use LTE to represent LTE port for short.
total bandwidth used, the total number of lightpaths required may be reduced, which will consequently result in a saving in the total network cost.
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Figure 2.1 An example of LTE cost reduction through network coding

An example is shown in Figure 2.1 to illustrate the benefits of using network coding to save network cost in terms of LTE in a multicast traffic scenario. In the given network, one multicast session needs to be implemented, in which one source $S$ generates two traffic flows $\lambda_1$ and $\lambda_2$ and both of them should be received by all three destination nodes $T_1$, $T_2$ and $T_3$. We also assume that each traffic flow takes an entire wavelength to accommodate. Thus, Figure 2.1.(a) shows the provisioning of the multicast session by using the traditional routing scheme. In order to achieve the multicast throughput, which is 2 in this case, four lightpaths have to be set up at source $S$ and one of its outgoing links need to carry two traffic flows. In this case, links $(S, A)$ and $(S, C)$ carry one optical signal each and link $(S, B)$ must carry two optical signals. We assume that each intermediate node is deployed with the capability of both multicasting and forwarding functionality in optical domain and thus no LTE is required at node $A$, $B$ and $C$. Therefore, source node $S$ requires four LTEs to establish the lightpaths and each destination node needs two LTEs to receive the traffic. Network coding is introduced in Figure 2.1.(b) to provision the same multicast service. Instead of generating four optical signals at source $S$ in (a), only three lightpaths need to be set up as shown, in which two of them carry the original traffic flow $\lambda_1$ and $\lambda_2$ and the third one carries the encoded data.
\( \lambda_1 + \lambda_2 \) generated by performing bitwise operation "Exclusive OR" on the two original signals. In this case, node \( T_1 \) will receive the traffic \( \lambda_1 \) and \( \lambda_1 + \lambda_2 \) while node \( T_3 \) receives \( \lambda_2 \) and \( \lambda_1 + \lambda_2 \). Clearly, both nodes perform "XOR" operation on the received flow in order to recover the original traffic \( \lambda_2 \) and \( \lambda_1 \), respectively, and hence multicast service is fulfilled. Therefore, employing network coding in the example in Figure 2.1.(b) reduces the cost by one LTE at the source node \( S \) when compared to the cost required in 2.1.(a).

Although a recent study has introduced ways to conduct the network coding operation in optical domain\[93, 94]\, our scheme is based on the current network infrastructure where network coding can only be implemented in an electronic domain, which requires the traffic that participates in the network coding operation to go through O-E-O conversion at the coding nodes. Such conversion may not be necessary if traditional routing is used. Thus, employing network coding may require more LTEs to terminate original traffic and regenerate encoded signals at coding nodes, hence making the problem a trade-off between reduction in the number of coding nodes and the reduction in LTEs in order to use fewer lightpaths in total. Moreover, applying network coding to optical networks also introduces new issues such as where and how should network coding be performed? The answer to this question is straightforward in a single-hub ring network. Since all traffic is collected by the hub, the hub is the perfect node to combine packets. However, it is not as clear in an un-hubbed ring. In addition, achieving network coding requires determining the coding scheme and the finite field size \( GF(q) \) from which we choose coding coefficients. Of course, network coding does not come for free, and all the coding nodes should be equipped with the capability of coding, which introduces extra computation cost in the application layer. Compared to the cost of LTEs in physical layer, however, such resource consumption is almost negligible. Therefore, we only consider the number of LTEs as the network cost in this paper.

### 2.3 Cost Analysis in Single-hub Unidirectional Ring

In this part, we address the problem of grooming all-to-all traffic in a single-hub unidirectional ring and then extend the problem to address many-to-many traffic service. In many-to-
many communication, multiple groups are required to fulfill the all-to-all service where each group consists of two or more nodes. We consider two different network scenarios where groups are node-disjoint and when a node may belong to different groups. In each scenario, the cost of provisioning traffic is derived using two approaches: traditional routing and by applying network coding. For many-to-many communication, we prove that the traffic grooming problem is NP-complete and also propose an Integer Linear Programming (ILP) formulation to solve the problem optimally in the case where the groups are non-disjoint.

2.3.1 Uniform all-to-all traffic

Under all-to-all service, each node should receive data from all the other nodes on the ring. The problem can be stated as follows: Given a group of \( n \) nodes and grooming factor\(^3\) \( g \), each node \( i \), generates and transmits traffic at constant rate, \( r \), and must receive the traffic sent by other nodes such that the network resources, the LTEs in particular, are minimized.

We assume each data unit has to be transmitted to the hub before being relayed to the destination(s). As mentioned earlier, each node is equipped with optical splitters such that traffic can be duplicated in the optical domain. Moreover, we allow traffic bifurcation, which refers to splitting the traffic from a session over multiple lightpaths, since this may result in the minimum number of lightpaths and achieve the minimum overall cost in the case when \( g \) is not a multiple of \( r \).

The all-to-all communication process involves two steps. The first step is to deliver traffic upstream from nodes to the hub. In the second step, the hub grooms the traffic into the minimum number of wavelengths and multicasts the groomed traffic downstream to every node on the ring. In the upstream direction, each node generates \( r \) units of low-rate traffic stream, which requires \( \lceil r/g \rceil \) wavelengths to accommodate the data as well as \( \lceil r/g \rceil \) LTEs to send it, and the hub needs \( \lfloor r/g \rfloor \) LTEs to receive the traffic from one node. Either grooming the traffic from different nodes before sending it to the hub, or sending data to the hub directly by each node, will not change the total number of LTEs during the upstream process. This

\(^3\)Grooming factor refers to the maximum number of low-rate traffic demands that can be multiplexed into one wavelength channel.
only effects the number of wavelengths used. However, the number of wavelengths is not a factor of the network cost according to our assumptions. Thus, there are $n[r/g]$ unidirectional lightpaths established from each node to the hub in the upstream process and the total cost includes the LTEs used by the nodes to transmit traffic and the hub to receive traffic, which is $n[r/g] + n[r/g] = 2n[r/g]$.

Let us consider downstream now. The total amount of traffic units collected at the hub is $nr$. Since traffic bifurcation is allowed, the minimum number of wavelengths can be used to pack all the traffic, denoted by $[nr/g]$, which is also equal to the number of LTE required by the hub to transmit and by each node to receive. Each node employs a tap-and-continue function which splits the optical signal and receives a small portion of power that is just enough to be detected and leave the rest of power to continue propagating on the ring. Such a power splitting function, performed by optical splitters, enables a broadcast service to be fulfilled by using only $n + 1$ LTEs, one required at the hub and one required at each receiving node. Thus, broadcasting all of the traffic, which requires $[nr/g]$ wavelengths, will use a minimum cost of $(n + 1)[nr/g]$ LTEs for the downstream traffic delivery.

To sum up, the resources consumed in both the upstream and downstream direction result in an overall minimum cost of $2n[r/g] + (n+1)[nr/g]$ LTEs to achieve all-to-all communication.

### 2.3.2 Application of Network Coding

When using network coding, it is obvious that the hub is a perfect place to perform network coding, since all data has to be delivered to the hub first and then converted into electronic signals for grooming, and hence no additional LTEs will be needed for O-E-O conversion to perform network coding. Therefore, the encoding operation is performed at the hub and the decoding is done at each node. We can also consider this problem in the upstream and downstream contexts. Since upstream is unicast and no network coding is needed, the number of LTEs required in the upstream process remains the same. In order to save sub-wavelength channels in the downstream data delivery, we use the following coding scheme. Since each node needs to receive data from different $n - 1$ nodes, then without implementing network
coding but using splitters, each node has to receive all the data units from the hub, which is denoted by \( nr \), in order to achieve minimum network cost. However, if a node receives linear combinations of the traffic instead of the original data, only \( n - 1 \) linearly independent combinations are needed. By counting its own data in, each node has \( n \) linearly independent combinations, from which original data of all other nodes can be decoded, given the coding coefficients are known. This is the basic idea for using network coding to save lightpaths and hence LTEs.
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**Figure 2.2** An application of network coding in a single-hub ring

The example shown in Figure 2.2 illustrates how to use network coding in the downstream process. We suppose that the hub has received the traffic from nodes \( A, B \) and \( C \) whose data units are denoted by \( a, b, c \), respectively. The grooming factor is 2 and transmission rate at each node is 1. Hence, each wavelength is able to accommodate the traffic transmitted by two nodes. Instead of sending all the traffic \( a, b \) and \( c \) to each node on the ring, the hub encodes the data and generates code words \( a + b \) and \( b + c \) using modulo 2 addition and broadcast
them. Hence, node $A$ will have combinations $a, a + b$ and $b + c$, where

\[
\begin{bmatrix}
a \\
a + b \\
b + c
\end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 \\ 1 & 1 & 0 \\ 0 & 1 & 1 \end{bmatrix} \begin{bmatrix} a \\ b \\ c \end{bmatrix}
\]

Therefore, the coefficient matrix shown above has a full rank such that $a$, $b$ and $c$ can be decoded from the combinations. Following the same method, node $B$ and $C$ are also able to obtain all the original data $a, b, c$. Apparently, this coding scheme can be applied to the $n$-node case where the hub needs to generate $n - 1$ linearly independent combinations which are also independent from all raw data units and broadcast them to each node.

Hence, in the case where the number of nodes is $n$ and the traffic rate associated with each node is $r$, the cost of upstream transmission does not change from the case without network coding, which is denoted by $2n \lceil r/g \rceil$. In the downstream direction, however, the total traffic that the hub has to deliver is reduced to $(n - 1)r$ which requires $\lceil (n - 1)r/g \rceil$ wavelengths. The total cost of LTE ports in the downstream is $(n + 1)\lceil (n - 1)r/g \rceil$.

### 2.3.3 Multiple Many-to-Many Groups

In practice, the most common applications which use the all-to-all service mode are multimedia conferences and cooperative processing. Usually, there is more than one multimedia conference group simultaneously in the network. Thus, it is essential to consider multiple groups. In this scenario, the network nodes are divided into multiple groups, and within each group, nodes engage in all-to-all communication, while the traffic rates can be different in different groups. Therefore, the overall cost savings by the application of network coding in a single-hub ring with all-to-all traffic demand is $(n + 1)\left(\lceil nr/g \rceil - \lceil (n - 1)r/g \rceil\right) \geq 0$. The savings can be either in LTEs or network bandwidth, depending on the specific network scenarios as indicated above.

**Disjoint Groups** The definition of disjoint groups is straightforward - it refers to the case in which different groups do not share any common node. The problem of optimizing the
network cost in a disjoint group is stated as follows: minimize the number of LTEs used in a single-hub unidirectional ring, given \( m \) disjoint groups where each group \( i \) \((1 \leq i \leq m)\) has \( n_i \) \( (n_i \geq 2) \) nodes and each node has to transmit \( r_i \geq 1 \) units of traffic to all the other nodes within the same group.

Let us consider the case without network coding first. The process is similar with the all-to-all case, which includes upstream and downstream process. The analysis still begins with the upstream process. Every group \( i \) is independent from each other such that the total number of LTEs used is the sum of LTEs consumed by each group individually. Following the analysis in Section 3.2.1, for each group \( i \), the upstream consumes \( 2n_i \lceil r_i/g \rceil \) LTEs, resulting in \( \sum_{i=1}^{m} 2n_i \lceil r_i/g \rceil \) in total.

In the downstream direction, the hub first grooms the traffic from the same group together. For group \( i \), the number of wavelengths used to carry the traffic is \( \lceil r_in_i/g \rceil \), and \( \lfloor r_in_i/g \rfloor \) of them are filled up and sent back to the nodes belonging to the same group directly. Every lightpath used here is fully loaded and carries data for only one group. Thus, we only need to pay attention to the remaining portion of aggregate traffic for each group that cannot fill up a single wavelength if it exists, since it may need to be groomed with the traffic from other group(s) before delivery in order to save the lightpaths and hence LTEs. Each group has at most one piece of such traffic. This piece of traffic of group \( i \) is equal to \( n_ir_i - g\lfloor r_in_i/g \rfloor \). We denote this portion of the traffic by \( p_i \), where \( 0 \leq p_i < g \). Thus, the problem can be stated formally as follow:

**Problem GMP**: Given \( m \) pieces of traffic, each piece \( i \) with \( p_i \) units and has to be received by the corresponding \( n_i \) nodes, groom and multicast the traffic at the hub such that the total LTE used is minimized.

**NP-completeness** In the optimal solution, any \( p_i \) must not be bifurcated and packed into more than one wavelength. We can prove it by contradiction. Assume that one piece \( p_i \) is split and assembled into two different wavelengths, which costs each node of group \( i \) two LTE ports to receive. This results in \( 2n_i \) LTE ports in total. If the hub uses a separate wavelength to send \( p_i \), it only takes \( n_i \) LTEs at the nodes and 1 more LTE at the hub. Since
2n_i - (n_i + 1) = n_i - 1 \geq 0$, it means that any optimal solution can be transformed to be the solution without traffic bifurcation for the problem. Therefore, this problem turns into a special case of general traffic grooming problem in a ring network, which has been proven to be NP-complete by reduction from *Bin Packing problem* in polynomial time in [11].

**Solutions without Network Coding** We now analyze the minimum network cost of many-to-many groups communication without employing network coding. The network cost of upstream transmission for $n$ groups has been derived in 2), which is $\sum_{i=1}^{m} 2n_i \lceil r_i/g \rceil$. The cost of downstream transmission consists of two parts. The first part is the number of LTE ports used for broadcasting the lightpaths that are fully loaded for each individual group; the second part is the number of LTEs used for transmitting all the remaining traffic $p_i$. Since problem *GMP* is equivalent to the *Bin Packing problem*, which has been solved by many approaches in the literature, we consider two methods to obtain the minimum wavelengths in *GMP*. The first method is a heuristic algorithm based on First Fit Decreasing (FFD) [95]; In the second one, it is formulated by using Integer Linear Programming [96].

In the downstream transmission, for each group $i$, $\lfloor n_i r_i/g \rfloor$ wavelengths are fully utilized to pack the data, which takes $(n_i + 1) \lfloor n_i r_i/g \rfloor$ LTEs. To sum up, the total number of LTEs used to transmit this portion of the traffic is $\sum_{i=1}^{m} (n_i + 1) \lfloor n_i r_i/g \rfloor$. We use $W$ to denote the number of wavelengths used at the hub to accommodate the $p_i$ units of traffic of all the groups, which can be solved by either the heuristic or ILP described above. Hence, we need $W$ LTEs at the hub to transmit and 1 LTE for each node of group $i$ to receive $p_i$ if it exists, which is determined by a binary number, $\lfloor n_i r_i/g \rfloor - \lfloor n_i r_i/g \rfloor$. Therefore, the total cost of transmitting all the $p_i$ data units is equal to $W + \sum_{i=1}^{m} (\lfloor n_i r_i/g \rfloor - \lfloor n_i r_i/g \rfloor)n_i$.

Thus, the total network cost in both upstream and downstream for $m$ groups without network coding is:

$$\sum_{i=1}^{m} \left( 2n_i \lceil r_i/g \rceil + (n_i + 1) \left\lceil \frac{n_i r_i}{g} \right\rceil + n_i \left( \left\lceil \frac{n_i r_i}{g} \right\rceil - \left\lfloor \frac{n_i r_i}{g} \right\rfloor \right) \right) + W. \quad (2.1)$$

**Solutions with Network Coding** To apply network coding to single-hub ring networks, the hub acts as an encoder and generates $n_i - 1$ code words for each group following the same
coding scheme described in Fig.2.2 with coefficients from $GF(2)$. The combinations of original data has the same rate as the original traffic, which is $r_i$. Thus, network coding can reduce the total traffic broadcast rate for each group $i$ by $r_i$. The upstream transmission consumes the same amount of resources as in the case without network coding, but the total traffic rate turns out to be $(n_i - 1)r_i$ units for each group $i$ in the downstream process. Following the same computation rules used above, the network cost in this case also includes two parts. The first part is denoted by $\sum_{i=1}^{m} (n_i + 1)[(n_i - 1)r_i/g]$. In the second part, let $W'$ denote the minimum number of wavelengths used at the hub to pack all the remaining traffic $p'_i$ from each group after network coding.

Combining the cost spent in both upstream and downstream process gives us the total number of LTEs with the application of network coding in a many-to-many traffic scenario, which is expressed as:

$$\sum_{i=1}^{m} \left( 2n_i \left\lceil \frac{r_i}{g} \right\rceil + (n_i + 1) \left[ \frac{(n_i - 1)r_i}{g} \right] + n_i \left( \left\lceil \frac{(n_i - 1)r_i}{g} \right\rceil - \left\lfloor \frac{(n_i - 1)r_i}{g} \right\rfloor \right) \right) + W'. \quad (2.2)$$

### 2.3.4 Non-disjoint Groups

Intuitively, non-disjoint groups denote that in a network, communication groups are not node disjoint and hence some nodes may belong to multiple groups. It is clear that in single-hub ring network, non-disjoint group scenario is the generalization of disjoint group case. Therefore, it follows that the traffic grooming problem with non-disjoint groups is also $NP$-complete by reduction to the special disjoint group case.

Since the network cost is exactly the same for both cases with and without network coding in the upstream direction, we will just focus on the cost analysis of the downstream process. Assume after the hub grooms the data sent from the same group, each group $i$ has a remaining traffic $\text{rem}_i$ that may not be able to fill up a wavelength. Thus, the hub will groom $\text{rem}_i$ from all the groups together. The difference between this case and the node-disjoint group case is that by grooming the $\text{rem}_i$ of groups that share some common nodes, we save some LTEs at the common receiving nodes of these groups. Therefore, the hub may have preference to groom the $\text{rem}_i$ of the groups that have more common nodes together.
Consider the case in which there are three groups on the ring and each group has two nodes as shown in Figure 2.3. In example (a) on the left side, three groups are node disjoint in which node A and B belong to group 1, C and D belong to group 2 and E, F belongs to group 3, respectively. We assume that each group has a remaining traffic rem_i and the hub grooms them together and broadcasts them back to all the nodes on one lightpath. Thus, a total of seven LTEs are required, one at the hub and one at each receiving node, to fulfill the multicast communication from the hub to all other nodes. However, if the groups share some common nodes as depicted in the case in Figure 2.3.(b) where groups 1 and 2 share node B and groups 2 and 3 have a common node C, although each group still has two member nodes, there are only a total of four distinct receivers for the multicast. If rem_1, rem_2 and rem_3 happen to be packed into one wavelength, only five LTEs are needed, one for transmitting at the hub and four for receiving at each node. Therefore, utilizing such feature of node sharing among distinct groups, the total number of LTEs required will be reduced if the hub node can groom the right rem_i together. The greater the number of nodes being shared by the groups whose rem_i are groomed together, the greater the saving in LTEs.

In order to achieve the optimal solution of the total number of LTE required in downstream direction, we formulate the problem by using integer linear programming. Given the network topology, traffic rate and number of nodes of each group, as well as the number of nodes shared
by any pair of groups, we could achieve the optimal solution for both cases with and without using network coding. The only difference between the two cases is the remaining traffic $rem_i$ of each group $i$.

Without employing network coding in the network, for each group $i$, the total number of sub-wavelength circuits needed to broadcast at the hub is denoted by:

$$\text{tr}_i = \sum_{k=1}^{N} m^i_k r_i, \ \forall i \leq M$$

where $N$ is the total number of nodes, $M$ denotes the total number of groups and binary $m^i_k$ is equal to 1 if node $k$ is a member of group $i$.

Whereas in the case where network coding is applied, the total number of circuits for each group $i$ that needs to be broadcast at the hub is equal to:

$$\text{tr}_i = \left( \sum_{k=1}^{N} m^i_k - 1 \right) r_i, \ \forall i \leq M$$

Accordingly, for both cases, the remaining portion of traffic flow for group $i$ is denoted by

$$rem_i = \text{tr}_i - g \left[ \frac{\text{tr}_i}{g} \right], \ (0 \leq rem_i \leq g).$$

Therefore, the total number of LTEs required at the hub and nodes for remaining traffic communication can be obtained by solving the following ILP:

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W$</td>
<td>the maximum number of the wavelengths used in the formulation</td>
</tr>
<tr>
<td>$p^w_i$</td>
<td>the remaining circuit from group $i$ that is allocated into wavelength $w$ at the hub</td>
</tr>
<tr>
<td>$h^w_i$</td>
<td>a binary variable that equals 1 if a LTE is required at the hub to transmit the remaining traffic carried on wavelength $w$</td>
</tr>
<tr>
<td>$s^w_{i,j}$</td>
<td>a binary variable that equals 1 if wavelength $w$ carries circuits for both groups $i$ and $j$ where $i \neq j$; 0, otherwise</td>
</tr>
<tr>
<td>$m^i_k$</td>
<td>node $k$ is a member of group $i$, a constant given in the problem</td>
</tr>
</tbody>
</table>

**Objective:**

$$\text{Minimize} \ \sum_{w=1}^{W} h^w_i + \sum_{k=1}^{N} \sum_{i=1}^{M} \left( m^i_k - \bigvee_{j=1}^{W} \left( \sum_{w=1}^{W} s^w_{i,j} m^i_k m^j_k \right) \right)$$
• Subject to:

\[ h^w \geq \frac{1}{M} \sum_{i=1}^{M} p^w_i, \quad \forall w; \quad (2.3) \]

\[ \sum_{i=1}^{M} p^w_i \cdot \text{rem}_i \leq g, \quad \forall w; \quad (2.4) \]

\[ \sum_{w=1}^{W} p^w_i = 1, \quad \forall i; \quad (2.5) \]

\[ p^w_i + p^w_j - 1 \leq s^w_{i,j} \leq \frac{1}{2}(p^w_i + p^w_j), \quad \forall i < j \leq M, \ w \leq W. \quad (2.6) \]

The objective function consists of three terms. The first term denotes the total number of LTEs required at the hub. Since any \( \text{rem}_i < g \), any node of group \( i \) needs at most one LTE to receive the flow for this group. Hence, the second term sums up the number of LTEs required for all the nodes of group \( i \) if \( \text{rem}_i > 0 \). In the parenthesis, the first term sums up the total number of nodes for each group \( i \) without considering node sharing. It means that we may count some LTEs redundantly if a node \( k \) belongs to multiple groups. Therefore, in the second term in the parenthesis, we subtract the portion of the cost counted redundantly. If multiple groups, say \( i \) and \( j \), share one node \( k \) and their remaining traffic are packed into one wavelength, node \( k \) needs just one LTE to receive the traffic from both groups instead of two LTEs. Thus, one LTE should be subtracted. The notation \( \lor_{i}^{j} \left( \sum_{w=1}^{W} s^w_{i,j} m^w_{k} m_{ij} \right) \) denotes the disjunction operation over the terms from \( j = 1 \) to \( j = i \).

Constraint (2.3) ensures that if wavelength \( w \) is used to accommodate traffic of any group, the corresponding lightpath should be set up at the hub such that one LTE is required. The wavelength capacity constraint is satisfied by equation (2.4) such that any wavelength can be overloaded. Constraint (2.5) makes sure that each remaining traffic \( \text{rem}_i \) should be allocated into a wavelength. Constraint (2.6) ensures that if the circuits of group \( i \) and \( j \) are groomed into the same wavelength \( w \), then \( s^w_{i,j} \) should be 1.

Therefore, adding up the LTEs cost obtained from ILP to the network cost of provisioning the rest of the traffic will yield the total number of LTEs required in this downstream process.
This is represented by
\[
\sum_{i=1}^{M} (n_i + 1) \left\lfloor \frac{t_{r_j}}{g} \right\rfloor + LTE_{ILP}.
\] (2.7)

where \(LTE_{ILP}\) denotes the number of LTEs obtained by solving the ILP for the remaining traffic communication.

2.4 Cost Analysis in un-hubbed Unidirectional Rings

Following the same sequence of the previous section, we will first investigate the traffic grooming problem in an un-hubbed ring with all-to-all traffic and then generalize it to many-to-many group communication. All the assumptions made in the single-hub ring case remain except that a hub is not used.

2.4.1 Uniform all-to-all Traffic

The problem can be defined as follows: given a grooming factor \(g\) and a group of \(n\) nodes, each of which has \(r\) units of traffic, find the minimum number of LTEs required to fulfill all-to-all communication.

First, the lower bound and upper bound of the special case of unitary traffic, i.e. \(r = 1\), can be derived if optical splitters are allowed. Each node needs at least \(\left\lceil \frac{n-1}{g} \right\rceil\) LTEs to receive and one LTE to send traffic. Thus, the lower bound of network cost is \((1 + \left\lceil \frac{n-1}{g} \right\rceil)n\). However, if no traffic is groomed, the maximum number of LTEs requested is equal to \(n^2\), which can be considered as the upper bound on the cost of this special case.

For the general case of arbitrary \(r\), we propose a multi-hub approach to serve all-to-all demands while minimizing the total number of LTEs. The approach can be done in two steps:

1. Divide the nodes into a number of sub-groups such that the aggregated traffic of each sub-group is just enough to fill up a wavelength;

2. Choose one node of each sub-group as a hub to groom the traffic from other group members and broadcast the groomed traffic to all the nodes on the ring.
Unlike the situation of a single-hub ring where all nodes send traffic to the same hub, in an un-hubbed ring, once enough traffic is groomed to fill up a wavelength at a node, then this node will set up a lightpath and broadcast the data to the other \( n - 1 \) nodes on the ring. This node is called a ”hub” and we may have multiple hubs on the ring. The number of such hubs is equal to the number of wavelengths to accommodate all the traffic. The minimum number of wavelengths that can be achieved equals \( \lceil nr/g \rceil \). In addition, we only consider the case where \( r < g \), since if \( r \geq g \), the excess traffic \( (r - r \mod g) \) of each node can fill up separate \( \lfloor r/g \rfloor \) wavelengths without traffic grooming. In this case, we only need to consider the remaining traffic, denoted by \( r - g \lfloor r/g \rfloor \), which is less than \( g \). Thus, there is no need to consider the case where \( r > g \).
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Figure 2.4 All-to-all transmission in un-hubbed unidirectional ring using the multi-hub approach

Figure 2.4 illustrates the all-to-all transmission mechanism proposed in multi-hub approach. In such an un-hubbed ring network, nodes \( A, B, C \) and \( D \) need to exchange information represented by \( a, b, c \) and \( d \), respectively. In the example, the traffic rate of each stream is 2 and the grooming factor is \( g = 4 \). Each wavelength can accommodate traffic from two users. Thus, node \( A \) sends \( a \) to node \( B \) and then \( B \) packs both \( a \) and \( b \) into one wavelength and broadcasts the data to every node on the ring except itself. Such a process is called a broadcast cycle. Since
an optical splitter is used by each node to implement a drop-and-continue (DAC) functionality, each broadcast cycle consumes 6 LTEs, 2 for collecting data and 4 for broadcasting. Nodes $C$ and $D$ execute the similar process with node $D$ being the hub. Thus, two broadcast cycles are needed to accomplish the communication such that the total number of LTEs required is $2 \times 6 = 12$.

We analyze the network cost in two different cases: when $g$ is a multiple of $r$ or not. In fact, the case when $g$ is a multiple of $r$ is a special case of the other case in terms of the solution. Thus we will only discuss the case when $g$ is not a multiple of $r$ in detail.

In the case when $g$ is not a multiple of $r$, a wavelength cannot be filled up without traffic bifurcation. Minimizing the total number of wavelengths used for broadcasting with traffic bifurcation will result in the minimum number of broadcast cycles. However, each traffic split introduces two additional LTEs, because when a piece of traffic is allocated into two wavelengths instead of one, this requires two lightpaths to carry and results in two additional LTEs (one transmitter and one receiver). Alternatively, if we do not split any traffic, we cannot guarantee that the number of broadcast cycles is at a minimum. Each broadcast uses $n$ LTEs, which means that saving one wavelength will save $n$ LTEs. Therefore, there is a trade-off between the number of traffic splits and the total number of broadcast cycles. In the multi-hub approach, the minimum network cost is obtained by taking the minimum value of the solutions obtained from the two scenarios where we split and we do not split the traffic.

First, we consider the case without traffic bifurcation. Each wavelength can accommodate traffic from at most $\lfloor g/r \rfloor$ nodes, denoted by $k$. A small amount of bandwidth equal to, $g-kr$, is wasted on each wavelength. Then, the total number of broadcast cycles is $\lceil n/k \rceil$. Among them, each of $\lfloor n/k \rfloor$ broadcast cycles fully utilizes a wavelength with a small wastage of bandwidth, and each of such cycles requires $2(k-1)+n$ LTEs for transmitting and receiving, which results in a total $\lfloor n/k \rfloor(2(k-1)+n)$ LTEs for the first $\lfloor n/k \rfloor$ broadcast cycles. However, the number of nodes remaining in the last cycle is $(\lceil n/k \rceil - \lfloor n/k \rfloor)(n - k \lfloor n/k \rfloor)$ where $(\lceil n/k \rceil - \lfloor n/k \rfloor)$ is a binary number to indicate if there are some nodes left in the last cycle whose number is less than $k$ and their aggregated traffic cannot fill up one wavelength. Hence, the number of LTEs
needed in the last broadcast cycle is \((\lceil n/k \rceil - \lfloor n/k \rfloor)(2(n - k\lfloor n/k \rfloor - 1) + n)\).

Therefore, the number of LTEs in this scenario is given by combining the cost in all broadcast cycles, namely:

\[
\left\lceil \frac{n}{k} \right\rceil \left(3n - 2k \left\lfloor \frac{n}{k} \right\rfloor - 2\right) + \left\lfloor \frac{n}{k} \right\rfloor \left(2k \left\lfloor \frac{n}{k} \right\rfloor - 2n + 2k\right), \quad \text{where } k = \lfloor g/r \rfloor. \tag{2.8}
\]

This general solution can also be applied to the case when \(g\) is a multiple of \(r\).

In the second scenario where traffic bifurcation is applied, the minimum number of wavelengths to accommodate all the traffic can be achieved, which is given by \(\lceil nr/g \rceil\), which also equals the minimum number of broadcast cycle. Let \(\lceil nr/g \rceil = w_{\text{min}}\). Hence, the number of LTEs employed for a broadcast can be obtained by \(nw_{\text{min}}\). However, we know that traffic splitting was used to achieve this due to the assumption that \(g\) is not a multiple of \(r\). Since each traffic split uses two additional LTEs, the problem of minimizing the total number of LTEs actually turns out to be a problem of minimizing the number of traffic splits in order to groom the traffic on the minimum number of wavelengths, \(w_{\text{min}}\). This problem has been solved by an iterative algorithm proposed in [11]. In each iteration, three steps are processed:

1. Fill each of \(w_{\text{min}}\) wavelengths with \(\lfloor g/r \rfloor r\) loads. Therefore, the unused capacity left on each wavelength becomes \(g' = g - \lfloor g/r \rfloor r\) and the number of nodes whose traffic has not been assigned is equal to \(n' = n - \lfloor g/r \rfloor w_{\text{min}}\);

2. We have \(n' < w_{\text{min}}\) and \(r > g'\) from the first step. And then allocate \(g'\) units of traffic of each unassigned node to \(n'\) wavelengths, respectively, to fill them up.

3. As a result, only \(w_{\text{min}} - n'\) wavelengths still have \(g'\) units of capacity available. Update \(w_{\text{min}} := w_{\text{min}} - n', \quad r := r - g'\) and \(n = n'\), and then repeat the three steps until all the traffic is assigned.

We use the algorithm here to obtain the minimum number of traffic splits in this situation, denoted by \(sp_{\text{min}}\), given the minimum number of wavelengths used. The number of broadcast cycles determines the number of hubs in the ring, which is also equal to \(w_{\text{min}}\). If no traffic split happens, collecting traffic at those hub nodes from other nodes before broadcast requires
2(n − w_{min}) LTEs. However, each traffic split increases the number of LTEs by 2. Thus, the total number of LTEs in this collection process is 2(n − w_{min} + s_{p_{min}}). In addition to the LTEs used for broadcasting, denoted by nw_{min}, the total number of LTEs used in this scenario with traffic bifurcation is 2(n − w_{min} + s_{p_{min}}) + nw_{min}.

Therefore, taking the minimum of the two solutions obtained in the two scenarios above will give us the overall minimum network cost. Thus, the number of LTEs of all-to-all traffic without network coding is:

\[
\min \left\{ \left\lceil \frac{n}{k} \right\rceil \left( 3n - 2k \left\lceil \frac{n}{k} \right\rceil - 2 \right) + \left\lceil \frac{n}{k} \right\rceil \left( 2k \left\lceil \frac{n}{k} \right\rceil - 2n + 2k \right), 2(n - w_{min} + s_{p_{min}}) + nw_{min} \right\},
\]

where \( k = \lfloor g/r \rfloor \), \( w_{min} = \lceil nr/g \rceil \), and \( s_{p_{min}} \) is the minimum number of traffic splits obtained by the iterative algorithm proposed in [11], given \( w_{min} \).

### 2.4.2 Application of Network Coding

In order to save network cost by performing network coding, a node should be chosen to collect all the original data. Thus, we propose a one-hub scheme in which only one node acts as a hub. The traffic is gathered and encoded at this node following the same coding scheme proposed in Section 2.3.2, where the network context is a single-hub ring. The hub can be selected from any node in the ring.

Hence, in the upstream direction, every node sending traffic to the hub consumes 2(n − 1) LTEs. A total of \( n - 1 \) linearly independent code words with traffic rate \( r \) are generated and packed into \( \lceil r(n - 1)/g \rceil \) wavelengths. In the downstream direction, the minimum number of broadcast cycles can be achieved, which also equals to \( \lceil r(n - 1)/g \rceil \). Each broadcast costs \( n \) LTEs such that the transmission in the downstream direction takes total \( n \lceil r(n - 1)/g \rceil \) LTEs.

Therefore, the total network cost with network coding using one-hub scheme is: 2(n − 1) + \( n \lceil r(n - 1)/g \rceil \).

Though one-hub scheme can save LTEs in downstream direction, it uses a few more LTEs in the upstream process compared to the multi-hub approach. Thus, the total number of LTEs consumed in both upstream and downstream directions may not always saved by employ-
ing one-hub scheme, depending on the specific network scenario. However, given the traffic
demands, we can always use the multi-hub approach to solve the problem without applying
network coding. Therefore, by comparing the solutions yielded by the one-hub and multi-hub
approaches, we choose the solution of the minimum value.

Thus, assuming that $LTE_{multi}$ denote the solution obtained from the multi-hub approach,
the total network cost in un-hubbed rings with $n$ nodes and all-to-all traffic demands $r$ while
applying network coding is:

$$
\min \{2(n-1) + n[r(n-1)/g], \ LTE_{multi}\}.
$$

(2.10)

### 2.4.3 Multiple Many-to-Many Groups

We now extend the all-to-all communication to multiple many-to-many disjoint groups on
an un-hubbed unidirectional ring. We first consider disjoint groups. Since no node is shared
by more than one group, there is no common hub being able to groom the traffic from different
groups together. Thus, each group can be provisioned independently, and the total network
cost is the sum of the cost of all groups.

Suppose there are $m$ groups in an un-hubbed ring and each group $i$ has $n_i$ nodes with each
node in the group sourcing $r_i$ traffic units, for $1 \leq i \leq m$. The minimum network cost in terms
of LTEs can be represented based on whether network coding is employed or not:

In the case where no network coding is employed, the total network cost in terms of the
number of LTEs is:

$$
\sum_{i=1}^{m} LTE^i_{multi} = \sum_{i=1}^{m} \min \left\{ \left\lceil \frac{n_i}{k_i} \right\rceil \left(3n_i - 2k_i \right) \left\lfloor \frac{n_i}{k_i} \right\rfloor - 2 \right\} + \left\lceil \frac{n_i}{k_i} \right\rceil \left(2k_i \left\lfloor \frac{n_i}{k_i} \right\rfloor - 2n_i + 2k_i \right)
\right\} 2(n_i - w^i_{min} + sp^i_{min}) + n_i w^i_{min}\right\}
$$

(2.11)

where $k_i = \lfloor g/r_i \rfloor$, $w^i_{min} = \lceil n_i r_i / g \rceil$, and $sp^i_{min}$ is the minimum number of traffic splits of
group $i$ given $w^i_{min}$.

In the case of using network coding, the total network cost in terms of the number of LTEs
is:

$$
\sum_{i=1}^{m} \min \left\{ 2(n_i - 1) + n_i \lceil r_i(n_i - 1)/g \rceil, \ LTE^i_{multi} \right\}.
$$

(2.12)
2.4.4 Non-disjoint Groups

We also consider group non-disjointness in an un-hubbed ring network where multiple groups may overlap. Two network scenarios, either employing network coding or not, will be discussed, respectively. We will first consider the case of applying network coding.

**With Network Coding** In order to perform network coding on the traffic for a group, one member node should be chosen to play the role of the hub as in hubbed-rings. The encoding operation remains the same as in the disjoint groups case and the total number of circuit needed to broadcast for each group $i$ is: $tr_i = (\sum_k m_k^i - 1)r_i$, where $m_k^i$ is equal to 1 if node $k$ is a member of group $i$. The traffic requires $\lceil tr_i / g \rceil$ wavelengths to accommodate group $i$. Among them, $\lfloor tr_i / g \rfloor$ are filled up and the corresponding number of LTEs used to broadcast this portion of traffic for group $i$ is $n_i \lfloor tr_i / g \rfloor$.

Let $p_i = tr_i - \lfloor tr_i / g \rfloor$ denote the remaining piece of traffic of group $i$, and each hub needs to broadcast $p_i$ to the nodes within the same group. Since some nodes are shared between distinct groups, if one node can act as the hub for multiple groups and the $p_i$ of those groups happen to be packed into the same wavelength, LTE cost is reduced by sharing this hub. Notice that if two groups cannot share a hub node, though if their $p_i$ are small enough to be allocated into one wavelength, we should not do it. The reason is as follow: given two groups, $i$ and $j$, a node of group $i$ needs one LTE to send the $p_i$ to the hub node of group $j$ in order to groom the traffic together, which results in another LTE at the receiving node. Thus, such grooming action results in two more LTEs for an extra delivery. In order to reduce the cost, we do not perform the traffic grooming in such case where two groups have no common node even if their remaining traffic can be packed into the same wavelength.

Since the cost of establishing the fully loaded lightpaths is fixed, we only need to concentrate on the cost of provisioning $p_i$ of each group $i$. In order to minimize the number of LTEs used to broadcast all $p_i$, we propose a heuristic algorithm, *Hub Sharing Minimization (HSM)*, to allocate all the $p_i$ based on the situation where the nodes are assigned to different groups, from which we can calculate how many LTEs can be saved by sharing the hub nodes and receiving...
nodes, and consequently the total number of LTEs required. Prior to the description of HSM, we introduce some symbols used in the algorithm and the preliminary processes.

1. First, we create a bipartite graph $G = (V, E)$, where $V = X \cup Y$ and $X \cap Y = \emptyset$. Partition $X$ represents the groups and partition $Y$ represents the nodes. An undirected link $e \in E$ is established between $i \in X$ and $j \in Y$ if node $j$ is a member of group $i$ in the ring;

2. Each vertex $i \in X$ is assigned a weight value equal to $p_i$. The degree of vertex $i$ is denoted by $d_i$ and its neighbors, defined as the vertices in $Y$ that connect to it, are denoted by $N_i$;

3. All the vertices in $X$ will be gradually divided into multiple sets. Each set, denoted by $S_k, (1 \leq k \leq ||X||)$, is composed of a number of vertices that must have a common neighbor in $Y$, say $j$, and their corresponding traffic $p_i$ are assigned in one wavelength together. We use $SN(S_k)$ to denote the total number of times that the vertices in $S_k$ share common neighbors. Let us take an example as shown in Fig.2.5. If the first set of $X$ is $S_1 = \{1, 2, 3\}$, and then $SN(S_1) = 2+1 = 3$, since vertex 1, 2 and 3 share a common neighbor $B$ in $Y$ and vertex 2 and 3 also share node $C$ in $Y$. We say that vertex $B$ is shared twice while vertex $C$ is shared once. Thus, the total number of sharing is equal to 3.

![Diagram](image.png)

Figure 2.5 An example of the procedure of HSM in which $g = 8$

We assume that the ring network has been transformed to a bipartite graph $G = (V, E)$ described in 1) and the procedure of algorithm HSM is shown in Algorithm 1:
Algorithm 1: Heuristic algorithm HSM

Input: $G = (X \cup Y, E)$

Output: $G' = (X \cup Y, E')$

1. $k = 1$, $C = \emptyset$;

2. while $C \neq X$ do

3. select $j \in Y$ with $\max(d_j)$ where $\sum_{i \in N_j} p_i \leq g$;

4. if $\text{Num}(j) > 1$ then

5. select the vertex $j \in Y$ with $\max(\text{SN}(N_j))$;

6. if $\text{Num}(j) > 1$ then

7. select the vertex $j \in Y$ with $\max(\sum_{i \in N_j} p_i)$;

8. end

9. end

10. Let $S_k = N_j$ and $C = C \cup S_k$;

11. add $S_k, \bigcup_{i \in S_k} N_i$ and $e \in E$ between them into $G'$;

12. remove $S_k, \bigcup_{i \in S_k} N_i$ and $e \in E$ connected to them from $G$;

13. $k++$;

14. end

Basically, heuristic HSM is a greedy based algorithm and the idea behind it is to divide all the groups into several sets, and each set represents a combination of group(s) that groom their traffic $p_i$ into the same wavelength and share the same hub node. For each group set $S_i$, the algorithm tries to choose the groups that share the most number of nodes such that the greatest number LTEs can be saved at both hubs and receivers, which is equal to $\text{SN}(S_i)$.

The example shown in Figure 2.5 illustrates how HSM works and how LTEs can be saved. Figure 2.5 shows the bipartite graph $G$ mapping from a ring topology, in which we assume there are five groups represented by the vertices 1, 2, 3, 4 and 5 in partition $X$ and each $p_i$ is indicated by the value above the vertex. The vertices in partition $Y$ represent the network nodes. Both solid and dash edges show which node belongs to which group in the ring. In the first iteration, vertex $B \in Y$ is picked with the largest degree, since this node is shared by the most number of groups. Since $p_1 + p_2 + p_3 = 7 < g$, groups 1, 2 and 3, defined as set 1, groom their traffic together in one wavelength at the common hub node $B$ and the total number of LTEs saved by selecting this set is equal to $\text{SN}(S_1)$, which is 4. Then the set 1 is separated from $G$ by removing two dash lines, $(3,G)$ and $(4,D)$. In the second step, vertex $F$ is picked and the vertices 4 and 5 are grouped as set 2. Since node $F$ is the only common node for them,
only one LTE is saved at this node. Thus, the bipartite graph \( G \) is divided into two group sets and the total number of saved LTEs is equal to four.

We now derive the time complexity of this algorithm. We assume that the number of groups is denoted by \( |X| \) whereas the number of nodes is denoted by \( |Y| \) and each group has a constant number of members and each node is shared by a constant number of groups. Hence, each \( N_i \) and \( d_i \) is constant number. Thus, the complexity of the algorithm is dominated by the computation in line 3, since line 4-13 take a constant computation time, denoted by \( c \). The worst scenario is when no group shares any common node and the computation cost of line 3 is \( |Y| \) and the total number of iterations in the \( while \) loop is \( |X| \). Therefore, the complexity of algorithm \( HSM \) is \( O(|X||Y| + c) = O(|X||Y|) \).

If we denote total number of saved LTEs obtained from \( HSM \) by \( h_s \), we can then derive the total number of LTEs in both upstream and downstream processes:

In the upstream process, \( \sum_i 2(n_i - 1) \) LTEs are required to collect the data at the hub of each group.

In the downstream process, without considering group sharing, each group \( i \) uses \( n_i \lceil tr_i / g \rceil \) to broadcast the encoded data, which costs \( \sum_i n_i \lceil tr_i / g \rceil \) LTEs in total. However, sharing member nodes among groups will save \( h_s \) LTEs given by the heuristic \( HSM \).

Therefore, the total number LTEs used in this scenario is given by:

\[
\sum_i 2(n_i - 1) + n_i \lceil tr_i / g \rceil - h_s, \text{ where } tr_i = \left( \sum_k m_k^i - 1 \right) r_i. \quad (2.13)
\]

**Without Network Coding** In the scenario where no coding is employed, we can use the same approach employed to derive the cost for node disjoint case without application of network coding, described in Equation (2.11), to obtain the cost for this scenario. The only difference between two cases is that we can further reduce the cost of LTEs in this scenario by sharing the common hubs among distinct groups if they have common nodes by using the algorithm \( HSM \) to allocate all the remaining traffic \( p_i \) for all the groups, where \( p_i \) is derived as follows:

For any group \( i \),
• In the case where no traffic bifurcation is applied, \( p_i = r_i (n_i - k_i \lfloor n_i / k_i \rfloor) \), where \( k_i = \lfloor g / r_i \rfloor \).

• In the case where traffic bifurcation is applied, \( p_i = tr_i - \lfloor tr_i / g \rfloor \), where \( tr_i = \sum k r_i \).

Thus, we assume the number of LTEs saved by sharing the common hubs among different groups is denoted by \( h_s \) and \( h'_s \), solved by HSM, for the cases without and with traffic bifurcation, respectively. By subtracting \( h_s \) and \( h'_s \) from the costs in node disjoint group case for both scenarios and taking the minimum value, we obtain the number of LTEs required for the many-to-many communication in this non-disjoint group case:

\[
\min \left\{ \sum_{i=1}^{m} \left( \frac{n_i}{k_i} \left( 3n_i - 2k_i \left\lfloor \frac{n_i}{k_i} \right\rfloor - 2 \right) + \frac{n_i}{k_i} \left( 2k_i \left\lfloor \frac{n_i}{k_i} \right\rfloor - 2n_i + 2k_i \right) \right) - h_s, \right. \\
\left. \sum_{i=1}^{m} \left( 2(n_i - w^i_{\min} + sp^i_{\min}) + n_i w^i_{\min} \right) - h'_s \right\},
\]

where \( k_i = \lfloor g / r_i \rfloor \), \( w^i_{\min} = \lfloor n_i r_i / g \rfloor \), \( sp^i_{\min} \) is the minimum number of traffic splits of group \( i \) given \( w^i_{\min} \).

### 2.5 Numerical Results

We first summarize the all the traffic grooming problems in various network scenarios, their corresponding complexity and the proposed solutions in Table 2.2. Based on the solutions, we compare the results of two different cases - with or without network coding - in various network scenarios and under different traffic conditions. Since all-to-all communication is a special case of multiple many-to-many group cases where the number of groups is equal to 1, in this section we consider more general cases in which \( m \geq 1 \).

Each network scenario is generated according to the following assumptions:

1. The number of many-to-many groups in the ring network is fixed at \( m = 10 \);

2. The number of nodes per group is lower bounded by 2 and upper bounded by a given positive integer value \( n_{\max} \) and is uniformly distributed in \( [2, n_{\max}] \);
3. The traffic rate of each node is lower bounded by 1 and upper bounded by a given positive integer value $r_{\text{max}}$ and is uniformly distributed in $[1, r_{\text{max}}]$;

<table>
<thead>
<tr>
<th>Table 2.2</th>
<th>The summary of the problems addressed in the paper</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>All-to-All</strong> (Uniform)</td>
</tr>
<tr>
<td><strong>Single-hub</strong></td>
<td>complexity</td>
</tr>
<tr>
<td>solutions</td>
<td>Optimal</td>
</tr>
<tr>
<td><strong>Un-hubbed</strong></td>
<td>complexity</td>
</tr>
<tr>
<td>solutions</td>
<td>Bounds</td>
</tr>
</tbody>
</table>

2.5.1 Single-hub Rings

Since network cost in the upstream direction in single-hub networks is always the same whether or not network coding is used, we only compare the cost factors in the downstream direction.

<table>
<thead>
<tr>
<th>Table 2.3</th>
<th>The comparison of downstream network cost of disjoint groups in the single-hub ring with g=4, 8 and 16</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>(Traffic,nodes)</strong></td>
</tr>
<tr>
<td>g=4</td>
<td>FFD</td>
</tr>
<tr>
<td></td>
<td>FFD</td>
</tr>
<tr>
<td></td>
<td>ILP</td>
</tr>
<tr>
<td></td>
<td>ILP</td>
</tr>
<tr>
<td>g=8</td>
<td>FFD</td>
</tr>
<tr>
<td></td>
<td>FFD</td>
</tr>
<tr>
<td></td>
<td>ILP</td>
</tr>
<tr>
<td></td>
<td>ILP</td>
</tr>
<tr>
<td>g=16</td>
<td>FFD</td>
</tr>
<tr>
<td></td>
<td>FFD</td>
</tr>
<tr>
<td></td>
<td>ILP</td>
</tr>
<tr>
<td></td>
<td>ILP</td>
</tr>
</tbody>
</table>
Table 2.4 The comparison of downstream network cost of non-disjoint groups in the single-hub ring with g=8 and 16

<table>
<thead>
<tr>
<th>(Traffic, nodes)</th>
<th>(2,20)</th>
<th>(3,20)</th>
<th>(2,30)</th>
<th>(3,30)</th>
<th>(2,40)</th>
<th>(3,40)</th>
<th>(2,50)</th>
<th>(3,50)</th>
<th>(2,60)</th>
</tr>
</thead>
<tbody>
<tr>
<td>g=8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Without NC</td>
<td>20.2</td>
<td>27.9</td>
<td>39.5</td>
<td>52.6</td>
<td>64.9</td>
<td>102.4</td>
<td>91.0</td>
<td>147.5</td>
<td>128.3</td>
</tr>
<tr>
<td>With NC</td>
<td>14.8</td>
<td>23.4</td>
<td>34.4</td>
<td>45.4</td>
<td>56.2</td>
<td>85.2</td>
<td>82.3</td>
<td>115.2</td>
<td>134.2</td>
</tr>
<tr>
<td>g=16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Without NC</td>
<td>15.2</td>
<td>18.1</td>
<td>30.3</td>
<td>34.1</td>
<td>39.8</td>
<td>57.7</td>
<td>56.1</td>
<td>77.3</td>
<td>75.3</td>
</tr>
<tr>
<td>With NC</td>
<td>11.0</td>
<td>12.2</td>
<td>25.5</td>
<td>28.7</td>
<td>33.3</td>
<td>48.9</td>
<td>50.7</td>
<td>68.0</td>
<td>69.3</td>
</tr>
</tbody>
</table>

Table 2.3 shows the heuristic and exact solutions of the number of LTE ports in different network scenarios. Three different grooming factors, \( g \), are used. Each network scenario is represented by a pair of numbers in the parenthesis. The first number denotes the average traffic rate transmitted at each node, derived from \((1+r_{max})/2\) and the second number denotes the average total number of nodes in the ring network, derived from \((2 + n_{max})\) \(m/2\) where \( m = 10 \) based on the properties of uniform distribution. For instance, given a scenario where \( r_{max} = 3 \) and \( n_{max} = 4 \), this maps to the case where the average traffic rate and average total nodes are represented by \( (2,30) \) in the table. In each scenario, upper bounds \( r_{max} \) and \( n_{max} \) are fixed, but the actual \( n_i \) and \( r_i \) for each group \( i \leq m \) are randomly chosen between the lower bounds and upper bounds for each single experiment. Each network cost value is obtained by taking the average result of 500 independent experiments associated with a unique network scenario.

Under the same network scenarios and grooming factors, the table shows that the exact network cost is almost the same as its heuristic counterpart in most cases. There are only a few cases that the heuristic solutions are a little bit greater than the optimum due to the small difference between the exact and heuristic solutions of the problem \( GMP \).

We can observe that the network cost increases in proportion of the traffic rates and the number of nodes. Network coding can save network cost in all cases where the grooming factor \( g = 4, 8 \) and 16. The relative savings of the network cost, denoted by the ratio of cost savings to the network cost without applying network coding, are almost the same under different network traffic conditions with the same \( g \). However, the incremental saving of the network cost decreases as \( g \) increases. The overall relative cost saving under all the network conditions...
considered in the examples is between 10% – 20%, which translates to a large CAPEX\(^4\) saving considering the cost of LTEs.

Almost the same cost saving ratio is achieved in the non-disjoint group case. The corresponding network cost factors are shown in the Table 2.4. The case where groups may have common nodes results in further reduction in the overall cost compared to the case where each group has disjoint network nodes. However, the results demonstrates that the advantages of employing network coding are not affected.

### 2.5.2 Un-hubbed Rings

The network costs of un-hubbed unidirectional rings under various network scenarios are shown in Table 2.5 with \(g = 4, 8\) and 16. By inspecting the table, network cost saving increases as the total amount of traffic transmitted increases with the same \(g\). However, the saving achieved by employing network coding decreases with the increase of the grooming factor, since the greater the grooming factor, the fewer lightpaths are set up for the given communication requests. Hence, the fewer lightpaths are saved by applying network coding, which results in less saving of LTEs.

<table>
<thead>
<tr>
<th>(Traffic,nodes)</th>
<th>(2,20)</th>
<th>(2,30)</th>
<th>(2.5,30)</th>
<th>(2,40)</th>
<th>(2,5,40)</th>
<th>(2,5,50)</th>
<th>(2,60)</th>
<th>(2,6,50)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(g=4) Without NC</td>
<td>40 81 84.3 145.2 154.1 212.5 233.7 300.3 337.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(g=4) With NC</td>
<td>40 80.1 83.5 138.8 149.6 207.2 229.7 290.6 329</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(g=4) Lower Bound</td>
<td>40 75.9 80.3 125.7 139.8 187.8 214.7 262.9 308</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(g=4) Upper Bound</td>
<td>40 95 95 182.2 182.2 290.1 290.1 425 425</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(g=8) Without NC</td>
<td>40 72.4 73.8 117 121.3 159.3 170.7 218.3 236.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(g=8) With NC</td>
<td>40 71.2 72.2 113 117.3 156.5 167.1 209.5 228.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(g=8) Lower Bound</td>
<td>40 63.7 65.7 95.6 101.7 131.6 144.6 175.9 198.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(g=8) Upper Bound</td>
<td>40 95 95 182.2 182.2 290.1 290.1 425 425</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(g=16) Without NC</td>
<td>40 69.1 69.1 103.7 106.6 136.8 142.1 176.9 186.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(g=16) With NC</td>
<td>40 69.1 69.1 100.8 102.7 134.9 139.7 172.5 180.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(g=16) Lower Bound</td>
<td>40 59.4 59.4 80.6 83.4 106.6 113.4 136.5 146.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(g=16) Upper Bound</td>
<td>40 95 95 182.2 182.2 290.1 290.1 425 425</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^4\)CAPEX refers to Capital Expenditure.
Table 2.6  The comparison of total network cost of non-disjoint groups in un-hubbed ring with g=8 and 16

<table>
<thead>
<tr>
<th>(Traffic,nodes)</th>
<th>(2,20)</th>
<th>(2,30)</th>
<th>(3,20)</th>
<th>(3,30)</th>
<th>(2,40)</th>
<th>(3,40)</th>
<th>(2,50)</th>
<th>(3,50)</th>
<th>(2,60)</th>
<th>(3,60)</th>
</tr>
</thead>
<tbody>
<tr>
<td>g=8 Without NC</td>
<td>35.6</td>
<td>39.0</td>
<td>71.4</td>
<td>77.8</td>
<td>113.8</td>
<td>130.0</td>
<td>158.0</td>
<td>184.9</td>
<td>217.7</td>
<td>255.7</td>
</tr>
<tr>
<td>With NC</td>
<td>35.6</td>
<td>39.0</td>
<td>69.8</td>
<td>75.2</td>
<td>109.3</td>
<td>125.8</td>
<td>152.6</td>
<td>181.2</td>
<td>211.1</td>
<td>249.2</td>
</tr>
<tr>
<td>g=16 Without NC</td>
<td>35.4</td>
<td>36.4</td>
<td>65.1</td>
<td>68.4</td>
<td>100.5</td>
<td>105.4</td>
<td>132.6</td>
<td>143.3</td>
<td>171.2</td>
<td>190.1</td>
</tr>
<tr>
<td>With NC</td>
<td>35.4</td>
<td>36.4</td>
<td>64.3</td>
<td>66.5</td>
<td>97.5</td>
<td>101.4</td>
<td>130.1</td>
<td>140.1</td>
<td>167.3</td>
<td>185.0</td>
</tr>
</tbody>
</table>

Notice that when the number of nodes in each group is exactly 2 and the total number of nodes on the ring is 20, the network cost is a constant regardless of the grooming factor and whether or not network coding is employed, because each node needs two LTEs, one as transmitter and one as receiver, to implement all-to-all communication without necessity of network coding and traffic grooming. Except for this case, the overall cost savings under other different network scenarios considered is between 1-5%, which is less significant than the saving obtained by using network coding in single-hub rings.

In addition, we also obtain the network cost for the case of non-disjoint groups in the ring. As shown in Table 2.6, the network cost for each network scenario is slightly less than its counterpart in the previous case where groups do not share any node, which illustrates the fact that sharing hub nodes among different groups does reduce the overall network cost. However, the benefit that network coding could achieve remains almost the same as that in the disjoint group case.

The reason for the difference between single-hub rings and un-hubbed rings is that in an un-hubbed ring, all the traffic does not need to be transmitted to the same hub when using the multi-hub approach. Once a wavelength is filled up at a node, the data is broadcast. However, network coding requires a common hub on the ring to collect the data from all the nodes within the same group in the one-hub scheme. Even if a wavelength is fully loaded, it has to experience an extra delivery to the common hub. Such extra delivery consumes more LTEs in un-hubbed rings. Only if the number of nodes and traffic rate of a group satisfies certain conditions, can network coding save costs for this group. This means that not every group with an all-to-all traffic demand will benefit from network coding in un-hubbed rings. Therefore, the total saving - the sum of the saving from each group - will not be as high as
that in single-hub rings.

### 2.6 Conclusions

In this paper we provided the first study of the traffic grooming problem of two types of unidirectional rings, single-hub and un-hubbed, with uniform all-to-all, and its extension, many-to-many, traffic scenarios, and with or without network coding. We considered the number of LTEs as the dominant factor of network cost. Traffic bifurcation and optical splitters are allowed in our analysis of network costs in all network scenarios.

Applying network coding into WDM ring networks introduces several issues: the first issue is the selection of coding nodes and coding coefficients and this has been addressed in our proposed schemes. Second, the encoding process may cause delay due to the synchronization between original traffic signals to be combined at the hubs. However, the typical end-to-end delay in optical networks is very small due to the dedicated lightpaths provisioned for any end-to-end communication and thus network coding will not bring down the overall delay performance. Third, network coding introduces extra computation cost in application layer due to the encoding and decoding process performed in the electronic domain. However, compared to the saving in CAPEX cost of a LTE, which reaches tens of thousands of dollars, the additional computation cost is much less and almost negligible.

Based on the solution, we observe that network coding can save the number of LTEs for a given group only upon a condition, which is \(\lceil (n - 1)r/g \rceil < \lceil nr/g \rceil\), in single-hub rings. However, this condition can also apply to unhubbed rings if we use one-hub approach to provision traffic. Without explicitly reducing the number of LTEs, using network coding can always reduce the total amount of traffic communicated among group members. In a single-hub ring, we explored the minimum cost of all-to-all traffic in the cases when network coding was not applied and when it was applied, and from numerical results, we observed 10-20% cost savings with the deployment of network coding in two many-to-many communication scenarios, in which different groups are allowed and not allowed to have common nodes. In the un-hubbed unidirectional ring, we proposed the multi-hub scheme to derive the network cost.
when network coding is not applied and one-hub scheme if network coding is applied for many-to-many communication. We also consider a more general case where different communication groups are not node disjoint. An heuristic algorithm, $HSM$, is proposed to address this issue. We evaluated the network cost using this algorithm and compared the cost under the two cases where network coding is applied or not. Based on the numerical results for different network scenario, the savings of LTEs by employing network coding is 1-5%, which is less significant than the saving in the single-hub ring case.
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Abstract

In WDM networks, it is important to protect connections against link failures due to the high bandwidth provided by a fiber link. Although many $p$-cycle based schemes have been proposed for single-link failure protection, protection against two-link failures have not received much attention. In this paper, we propose $p$-cycle based protection schemes for two-link failures. We formulate an ILP model for the $p$-cycle design problem for static traffic. We also propose two protection schemes for dynamic traffic, namely SPPP (Shortest Path Pair Protection) and SFPP (Short Full Path Protection). Simulation results show that SFPP is more capacity efficient than SPPP under incremental traffic. Under dynamic traffic, SPPP has lower blocking than SFPP when the traffic load is low and has higher blocking than SFPP when the traffic load is high.

3.1 Introduction

Network survivability is an important requirement for WDM optical networks due to their ultra-high capacity. Various protection schemes have been developed for WDM networks.

1Department of Computer Science, Iowa State University, Ames, IA 50011.
2The major contributions are the theoretical analysis and dynamic traffic protection.
3Department of Electrical and Computer Engineering, Iowa State University, Ames, IA 50011.
4The major contributions are the theoretical analysis and static traffic protection.
Ring-based protection schemes enable traffic recovery to be completed in 50-60 ms, but require at least 100% capacity redundancy. On the other hand, mesh-based protection schemes are much more capacity efficient, attributed to diverse traffic routing and protection capacity sharing among different connections. However, more complicated protection switching process leads to much longer recovery time. p-Cycle is a promising protection technique as it achieves the speed of ring with the efficiency of mesh [47], [40]. p-Cycles are established by configuring the spare capacity into pre-cross-connected cycles. Upon a link failure, protection switching is performed at the two end nodes of the failed link. Therefore, traffic recovery is extremely fast. p-Cycle is also efficient in protection since it protects both on-cycle links and straddling links. As shown in Fig. 3.1, a-b-c-d-f-a is a p-Cycle. For the on-cycle span a-b, the p-cycle provides one protection path a-f-d-c-b. For the straddling span a-c, the p-cycle provides two protection paths: a-b-c and a-f-d-c. Thus, p-cycle can protect one unit of working capacity on every on-cycle span and protect two units of working capacity on every straddling span.

Another advantage of using p-cycles is that any traffic pattern can be handled in a similar way, in which working traffic is provisioned first and p-cycles are then formed to cover all the links need to be protected without interfering with the routing of the working paths.

The concept of p-cycle was first proposed in [39] and subsequently many works in literature study the p-cycle design problem for protecting against single-link failures. Most of these works assume the demands have been routed and seek to find the optimal set of p-cycles to protect the given working capacity [39], [41], [48]. The joint optimization of the working path routes...
and the $p$-cycles is studied in [43]. An extension of the basic $p$-cycle concept called Failure Independent Path-Protecting (FIPP) $p$-cycle is proposed in [45], which leads to more capacity efficient network designs than link protecting $p$-cycle. Recently, the author of [66] introduced a new $1 + N$ protection scheme against single-link failures by combining network coding and $p$-cycles.

Although single-link failures are the most common failure scenarios, double-link failure can occur in some cases. First, after a link fails, a second link may fail while the first link is being repaired. Second, two fiber links may be physically routed together for some distance and a backhoe accident may lead to the failures of both links [53]. Third, if an optical switch with two links connected to it fails, then both links fail. Double-link failure protection has been addressed in some works. In [52], a $p$-cycle based scheme for double-link failure protection is proposed where $p$-cycles are reconfigured based on the remaining spare capacity after a link failure occurs and the corresponding working paths are rerouted. This scheme cannot deal with simultaneous two-link failures. In the scheme proposed in [53], two link-disjoint backup paths are computed for each link so that the network is two-link failure survivable. The similar scheme was also proposed in [50] and the problem was formulated as an Integer Linear Program. The scheme is slow in recovery because the backup paths are configured after link failure occurs. In [55], a $p$-cycle based multi-QoP (quality of protection) framework with five QoP service classes is proposed, where the platinum class is assured protection from all two-link failures. The protection for a platinum demand is achieved by routing it entirely over straddling links. There are also some work addressing multiple-link failure protection. The authors of [54] proposed algorithms to find $k$ disjoint $p$-cycles to protect each link such that the network is $k$ link-failure survivable. The author of [56] extended his work in [66] to protect multiple-link failures by using network coding and $p$-cycles.

In this paper, we consider the problem of protecting connections against two simultaneous link failures. Our basic idea is to use two $p$-cycles with link-disjoint protection segments to protect each working link. Since $p$-cycles are preconfigured using the spare capacity in the network, extremely fast recovery can be achieved. We formulate an ILP model for the $p$-cycle
design problem for static traffic model in which the set of connections to be established is given a priori. We also propose two protection schemes for dynamic traffic. In the dynamic traffic model, connection requests arrive at the network one by one and the network knows nothing about the bandwidth requirement, source and destination node of incoming requests. Thus, primary and backup lightpaths need to be computed online according to the utilization of the current network resources.

The rest of this paper is organized as follows. In Section 3.2, we present two theorems about double-link failure protection. An ILP model for the \( p \)-cycle design problem for static traffic is given in Section 3.3. In Section 3.4, we propose two double-link failure protection schemes for dynamic traffic. Numerical results are presented in Section 3.5 and conclusions are given in Section 3.6.

### 3.2 Preliminaries

We use a directed graph \( G = (V, E) \) to represent a WDM optical network. A bidirectional communication link between nodes \( u \) and \( v \) are represented by two directed edges \( u \to v \in E \) and \( v \to u \in E \). Connections are unidirectional and each connection requires one unit of capacity (i.e., the capacity of a wavelength). We use unidirectional \( p \)-cycles to protect connections. A unidirectional \( p \)-cycle consumes one unit of capacity on each unidirectional on-cycle link; it can protect one unit of working capacity on any straddling link and any link in the opposite direction of an on-cycle link.

![Figure 3.2 Two-Link Failure Protection for Link A→D](image-url)

Figure 3.2 Two-Link Failure Protection for Link \( A \to D \)
In [54], two link-disjoint $p$-cycles are computed to protect a working link against two link failures. However, we do not have to enforce the link-disjoint requirement on the two $p$-cycles in order to protect a link against two link failures. In fact, when a link $e$ is protected by a $p$-cycle $pc$, only part of the $p$-cycle is used for protection. We name the part of $pc$ that carries the traffic when $e$ fails as the protection segment for $e$ on $pc$, which is denoted by $pc(e)$. Fig. 3.2 shows two $p$-cycles $pc_1$ and $pc_2$, both of which can protect link $A \rightarrow D$. $pc_1(A \rightarrow D) = (A \rightarrow F \rightarrow G \rightarrow D)$ is the protection segment for link $A \rightarrow D$ on $pc_1$ and $pc_2(A \rightarrow D) = (A \rightarrow E \rightarrow D)$ is the protection segment for link $A \rightarrow D$ on $pc_2$. Although $pc_1$ and $pc_2$ are not link-disjoint (they share links $D \rightarrow C$, $C \rightarrow B$, and $B \rightarrow A$), they can still protect link $A \rightarrow D$ against two link failures since $pc_1(A \rightarrow D)$ and $pc_2(A \rightarrow D)$ are link-disjoint.

The following theorem gives the sufficient condition for the traffic on a working link to be protected against any two-link failure.

**Theorem 1.** A working link $A \rightarrow B$ can be protected against any two-link failure if there exist two $p$-cycles $pc_1$ and $pc_2$ such that the following conditions are met.

1. $pc_1$ can protect link $A \rightarrow B$;
2. $pc_2$ can protect link $A \rightarrow B$;
3. $pc_1(A \rightarrow B)$ is link-disjoint with $pc_2(A \rightarrow B)$.

**Proof.** The three conditions ensure that there are three link-disjoint paths from $A$ to $B$: one is the direct link from $A$ to $B$, the other two are $pc_1(A \rightarrow B)$ and $pc_2(A \rightarrow B)$. When any two links in the network fail, there must exist at least one path from $A$ to $B$ that is intact. Therefore, link $A \rightarrow B$ is protected against any two-link failure.

According to Theorem 1, we can use two protection-segment-disjoint $p$-cycles to protect a working link against two link failures. However, using two $p$-cycles to protect each working link requires a large amount of protection capacity. To reduce the capacity requirement, we allow two working links to share the protection of a common $p$-cycle. Let $e_1$ and $e_2$ be two working links. Let $S_1$ and $S_2$ be a pair of protection-segment-disjoint $p$-cycles for $e_1$ and $e_2$,
respectively. If \(|S_1 \cap S_2| = 1\), then \(e_1\) and \(e_2\) share one \(p\)-cycle. If \(|S_1 \cap S_2| = 2\), then \(e_1\) and \(e_2\) are protected by the same pair of \(p\)-cycles. When two links share one or two \(p\)-cycles, it is possible that the failure of these two links will leave one or both of them unprotected. In this case, we say the sharing is invalid. On the other hand, we say the sharing is valid if the two links are still protected when both of them fail simultaneously. In the following, we present a theorem that gives the sufficient condition for a valid sharing.

**Theorem 2.** Let \(e_1\) and \(e_2\) be two working links that share one or two \(p\)-cycles (i.e., \(S_1 \cap S_2 \neq \emptyset\)). The sharing is valid if the following conditions are met.

1. For link \(e_1\), there exists a \(p\)-cycle \(pc_1 \in S_1\) such that \(e_2 \notin pc_1(e_1)\).
2. For link \(e_2\), there exists a \(p\)-cycle \(pc_2 \in S_2\) such that \(e_1 \notin pc_2(e_2)\);
3. \(pc_1(e_1)\) is link-disjoint with \(pc_2(e_2)\) if \(pc_1 = pc_2\).

**Proof.** Upon a two-link failure, we consider the case that only one of \(e_1\) and \(e_2\) fails, say \(e_1\), so \(e_2\) is still working and only \(e_1\) needs to be protected. Based on Theorem 1, there must still exist one protection segment for \(e_1\) that is not affected by another link failure, since \(e_1\) is protected by two link-disjoint segments. Thus, both \(e_1\) and \(e_2\) can survive regardless of protection sharing.

Thus, we only need to focus on the case where both \(e_1\) and \(e_2\) fail. Conditions 1 and 2 ensure that both \(pc_1(e_1)\) and \(pc_2(e_2)\) are not affected by the failures. If \(pc_1 \neq pc_2\), then \(e_1\) and \(e_2\) are protected by \(pc_1\) and \(pc_2\), respectively. In this case, the sharing is valid. If \(pc_1 = pc_2\), then \(pc_1(e_1)\) has to be link-disjoint with \(pc_1(e_2)\) described in condition 3. Otherwise, one unit protection capacity provided by a \(p\)-cycle is not enough to protect two failed link at a time. Thus, \(pc_1(e_1)\) and \(pc_1(e_2)\) have to be link-disjoint to validate the sharing. \(\square\)

Fig. 3.3 shows two examples of \(p\)-cycle sharing. In the example shown in Fig. 3.3(a), two working links \(e_1=AB\) and \(e_2=CD\) are protected by the same pair of \(p\)-cycles, \(pc_1\) and \(pc_2\), where both \(e_1\) and \(e_2\) are straddling links of \(pc_1\) and on-cycle links of \(pc_2\). That is, \(S_1 = S_2 = \{pc_1, pc_2\}\). When both \(e_1\) and \(e_2\) fail, \(pc_2\) can protect neither of them since
$e_2 \in pc_2(e_1)$ and $e_1 \in pc_2(e_2)$. $pc_1$ can be used to protect either $e_1$ or $e_2$ but not both because $pc_1(e_1) = (A \rightarrow D \rightarrow F \rightarrow C \rightarrow B)$ and $pc_1(e_2) = (C \rightarrow B \rightarrow E \rightarrow A \rightarrow D)$ are not link-disjoint. Therefore, $e_1$ and $e_2$ cannot validly share the $p$-cycles $pc_1$ and $pc_2$. We now consider the example shown in Fig. 3.3(b), where everything is the same except that the direction of $p$-cycle $pc_1$ is reversed. In this case, $pc_1(e_1) = (A \rightarrow E \rightarrow B)$ does not contain $e_2$, $pc_1(e_2) = (C \rightarrow F \rightarrow D)$ does not contain $e_1$, and $pc_1(e_1)$ and $pc_1(e_2)$ are link-disjoint. According to Theorem 2, $e_1$ and $e_2$ can validly share $pc_1$ and $pc_2$.

### 3.3 An ILP Model for Static Traffic Protection

In this section, we present an ILP model for the following $p$-cycle design problem: given a network $G = (V, E)$, the working capacity $d_{ab}$ on each link $(a \rightarrow b) \in E$, and the maximum number of $p$-cycles needed, compute a set of $p$-cycles to protect the working capacity against two-link failures such that the total capacity required by the $p$-cycles is minimized.

In the input parameters, $P$ is the upper bound of the number of $p$-cycles needed and can be computed according to the static demands. Suppose the static demands need $M$ links with one unit of capacity reserved on each link, a total of $2M$ $p$-cycles will be required in the worst case to protect any double-link failures since each link requires two $p$-cycles. In the results obtained by solving an ILP, variables $e_{mn}^p$ ($\forall (m \rightarrow n) \in E$) identify the configuration of those computed
p-cycles. Given a p-cycle \( pc_p \), if all the corresponding variables \( e_{mn}^p \) equal 0, this p-cycle is not used to protect any link in the solution.

Input Parameters:
- \( P \): the maximum no. of p-cycles in the solution.
- \( p \): p-cycle index where \( p \in \{1, 2, \ldots, P\} \).
- \( d_{ab} \): integer, total amount of working capacity on link \( a \rightarrow b \).

Variable Notations:
- \( e_{mn}^p \): binary variable, 1 if p-cycle \( p \) uses link \( m \rightarrow n \) as an on-cycle link.
- \( z_n^p \): binary variable, 1 if node \( n \) is on p-cycle \( p \).
- \( x_{ab,k}^p \): binary variable, 1 if p-cycle \( p \) protects the \( k \)th working capacity on link \( a \rightarrow b \).
- \( f_{mn}^{p,(ab,k)} \): binary variable, 1 if p-cycle \( p \) protects the \( k \)th working capacity on link \( m \rightarrow n \) and the protection segment traverses link \( m \rightarrow n \).
- \( v_{cd}^{p,(ab,k)} \): binary variable, 1 if p-cycle \( p \) protects the \( k \)th working capacity on link \( a \rightarrow b \) and the protection segment does not use link \( c \rightarrow d \) or \( d \rightarrow c \).
- \( AB_{cd,(ab,k)}^{p} \): binary variable, it equals \( |v_{cd}^{p,(ab,k)} - v_{ab}^{p,(cd,j)}| \).
- \( C_{cd,(ab,k)}^{p} \): binary variable, used in the absolute value constraints for \( AB_{cd,(ab,k)}^{p} \).

Objective:

\[
\text{Minimize} \quad \sum_p \sum_{(m,n) \in E} e_{mn}^p
\]

The objective function sums the total capacity used by all the active p-cycles.

1) Capacity Constraints:

\[
\sum_p x_{ab,k}^p \geq 2, \quad \forall (a \rightarrow b) \in E, \forall k \leq d_{ab}; \tag{3.1}
\]
\[
\sum_k x_{ab,k}^p \leq 1, \quad \forall p, \forall (a \rightarrow b) \in E; \tag{3.2}
\]

Equation (3.1) ensures that each working unit on a link should be protected by at least two p-cycles. Equation (3.2) ensures that a unidirectional p-cycle can protect only one unit capacity on a given link.

2) Cycle Constraints:

\[
\sum_{(m \rightarrow n) \in E} e_{mn}^p = \sum_{(n \rightarrow l) \in E} e_{nl}^p = z_n^p, \quad \forall p, \forall n \in V; \tag{3.3}
\]
\[
e_{mn}^p + e_{nm}^p \leq 1, \quad \forall p, \forall (m \rightarrow n) \in E; \tag{3.4}
\]
Equations (3.3) is the flow conservation constraint for any simple cycle by ensuring that the in-degree and out-degree of every on-cycle node is 1. Equation (3.4) ensures that each unidirectional p-cycle *p* cannot traverse the same link twice in both directions.

3) Link Protection Constraints:

\[
\sum_m f^{p,(ab,k)}_{mn} - \sum_l f^{p,(ab,k)}_{nl} = \begin{cases} 
  x^{p}_{ab,k} & \text{if } n = b \\
  -x^{p}_{ab,k} & \text{if } n = a \\
  0 & \text{otherwise}
\end{cases} \tag{3.5}
\]

\[\forall p, \forall (a\rightarrow b) \in E, \forall n \in V, \forall k \leq d_{ab};\]

\[
\sum_m f^{p,(ab,k)}_{ma} = \sum_n f^{p,(ab,k)}_{bn} = 0, \forall p, \forall (a\rightarrow b) \in E, \forall k \leq d_{ab}; \tag{3.6}
\]

\[
f^{p,(ab,k)}_{mn} \leq e^{p}_{mn}, \forall (a\rightarrow b), (m\rightarrow n) \in E, (a\rightarrow b) \neq (m\rightarrow n), \forall p, \forall k \leq d_{ab}; \tag{3.7}
\]

Equation (3.5) and (3.6) are the flow conservation constraints for each protection segment provided by a *p*-cycle *p* to protect the *k*th working capacity on link *a*→*b*. In this case, a unit of protection flow should be reserved from node *a* to *b* using the on-cycle links of *p*. But there is no incoming flow of source node *a* and outgoing flow of *b* along the protection segment. Equation (3.7) ensures that any link (*m*→*n*) used by a protection segment should be an on-cycle link of the protection *p*-cycle.

4) Protection Segment Disjointness Constraints:

\[f^{p,(ab,k)}_{mn} + f^{q,(ab,k)}_{mn} \leq 1, \tag{3.8}\]

\[f^{p,(ab,k)}_{mn} + f^{q,(ab,k)}_{mn} \leq 1, \tag{3.9}\]

\[\forall (a\rightarrow b), (m\rightarrow n) \in E, (a\rightarrow b) \neq (m\rightarrow n) \text{ or } (n\rightarrow m), \forall p, q, p \neq q, \forall k \leq d_{ab};\]

Any link should be link-disjoint with its protection segment in any direction, which is guaranteed by Equation (3.8) and (3.9).
5) Absolute Value Constraints:

\[ v_{cd}^{p,(ab,k)} = (x_{ab,k}^p - f_{cd}^{p,(ab,k)} - f_{dc}^{p,(ab,k)}) , \]  
\[ \forall (a \rightarrow b), (c \rightarrow d) \in E, \ (a \rightarrow b) \neq (c \rightarrow d), \ \forall p, \ \forall k \leq d_{ab}; \]  
\[ AB_{cd,l}^{p,(ab,k)} \geq v_{cd}^{p,(ab,k)} - v_{ab}^{p,(cd,l)}, \]  
\[ AB_{cd,l}^{p,(ab,k)} \geq -(v_{cd}^{p,(ab,k)} - v_{ab}^{p,(cd,l)}), \]  
\[ AB_{cd,l}^{p,(ab,k)} \leq v_{cd}^{p,(ab,k)} - v_{ab}^{p,(cd,l)} + 2C_{cd,l}^{p,(ab,k)}, \]  
\[ AB_{cd,l}^{p,(ab,k)} \leq -(v_{cd}^{p,(ab,k)} - v_{ab}^{p,(cd,l)}) + 2(1 - C_{cd,l}^{p,(ab,k)}), \]  
\[ \forall (a \rightarrow b), (c \rightarrow d) \in E, \ (a \rightarrow b) \neq (c \rightarrow d), \ \forall p, \ \forall k \leq d_{ab}, l \leq d_{cd}. \]

Equation (3.10) defines \( v_{cd}^{p,(ab,k)} \), which will be used for protection sharing between link \( ab,k \) and \( cd,l \). The absolute value \( AB_{cd,l}^{p,(ab,k)} \) is defined by equations (3.11) - (3.14). Eq. (3.11) and (3.12) make sure that the absolute value is always greater and equal to 0. However, they are not enough. When both \( v \) variables equal each other, the absolute value should be 0. But it can still be either 0 or 1. In order to make it equal 0, we have to introduce a new binary variable, \( C_{cd,l}^{p,(ab,k)} \). Eq. (3.13) and (3.14) ensure that when both \( v \) variables equal 0 or 1 at the same time, the absolute value \( AB \) can only be 0 by randomly choosing \( C \) as either 0 or 1. Meanwhile, equation (3.11) and (3.12) are not violated.

6) \( p \)-Cycle Sharing Constraints:

\[ \sum_{p} f_{mn}^{p,(ab,k)} + f_{mn}^{p,(cd,l)} + v_{cd}^{p,(ab,k)} + v_{ab}^{p,(cd,l)} \]  
\[ \leq \sum_{p} v_{cd}^{p,(ab,k)} + \sum_{p} v_{ab}^{p,(cd,l)} + \sum_{p} AB_{cd,l}^{p,(ab,k)} + 1, \]  
\[ \forall (a \rightarrow b),(c \rightarrow d) \in E, \ (a \rightarrow b) \neq (c \rightarrow d), \ \forall p, \ \forall (m \rightarrow n) \in E, \ \forall \{k,l\} \leq d_{ab}. \]

Constraint (3.15) ensures that all \( p \)-cycle sharing are valid based on Theorem 2. It takes the following three cases into the consideration when both link \( (a \rightarrow b) \) and \( (c \rightarrow d) \) fail simultaneously.

If \( \sum_{p} AB_{cd,l}^{p,(ab,k)} \geq 1 \), link \( (a \rightarrow b) \) and \( (c \rightarrow d) \) can be protected by two different \( p \)-cycles, because there exist at least one \( p \) such that \( |v_{cd}^{p,(ab,k)} - v_{ab}^{p,(cd,l)}| = 1 \). Assume that \( v_{cd}^{p,(ab,k)} = 1, v_{ab}^{p,(cd,l)} = 0 \), then \( p \) can be used to protect link \( (a \rightarrow b) \) without traversing link \( (c \rightarrow d) \).
while, there must exist another $p'$ that can protect link $(c\rightarrow d)$ without traversing link $(a,b)$, since there are two link-disjoint protection segments for $(c\rightarrow d)$.

If $\sum_p AB_{cd,j}^{p,(ab,k)} = 0$, both link $(a\rightarrow b)$ and $(c\rightarrow d)$ share the same two $p$-cycles. There are two cases to be discussed as follows:

1) If $\sum_p v_{cd}^{p,(ab,k)} + \sum_p v_{ab}^{p,(cd)} = 4$, both link $(a\rightarrow b)$ and $(c,d)$ are straddling links of the two protection $p$-cycles. In this case, one of the two $p$-cycles can protect $(a\rightarrow b)$ and the other one can protect $(c\rightarrow d)$ when both links fail.

2) If $\sum_p v_{cd}^{p,(ab,k)} + \sum_p v_{ab}^{p,(cd)} = 2$, one of the protection $p$-cycles actually traverses both links and cannot be used for protection anymore. Thus, only one $p$-cycle $p$ can be used to protect them. In this case, we must have $f_{mn}^{p,(ab,k)} + f_{mn}^{p,(cd)}, v_{cd}^{p,(ab,k)} + v_{ab}^{p,(cd)} \leq 3$ to ensure that the protection segment $p(a\rightarrow b)$ and $p(c\rightarrow d)$ are link-disjoint.

Constraint (3.15) combines all three cases together to ensure that all $p$-cycle sharing are valid. Note that the condition $\sum_p v_{cd}^{p,(ab,k)} + \sum_p v_{ab}^{p,(cd)} \geq 2$ always holds. Thus, if $\sum_p AB_{cd,j}^{p,(ab,k)} \geq 1$, the sharing is valid. There is no need to address the remaining two cases and Eq. (3.15) should not be violated. If $\sum_p AB_{cd,j}^{p,(ab,k)} = 0$, Eq. (3.15) ensures that one of the last two cases will occur.

Current objective is to minimize the spare capacity required by the $p$-cycles. However, this objective could be easily modified to achieve different goals. For instance: 1. If the goal is to minimize the maximum total capacity (working and spare capacity) used on any link, we can introduce a new variable $\zeta$ and a new constraint: $\zeta \geq d_{mn} + \sum v_{mn}^{p}, \forall (m\rightarrow n) \in E$. In this newly added constraint, $\zeta$ is the maximal aggregated amount of capacity reserved by working capacity and protection $p$-cycles on every link. Accordingly, the new objective will be: Minimize $\zeta$. 2. In the second case, if the total amount of capacity provided by each link $(m\rightarrow n)$ is upper bounded by a number, denoted by $\lambda_{mn}$, we can introduce a new constraint: $\lambda_{mn} \geq d_{mn} + \sum v_{mn}^{p}, \forall (m\rightarrow n) \in E$ to ensure that the total capacity reserved on each link will not exceed the limit. Therefore, our ILP model can be modified in a flexible fashion to adapt to various network scenarios with different design goals.
3.4 Protection Schemes for Dynamic Traffic

In this section, we study the problem of two-link failure protection for dynamic traffic. We assume that the working path for a connection is given. The problem is to compute a set of \( p \)-cycles to protect the working path against any two-link failure so that the total capacity required by the \( p \)-cycles is minimized. We present two heuristic algorithms for this problem. Both algorithms are designed to achieve efficient protection by employing \( p \)-cycle sharing. The notations and some functions used in the algorithms are explained in Table 3.1.

<table>
<thead>
<tr>
<th>Notations</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P )</td>
<td>The set of links used by the working path of a given connection</td>
</tr>
<tr>
<td>( pc_p )</td>
<td>A ( p )-cycle indexed by ( p )</td>
</tr>
<tr>
<td>( pc_p(e) )</td>
<td>the protection segment on ( pc_p ) that actually protect link ( e )</td>
</tr>
<tr>
<td>( C )</td>
<td>The set of all the existing ( p )-cycles in the network</td>
</tr>
<tr>
<td>( C(e) )</td>
<td>The set of existing ( p )-cycles that can protect link ( e )</td>
</tr>
<tr>
<td>( C_{temp} )</td>
<td>The set of protection segments that protect a set of links</td>
</tr>
<tr>
<td>( cycle_{build}(e, n) )</td>
<td>Construct ( n ) new cycles that can protect ( e )</td>
</tr>
<tr>
<td>( check_{share}(pc_i, pc_j, e) )</td>
<td>Check whether ( p )-cycle ( pc_i ) and ( pc_j ) can protect link ( e ) simultaneously in Algorithm 2</td>
</tr>
<tr>
<td>( check_{disjoint}(pc_i, e) )</td>
<td>Check whether an existing ( p )-cycle ( pc_i ) can protect a working link ( e ) in Algorithm 3</td>
</tr>
<tr>
<td>( check_{share2}(e, e', pc_i) )</td>
<td>Check whether link ( e ) and ( e' ) can share the protection of ( pc_i ) validly in Algorithm 3</td>
</tr>
</tbody>
</table>

3.4.1 Shortest Path Pair Protection Scheme

We propose the Shortest Path Pair Protection (SPPP) scheme in this section. Given the working path \( P \) of a connection, SPPP computes a set of \( p \)-cycles to protect \( P \) as follows. For each link on \( P \), we compute two \( p \)-cycles to protect the link so that the two \( p \)-cycles are protection-segment-disjoint. Whenever possible, we reuse the \( p \)-cycles that have been previously provisioned to minimize the total protection capacity.

Fig. 3.4 illustrates how SPPP protects a working path from \( s \) to \( d \) that traverses link 1 through link 4. For each link on the working path, SPPP computes two \( p \)-cycles with link-
disjoint protection segments to protect the link. As shown in the figure, \( pc_i \) and \( pc'_i \) are used to protect link \( i \), for \( 1 \leq i \leq 4 \). To save capacity, we allow a \( p \)-cycle to be shared by different working links if sharing is allowed according to Theorem 2. For example, suppose link 3 can share \( pc_2 \) with link 2, then \( pc_3 = pc_2 \) and only one new \( p \)-cycle (i.e., \( pc'_3 \)) needs to be created for link 3; suppose link 4 can share \( pc_1 \) with link 1 and can share \( pc'_2 \) with link 2, and \( pc_1(link4) \) is link-disjoint with \( pc'_2(link4) \), then \( pc_4 = pc_1 \), \( pc'_4 = pc'_2 \), and no new \( p \)-cycle needs to be created for link 4.

SPPP uses a boolean function \( \text{check\_share}(pc_1, pc_2, e) \) to check whether two \( p \)-cycles can be used to protect a working link \( e \). The checking procedure consists of three steps. First, it checks whether \( e \) can be protected by \( pc_1 \) and has valid sharing with other links also protected by \( pc_1 \); Second, check whether \( e \) can be protected by \( pc_2 \) with valid sharing; Third, whether \( pc_1(e) \) and \( pc_2(e) \) are link-disjoint. \( \text{check\_share}(pc_1, pc_2, e) \) returns true if all three steps are passed. The rules are actually based on Theorem 1 and 2. Given a working link \( e \), the set of existing \( p \)-cycles that can protect \( e \) is denoted by \( C(e) \). That is, \( C(e) \) contains all existing \( p \)-cycles that have \( e \) as an on-cycle link or a straddling link. For each link \( e \in \mathbb{P} \), SPPP computes two \( p \)-cycles for \( e \) as follows:

We try to use as many existing \( p \)-cycles as possible to maximize the sharing. We first check whether there exist two \( p \)-cycles in \( C(e) \) such that they can be reused to protect \( e \). If so, no new \( p \)-cycle needs to be created for \( e \). This check can be done by using the \( \text{check\_share} \) function. If two \( p \)-cycles cannot be found in \( C(e) \), we try to reuse at least one \( p \)-cycle. By checking the protection condition of a \( p \)-cycle, say \( pc_3 \), we need to construct the second \( p \)-cycle \( pc_j \) for \( e \) such that \( pc_3(e) \) and \( pc_j(e) \) are link-disjoint. If \( \text{check\_share}(pc_3, pc_j, e) \) returns true, then \( e \) is
protected against double-link failure. Finally, if none of the p-cycles in \( C \) can be reused to protect \( e \), then we construct two new p-cycles for \( e \) such that the protection segments for \( e \) on these two p-cycles are link-disjoint.

The function \( \text{cycle}_\text{build}(e, n) \) is used to construct new cycles where \( n \) is the number of newly constructed cycles. If \( n = 1 \), the function finds the shortest path that is link-disjoint with \( e \) using Dijkstra’s algorithm and then combines the same link \( e \) in the opposite direction to form a cycle, which can be used to protect \( e \). If \( n = 2 \), we first use Bhandari’s algorithm \[57\] to obtain a pair of link-disjoint paths between the two end nodes of \( e \) with minimum total length by temporarily marking it invalid. We can obtain two p-cycles for \( e \) by combining each path with \( e \) in the reverse direction. Clearly, these two p-cycles can provide link-disjoint protection segments for \( e \).

**Algorithm 2**: SPPP Scheme

**Input**: Working Path \( P \), the set of existing p-cycles, \( C \)

**Output**: A updated set \( C \) for \( \forall e \in P \)

1. for \( \forall e \in P \) do
2.     flag = 2;
3.     if \( \exists \{pc_i, pc_j\} \in C(e) \) s.t. \( \text{check}_\text{share}(pc_i, pc_j, e) = \text{true} \) then
4.         flag = 0;
5.         \( C(e) = C(e) - \{pc_i, pc_j\} \);
6.     end
7.     else if \( (\exists pc_i \in C(e)) \land (pc_j = \text{cycle}_\text{build}(e, 1)) \land (\text{check}_\text{share}(pc_i, pc_j, e)) \) then
8.         flag = 1;
9.         \( C(e) = C(e) - \{pc_i\} \);
10.        \( \forall e' \neq e \) that can be protected by \( pc_j \), \( C(e') = C(e') \cup \{pc_j\} \);
11.       \( C = C \cup \{pc_j\} \);
12.     end
13. if flag == 2 then
14.     construct \( pc_1 \) and \( pc_2 \) for \( e \) by running \( \text{cycle}_\text{build}(e, 2) \);
15.     \( \forall e' \neq e \) that can be protected by \( pc_1 \), \( C(e') = C(e') \cup \{pc_1\} \);
16.     \( \forall e' \neq e \) that can be protected by \( pc_2 \), \( C(e') = C(e') \cup \{pc_2\} \);
17.     \( C = C \cup \{pc_1, pc_2\} \);
18. end
19. end

The pseudo-code of the SPPP scheme is shown in Algorithm 2. The input is a working path \( P \) and the set of the existing p-cycles, the output is a new set \( C \) of p-cycles that protect
The algorithm computes two $p$-cycles for each link $e \in \mathbb{P}$ in the for loop from line 1 to line 19. The first step of the procedure is executed by Lines 3-6, in which we try to find a pair of existing $p$-cycles to protect a given link $e$. The second step is conducted by Lines 7-12, in which we reuse a $p$-cycle $pc_i$ and construct a new one, $pc_j$ to provide protection. The final step is to construct two new $p$-cycles such that their protection segments are link-disjoint, which is realized by Lines 13-18. It is worth noting that each $p$-cycle can only protect a link once. Once a link $e$ has been protected by a given $p$-cycle, say $pc_i$, this $p$-cycle is valid to protect $e$ any more in the future. This is the reason that in Lines 5 and 9, we need to remove the $p$-cycles that have been used to protect $e$ from $\mathcal{C}(e)$.

We now analyze the time complexity of SPPP. First, we check the running time of function $\text{check\_share}(pc_i, pc_j, e)$ is $O(|E||V|^2)$ because it needs to check each working link protected by $pc_i$ to see if it can share $pc_i$ with $e$, and the time of the checking process is $O(|V|^2)$. For each $e \in \mathbb{P}$, the algorithm computes two $p$-cycles for $e$. The time of this computation is dominated by the computation in line 3. We assume $|\mathcal{C}(e)|$ is upper bounded by a constant. Since line 3 is executed for each edge in the working path $\mathbb{P}$ and the number of edges in $\mathbb{P}$ is upper bounded by $|V|$, the complexity of SPPP is $O(|E||V|^3)$.

The advantage of the SPPP scheme is that it can save plenty of protection capacity by exploiting $p$-cycle sharing. However, SPPP always creates short $p$-cycles, which are less efficient than long $p$-cycles as shown in [58] since short $p$-cycles tend to have less straddling links. In the next, we present another protection scheme that makes use of long $p$-cycles for connection protection.

### 3.4.2 Shortest Full Path Protection Scheme

In this section, we present the Shortest Full Path Protection (SFPP) Scheme. Given the working path $\mathbb{P}$ of a connection, SFPP computes a set of $p$-cycles to protect $\mathbb{P}$ as follows. First, we compute one short $p$-cycle for each link on $\mathbb{P}$. Next, we compute a long $p$-cycle that contains all links on $\mathbb{P}$ and is link-disjoint with the protection segments of all the working links computed in the first step. Clearly, the long $p$-cycle can protect every link in $\mathbb{P}$. Therefore,
each working link is still protected by two $p$-cycles (one short and one long) with link-disjoint protection segments. Like SPPP, SFPP reuses existing $p$-cycles whenever possible to save protection capacity.

![Figure 3.5](image.png)

Figure 3.5 $p$-Cycles used in SFPP Scheme.

Fig. 3.5 illustrates how SFPP protects a working path from $s$ to $d$ that traverses link 1 through link 4. Four short $p$-cycles, $pc_1$ to $pc_4$, are first found to protect link 1 to link 4. These short $p$-cycles can be shared by the working links. For example, if link 3 can share $pc_1$ with link 1, then $pc_3 = pc_1$ and no new short $p$-cycle needs to be created for link 3. In the second step, we find a long $p$-cycle, labeled as $pc_5$, to cover the entire working path. $pc_5$ must be link-disjoint with the protection segments $pc_1(link1)$ to $pc_4(link4)$ to ensure that each working link is protected by two protection-segment-disjoint $p$-cycles.

We now explain the details of SFPP. We first find one short $p$-cycle for every link $e$ on the working path $P$. During this process, existing $p$-cycles will be reused if sharing is possible. Specifically, when we process link $e$, we first check whether there is a $p$-cycle in $C(e)$ that can be reused to protect $e$. A $p$-cycle $pc_i$ can be reused to protect $e$ if 1) $pc_i$ does not contain any edge $e' \neq e \in P$, and 2) for every link $e' \neq e \in P$ that is protected by $pc_i$, $pc_i(e)$ and $pc_i(e')$ are link-disjoint. The first condition is needed because if $pc_i$ contains $e'$, then $pc$ and the long $p$-cycle will not be protection-segment-disjoint since they both contain $e'$. The second condition is needed for the following reason. When both $e'$ and $e$ fail, the long $p$-cycle can protect neither of them since the protection segment of one link contains the other link. So, both links have to be protected by $pc_i$. We define a function $\text{check_disjoint}(pc_i, e)$ to check whether those two conditions given a link $e$ and an existing $p$-cycle $pc_i$. It returns true if both conditions are satisfied.
If the function returns false, a new p-cycle should be constructed for e with the requirement that it does not contain any edge \( e' \neq e \) in \( P \). After each link \( e \in P \) has been protected by a p-cycle, we construct a long p-cycle as follows. We first mark all the links in \( P \) as invalid as well as all links on the protection segments (provided by the short p-cycles) of all the working links in \( P \). We can simply substitute \( e \) in the function \( \text{cycle\_build}(e, n) \) by \( P \) and then run \( \text{cycle\_build}(P, 1) \) to form a long p-cycle \( pc_f \) by combining two link-disjoint paths. One, denoted by \( P' \), starts from the source \( s \) to the destination \( d \) and the other one is \( P \) in the opposite direction. Hence, each link on the path \( P \) is protected against double-link failure.

However, constructing this new long p-cycle may destruct the validity of sharing between any link \( e \in P \) with any link \( e' \notin P \) if \( e \) and \( e' \) share a short p-cycle. We have to make sure that after the construction of \( pc_f \), every link \( e \in P \) is still protected and every p-cycle sharing is valid. We define a function \( \text{check\_share2}(e, e', pc_i) \) to perform the checking process. The function returns true if the sharing of a p-cycle \( pc_i \) by \( e \) and \( e' \) is valid based on Theorem 2. If the function returns false, we have to reconstruct the long p-cycle \( pc_f \) because it must contain link \( e' \) (We will explain why in the next.) We could make the sharing valid if the new p-cycle \( pc_f \) does not contain \( e' \). Hence, we need to temporarily remove \( e' \) from \( G \) before construct the new \( pc_f \). After all troublesome links are removed, we recompute a long p-cycle \( pc_f \). We then repeat the process of checking p-cycle sharing validity and computing the long p-cycle until no invalid p-cycle sharing can be found.

We now explain why an invalid sharing of \( pc_i \) by \( e \) and \( e' \) is caused by the inclusion of \( e' \) in \( pc_f \). Let \( pc'_f \) be the second p-cycle that protects \( e' \). (The first p-cycle that protects \( e' \) is \( pc_i \), which is shared by \( e \).) In order for \( e \) and \( e' \) to validly share \( pc_i \), we have to make sure that when both links fail, at least one of \( pc_i \) and \( pc'_f \) can protect \( e' \) and at least one of \( pc_i \) and \( pc_f \) can protect \( e \). We know that at least one of the protection segments \( pc_i(e') \) and \( pc'_f(e') \) does not contain \( e \) since they must be link-disjoint. Therefore, there are three cases to consider as follows:

1. *Neither pc\(_i\)(e') nor pc\(_f\)'(e') contain e*: Clearly, \( e' \) can be protected by \( pc'_f \) since \( pc'_f(e') \) is not affected by the failure. In addition, one of \( pc_i \) and \( pc_f \) can protect \( e \) because \( pc_i(e) \)
and $pc_f(e)$ are link-disjoint and therefore at least one of them does not contain $e'$. So, $e$ and $e'$ can validly share $pc_i$.

2. $pc_i(e')$ contains $e$ and $pc'_f(e')$ does not contain $e$: $e$ and $e'$ can validly share $pc_i$ for the same reason given in the previous case.

3. $pc'_f(e')$ contains $e$ and $pc_i(e')$ does not contain $e$: $e'$ has to be protected by $pc_i$ when both $e$ and $e'$ fail. $e$ can be protected by $pc_f$ if $pc_f(e)$ does not contain $e'$. Therefore, the sharing is valid only if $pc_f(e)$ does not contain $e'$.

**Algorithm 3: SFPP Scheme**

<table>
<thead>
<tr>
<th>Input: Working path $P$, $p$-cycle set $C$, $C_{temp} = \emptyset$ and flag=1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output: A updated set $C$</td>
</tr>
<tr>
<td>for $\forall e \in P$ do</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>mark $e \in P$ and $e' \in C_{temp}$ invalid in $G$;</td>
</tr>
<tr>
<td>construct $pc_f$ by running cycle_build($P, 1$);</td>
</tr>
<tr>
<td>for $\forall e \in P$ and $e' \notin P$ that share $pc_i \in C(e)$ do</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>if flag == 0 then</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>Add $pc_f$ to $C$ and $C(e')$ for all $e' \in E$ that can be protected by $pc_f$;</td>
</tr>
</tbody>
</table>

As can be seen from the above three cases, if we know $e$ and $e'$ cannot validly share $pc$, then it must be the case that $pc_f$ contains $e'$. And we can turn the sharing into a valid one by
making sure that $pc_f$ does not contain $e'$.

The pseudo-code of the SFPP scheme is shown in Algorithm 3. The input is a working path $P$ and the set of existing $p$-cycles $C$, the output is the updated set $C$ of $p$-cycles. Set $C_{temp}$ stores the protection segments that are used to protect the links on $P$. The first loop from line 1-11 tries to find an existing $p$-cycle to protect each link $e \in P$. If no existing $p$-cycle in $C$ can protect a given $e$, then construct a new $p$-cycle. We need to make sure that certain capacity sharing conditions have to be satisfied. The second part from line 12-13 is to construct the long $p$-cycle $pc_f$ for the whole path $P$. However, $pc_f$ may cause invalid sharing between any link on $P$ and the links not in $P$ based on our previous analysis if it traverses any link in $C_{temp}$. Hence, we need to use function check_share2 to check the validity of $pc_f$. If the function returns false, we need to temporarily remove the link and reconstruct a new $pc_f$ repeatedly until a valid long $p$-cycle is found. This process is described by line 14-22. After we find a $pc_f$ that ensures all $p$-cycle sharing is valid, we add it into set $C$ and also update $C(e')$ for each edge $e' \neq e$ that can be protected by $pc_f$ in line 23.

The time complexity of SFPP is dominated by the repeated construction process in lines 15-22. The complexity of function check_share2($e, e', pc$) is $O(|V|^2)$, so the complexity of lines 15-18 is $O(|V||E||V|^2) = O(|E||V|^3)$. This block of code would be executed at most $|E|$ times because at most $|E|$ edges can be removed from $G$. Therefore, the complexity of SFPP is $O(|E||E||V|^3) = O(|E|^2|V|^3)$.

Since SFPP makes use of long $p$-cycles, when failures occur in the network, some rerouted working paths may pass through redundant nodes and links since protection switching is done at the two endnodes of the failed link. This problem can be solved using the algorithm given in [59], which removes the loop backs and release the redundant capacity by reconfiguring the restored paths.
3.5 Numerical Results

3.5.1 Metrics and Methodology

We use ILOG CPLEX 10.1.0 to implement the ILP on a computer with four Intel Xeon 2.40GHz CPUs and 4G of memory. The ILP scheme provides the optimal solution for static traffic demands. The simulations of SPPP and SFPP are implemented on a computer with a Intel 3.0GHz CPU and 1.5G of memory. We measure the performance of our schemes from following metrics:

- **the protection redundancy**: defined as the ratio of protection capacity to working capacity.

- **the reject ratio**: defined as the ratio of the number of requests rejected to the number of requests received.

- **the number of wavelength channels**: one wavelength channel is defined as a wavelength on some link. For example, A 3-hop path uses 3 wavelength channels.

- **the number of XC**: this metric denotes the number of optical cross connects that need to be reconfigured upon a double-link failure.

When studying the performance of SPPP and SFPP, we first consider the incremental traffic, that is, a demand never terminates once it is satisfied. In this traffic model, the capacity of the network link is set to infinity. Then we study the performance of these two schemes in dynamic traffic model.

In both traffic models, a set of randomly generated connection requests are loaded to the network. For each connection request, the working path is routed along the shortest path between the source and the destination. For dynamic traffic, the arrival of traffic follows Poisson distribution with \( \lambda \) connection requests per second and the duration of the request is exponentially distributed with a mean of \( \mu \). The traffic load measured in Erlang is \( \lambda \mu \).
3.5.2 Results for Static Traffic

We use ILOG CPLEX 10.1.0 to implement the ILP on a computer with four Intel Xeon 2.40GHz CPUs and 4BG of memory. A small test network with 6 nodes and 11 edges (shown in Fig. 3.6) is used. Table 3.2 shows the protection redundancy of different schemes and the running time of ILP for different number of connections. Each data point is the average of ten test cases.

![Figure 3.6 The 6-node 11-edge network.](image)

Table 3.2 Redundancy and Computation time of ILP and Heuristic Algorithms

<table>
<thead>
<tr>
<th>Number of connections:</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>ILP Run Times (s)</td>
<td>0.034</td>
<td>0.91</td>
<td>59.8</td>
<td>1304</td>
<td>11684.2</td>
</tr>
<tr>
<td>Protection Redundancy(ILP):</td>
<td>592%</td>
<td>448%</td>
<td>373%</td>
<td>306%</td>
<td>302%</td>
</tr>
<tr>
<td>Protection Redundancy(SPPP):</td>
<td>618%</td>
<td>546%</td>
<td>544%</td>
<td>534%</td>
<td>515%</td>
</tr>
<tr>
<td>Protection Redundancy(SFPP):</td>
<td>600%</td>
<td>561%</td>
<td>535%</td>
<td>498%</td>
<td>502%</td>
</tr>
</tbody>
</table>

The table shows that as the number of connections increases from 1 to 5, the protection redundancy decreases from 592% to 302%. This is expected because \( p \)-cycle sharing can be better exploited when more connections exist in the network. On the other hand, the running time increases exponentially as the number of connections increases. We also use the SFPP and SPPP under the same scenarios and calculate their redundancy performance. As expected, and as shown in Table 3.2, SFPP and SPPP are not as efficient as the ILP under static traffic because they deal with connection requests one by one and without considering the future incoming connection requests.
When ILP is used to find the optimal protection strategy for static demands, there will be sufficient time between the planning and provisioning processes even the ILP has long run-time. Moreover, ILP can provide the baseline to evaluate the performance of heuristic algorithms.

### 3.5.3 Comparison of SPPP and SFPP

We conduct simulations to compare the performance of SPPP and SFPP under incremental traffic and dynamic traffic. Two networks, the SMALLNET network and the COST239 network (Fig. 3.7), are used in the simulations. In each simulation run, a set of randomly generated connection requests are loaded to the network. For each connection request, the working path is routed along the shortest path between the source and the destination.

In the first set of simulations, we consider incremental traffic. That is, a demand never terminates once it is satisfied. The capacity of the network link is set to infinity. The total number of wavelength channels used by all the working paths and by all the $p$-cycles are recorded for each simulation run. In Fig. 3.8, we show the performance of SPPP and SFPP under different traffic load in SMALLNET network. The results shows that SFPP uses less wavelength channels for protection than SPPP under all traffic loads. Specifically, SFPP achieves a 16.4%-18.3% reduction in wavelength usage over SPPP. The reason for SFPP to ourperform SPPP is that SFPP uses long $p$-cycles that have more straddling links so that
higher protection efficiency can be achieved.

![Graph showing wavelength usage of SPPP and SFPP in SMALLNET.](image)

Figure 3.8  Wavelength usage of SPPP and SFPP in SMALLNET.

![Graph showing wavelength usage of SPPP and SFPP in COST239.](image)

Figure 3.9  Wavelength usage of SPPP and SFPP in COST239.

In Fig. 3.9, we show the performance of SPPP and SFPP in COST239 network. Again, SFPP uses less wavelength channels for protection than SPPP under all traffic loads. Specifically, SFPP achieves a 21.5%-24.5% reduction in wavelength usage over SPPP. The improvement of SFPP over SPPP is bigger than that in SMALLNET network. This is because the COST239 network is denser. So, long $p$-cycles tend to have higher protection efficiency due to the inclusion of more straddling links.

Fig. 3.10 and Fig. 3.11 compare the protection redundancy of SPPP and SFPP for SMALL-
NET and COST239, respectively. Both figures show that the protection redundancy of SPPP and SFPP drop slightly as the number of connections increases, which is consistent with the ILP results. The redundancy of SFPP is much lower than that of SPPP. For SMALLNET, SFPP achieves 16.4%-18.3% reduction in redundancy over SPPP; For COST239, SFPP achieves 23.0% -24.5% reduction in redundancy over SPPP.

![Figure 3.10 Protection redundancy of SPPP and SFPP in SMALLNET.](image)

As shown in Table 3.3, we also study the efficiency of p-Cycles constructed by SFPP and SPPP under incremental traffic in two different networks. The p-Cycle efficiency of p-Cycle $pc_i$ is defined as the ratio of working wavelength channels protected by $pc_i$ over the wavelength
channels reserved on p-Cycle $pc_i$. SFPP has better efficiency performance than SPPP because SFPP tends to use longer $p$-cycles that can protect more straddling links. Thus, each $p$-cycle has higher capacity efficiency in average and this also explains why SFPP has lower redundancy.

<table>
<thead>
<tr>
<th>Table 3.3 Comparison of p-Cycle Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Networks</td>
</tr>
<tr>
<td>SFPP Efficiency</td>
</tr>
<tr>
<td>SPPP Efficiency</td>
</tr>
</tbody>
</table>

In the second set of simulations, we consider dynamic traffic. In each simulation run, 5000 randomly generated connection requests are loaded to the network and the reject ratio is recorded. The arrival of traffic follows Poisson distribution with $\lambda$ connection requests per second and the duration of the request is exponentially distributed with a mean of $\mu$. The traffic load measured in erlangs is $\lambda\mu$. The capacity of the network link is set to 10 wavelengths.

In Fig 3.12, we compare the reject ratio of SFPP and SPPP under different traffic loads (in erlangs) in SMALLNET network. The results show that SFPP performs worse than SPPP when traffic load is low. This can be explained as follows. When the traffic load is low, there is not enough connections to fully utilize the protection capacity provided by the longer $p$-cycles. We also observe that the longer $p$-cycles can be fully utilized and they can provide more efficient protection than those $p$-cycles created by SPPP when the traffic load becomes high. According to our simulation, SFPP performs better than SPPP when traffic load is above 32 erlangs. However, the reject ratio is high and it is not practical.

In Fig 3.13, we compare the reject ratio of SFPP and SPPP under different traffic loads in COST239 network. Again, the results show that SFPP performs worse than SPPP under low traffic loads. Similarly, SFPP will perform better than SPPP when the traffic load is above 30 erlangs.

In Table 3.4, we compare the average computation time for a single demand using SPPP and SFPP in two test networks. As the table shows, it only takes SPPP 1.55 milliseconds on average to compute the $p$-Cycles for a demand in SMALLNET. Meanwhile, SPPP runs faster.
Figure 3.12  Reject ratio of SPPP and SFPP in SMALLNET.

Figure 3.13  Reject ratio of SPPP and SFPP in COST239.

Table 3.4  Average Computation Time (milliseconds)

<table>
<thead>
<tr>
<th>Networks</th>
<th>SMALLNET</th>
<th>COST239</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPPP</td>
<td>1.55</td>
<td>1.9</td>
</tr>
<tr>
<td>SFPP</td>
<td>2.1</td>
<td>2.45</td>
</tr>
</tbody>
</table>
than SFPP in both networks which corresponds well with previous time complexity analysis. SFPP just needs 2.45 milliseconds to compute the \( p \)-Cycle in COST239. Thus, the proposed schemes are suitable for dynamic demands.

### 3.5.4 Comparison of SPPP and the Algorithms in [53]

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>I</th>
<th>II</th>
<th>MADPA</th>
<th>SPPP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protection ratio</td>
<td>100%</td>
<td>100%</td>
<td>98.8%</td>
<td>100%</td>
</tr>
<tr>
<td>Protection redundancy</td>
<td>200%</td>
<td>200%</td>
<td>200%</td>
<td>259%</td>
</tr>
<tr>
<td>( X_{C_{\text{max}}} ) with signaling</td>
<td>26</td>
<td>18</td>
<td>N/A</td>
<td>6</td>
</tr>
<tr>
<td>( X_{C_{\text{avg}}} ) with signaling</td>
<td>9.34</td>
<td>8.64</td>
<td>N/A</td>
<td>4.4</td>
</tr>
<tr>
<td>( X_{C_{\text{max}}} ) w/o signaling</td>
<td>N/A</td>
<td>N/A</td>
<td>24</td>
<td>4</td>
</tr>
<tr>
<td>( X_{C_{\text{avg}}} ) w/o signaling</td>
<td>N/A</td>
<td>N/A</td>
<td>7.3</td>
<td>4</td>
</tr>
</tbody>
</table>

We compare SPPP with the three approaches–Method I, Method II, and MADPA–proposed in [53] as shown in Table 3.5. The network topology used is the 20-node 32-link ARPANET network. Protection ratio is the percentage of double-link failures that can be protected. Protection redundancy is the ratio of the total protection capacity to the total working capacity. \( X_{C_{\text{max}}} \) and \( X_{C_{\text{avg}}} \) denote the worst-case and average number of optical cross connects that need to be configured upon a double-link failure. In [53], the authors assume the working capacity reserved on each link is one unit such that the schemes proposed in the paper require fixed protection capacity on each link, which is 200%.

When a link fails, Methods I and II require that all nodes in the network are informed of the failure through signaling. However, this is not required for MADPA. SPPP can operate with or without signaling of the failure event. If, upon a link failure, the traffic on the link is sent on both \( p \)-cycles simultaneously, then signaling is not required. In this case, a total of 4 cross connections are needed to recover from any double-link failure because the two endnodes of each failed link need configure their cross connects to direct the traffic onto the \( p \)-cycles. On the other hand, if only one \( p \)-cycle is used to restore the traffic upon a link failure, then
signaling of failure is required and a total of 6 cross connections are needed to recover from a double-link failure in the worst case.

The worst case occurs when the second failure affects the \( p \)-cycle used to protect the first failure. In this case, when the first link fails, both end nodes configure their cross connects to direct the traffic onto the first \( p \)-cycle for this link. When the second link fails, the end nodes of the link configure their cross connects to direct the traffic onto one of the two \( p \)-cycles that is not affected by the first link failure. After the end nodes of the first failed link learn that the second failure affects the \( p \)-cycle being used, they reconfigure their cross connects to direct the traffic onto the second \( p \)-cycle for this link. Thus, a total of 6 cross connections are needed.

The results in Table 3.5 show that while SPPP has higher protection redundancy than the other three methods, the number of cross connections required is much less. Since \( p \)-cycles are pre-configured, SPPP requires only the end nodes of the failed links to configure their cross connects. On the other hand, cross connects have to be configured by every node along the protection path in the other three methods. Thus, SPPP is much faster in restoration than the other methods. Basically, SPPP trades off protection redundancy for restoration speed. Compared with the other methods, SPPP’s gain in restoration speed is much larger than its loss in protection redundancy.

### 3.6 Conclusion

In this paper, we consider the problem of protecting connections against two-link failures. The basic idea is to protect each working link with two \( p \)-cycles with link-disjoint protection segments. We present an ILP model to compute the optimal set of \( p \)-cycles for protecting a set of static demands. The ILP can provide the optimal solution for static demands and provide a baseline for evaluating the performance of heuristic algorithms. Realizing that ILP is not suitable for online provisioning process, we also propose two protection schemes, SPPP and SFPP, for dynamic demands. The numerical results show that SFPP is more capacity efficient than SPPP under incremental traffic. Under dynamic traffic, SPPP has lower blocking than SFPP in most practical cases. In addition to the time complexity analysis, we run
simulations to show that the average computation time for a single demand is at the milisecond-level. The time complexity analysis also shows the good scalability of our proposed SFPP and SPPP schemes. Compared with the algorithms proposed in [53], SPPP trades off protection redundancy for fast restoration speed. In the future, we plan to develop heuristic algorithms to solve the static traffic provisioning problem and design more efficient algorithms for dynamic traffic in terms of running time and protection redundancy. We will also consider multiple-link failure protection.
CHAPTER 4. \textit{P-2-CYCLES: P-CYCLES WITH PARASITIC PROTECTION LINKS}
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Abstract

The \( p \)-cycle and its Failure Independent Path Protection (FIPP) extension are known to be efficient and agile protection strategies. The \( p \)-cycle is pre-configured such that if there is a failure, only the switches at two end nodes need to be reconfigured. In this paper, we extend the \( p \)-cycle by allowing cycles to have attached links, called Parasitic Protection Links (PPL), in order to protect paths whose source and destination nodes are not only located on the cycle but also connected by a PPL to the cycle. A \( p \)-cycle with PPL is named \( p^2 \)-cycle.

We address the unicast service protection problem against single-link failures by using \( p^2 \)-cycle in mesh networks for both static and dynamic traffic scenarios. In the static case, the problem is formulated as an Integer Linear Program (ILP). We further propose two \( p^2 \)-cycle based heuristic algorithms, Strict Routing Protection (SRP) and Flexible Routing Protection (FRP), to address the dynamic traffic case. The numerical results show that the \( p^2 \)-cycle scheme provides better capacity efficiency than the FIPP \( p \)-cycle scheme in all the traffic scenarios considered and achieves only less than 3\% extra total cost over the optimum, provided by Shared Backup Path Protection (SBPP) approach when the traffic load is high. We also study the failure recovery performance in terms of average number of switch reconfigurations.
(NOR), and show that the performance of the $p^2$-cycle becomes much better than that of SBPP and gets close to FIPP as the traffic demand increases. In the dynamic case, both SRP and FRP outperform FIPP $p$-cycle schemes in terms of blocking probability in most scenarios considered. In general, the $p^2$-cycle protection scheme outperforms the $p$-cycle based in terms of capacity efficiencies which being slightly slower in terms of traffic recovery speed.

4.1 Introduction

Network survivability, defined as the ability of networks to continue to function properly in the presence of the failures of network components [3], is an important requirement for WDM optical networks due to their ultra-high capacity. A single failure can disrupt millions of applications and users. Ring-based networks and resilience schemes are prevalent due to the simple manageability and fast recovery mechanism, in which the traffic recovery process can be completed within 50-60 ms, but require 100% capacity redundancy [60]. As mesh-based networks emerged, more capacity efficient protection schemes were proposed which allow backup capacity sharing. These schemes fall into three categories: link-based, segment-based and path-based [29].

Link-based protection schemes produce the fast traffic recovery speed but suffer from the worst resource efficiency [31]. Path-based protection schemes usually achieve the best resource efficiency. Among them, a path protection scheme, namely, Shared Backup Path Protection (SBPP), was shown to be the most capacity efficient protection scheme [29]. However, it suffers from long traffic recovery time upon a network failure. Segment-based protection schemes lie between the link-based and path-based schemes, and offer a better combination of bandwidth efficiency and recovery time [61, 62].

The pre-configured protection cycle approach, referred to as $p$-cycle, combines the merits of both ring-based and mesh-based protection schemes and achieves the recovery speed of ring-based with the capacity efficiency of mesh protection [39]. $P$-cycle has been proven theoretically to be the most efficient pre-configured protection scheme in terms of capacity efficiency and recovery speed [63]. A thorough survey of $p$-cycle-based survivability techniques was conducted
by Grover in [64]. Since the concept of \( p \)-cycle was first introduced in [39], a large amount of work in the literature studied the \( p \)-cycle design problem with unicast traffic against a single-link failure. The authors in [39, 41] introduced a tractable solution by solving the problem in two steps: by first routing the connections, and then selecting the best \( p \)-cycles candidates from the enumeration of all the cycles to protect the established connections. In this approach, the optimality of the solution is compromised by solving two subproblems. In [42, 43], the problem were also solved jointly by minimizing the total capacity cost used by both primary paths and protection \( p \)-cycles.

Besides link protection, \( p \)-cycles has been extended to protect segments and paths in [44, 45]. Reference [45] proposed a Failure Independent Path-Protecting (FIPP) \( p \)-cycle which is a more capacity efficient protection strategy than link protecting \( p \)-cycle, with a little relaxation on the recovery time. Recently, the author of [66] introduced a new 1+N protection scheme against single-link failures by combining network coding and \( p \)-cycles. Besides \( p \)-cycles, other pre-configured structures are also used for fast recovery, such as \( p \)-trails [67] and \( p \)-trees [68, 69]. In [69], the authors extended \( p \)-tree by adding links to form a more flexible protection pattern, such as cycles or trees, but it can provide higher protection capacity than link-protecting \( p \)-cycles only in a network with non-uniformly distributed spare capacity.

Regardless of the protection schemes, the trade-off between the capacity efficiency and failure recovery speed always exists [70]. Since the \( p \)-cycle has a good combination of capacity and time efficiency, we attempt to further increase the capacity efficiency of FIPP \( p \)-cycles without sacrificing too much of its fast recovery property. In this paper, therefore, we extend the FIPP \( p \)-cycle paradigm to a new one in which each \( p \)-cycle may be augmented with a number of protection links that are attached to the cycle, called "Parasitic Protection Links (PPL)."

An example is shown in Figure 4.1 to illustrate the concept of the \( p^2 \)-cycle. In Fig. 4.1(a), a \( p \)-cycle \((A\rightarrow B\rightarrow C\rightarrow D\rightarrow E\rightarrow F\rightarrow A)\) is used to protect two bidirectional paths, \( P_1 \) and \( P_2 \), where path \( P_1 \) traverses on-cycle span \((D, E)\) and \((E, F)\) and is protected by on-cycle segment \((F\rightarrow A\rightarrow B\rightarrow C\rightarrow D)\) and path \( P_2(A\rightarrow C)\) is a straddling path that is protected by on-cycle
segment \((A-B-C)\). Working paths are denoted by solid lines and protection paths are represented by dashed lines. Assuming we have another working path \(P_3\) (shown in Fig.4.1(b)) traversing on-cycle span \((A, B)\) and non-cycle span \((B, G)\), the original \(p\)-cycle cannot protect it, since the end node \(G\) is not on the cycle. We then extend the \(p\)-cycle to have a PPL \((C, G)\) and hence protect \(P_3\) by using the path \((A-F-E-D-C-G)\), which is partly on-cycle and partly on PPL. The idea can also be applied to a path whose two end nodes are not on the cycle, such as path \(p_4\) shown in Fig.4.1(c). Two PPLs \((A, H)\) and \((C, G)\) can be used to construct the protection path \((H-A-F-E-D-C-G)\). Therefore, the augmented \(p\)-cycle with the two links \((A, H)\) and \((C, G)\) can protect four paths (shown in Fig.4.1(d)). Hence, augmenting a \(p\)-cycle to have PPLs enhances the flexibility of protection and thus may decrease spare capacity redundancy and reduce overall capacity cost.

The rest of the paper is organized as follows: In Section 4.2, we analyze the \(p^2\)-cycle protection scheme in more detail. In Section 4.3, we consider unicast protection problem with
static traffic demands using \( p^2 \)-cycles as the protection method. The problem is formulated as an Integer Linear Program (ILP). In Section 4.4, we further consider dynamic traffic scenarios, in which two heuristic algorithms are proposed. Performance evaluation of multiple criteria for both static and dynamic traffic scenarios will be presented in Section 4.5. Finally, we conclude the paper in Section 4.6.

4.2 Overview of \( p^2 \)-Cycles

In this section, we provide an overview of \( p^2 \)-cycle protection scheme and elaborate the details of protection mechanism and traffic recovery time.

4.2.1 Protection Mechanism

The protection ability of a \( p^2 \)-cycle is an enhancement to that of the \( p \)-cycle by adding attached spans to the cycle, which enables the cycle to provide protection to the connections whose end nodes are one hop away from the cycle. All the nodes on the cycle still remain pre-configured. For the nodes that also connect to PPLs, they only reconfigure the switches when the attached PPLs are activated to provide protection upon a network failure. Given a unicast session, the primary path and the corresponding protection path, which may consist of an on-cycle segment and one or two PPLs, will be determined in advance regardless of the location of the failure. Hence, the \( p^2 \)-cycle protection scheme is also failure independent.

Upon a link failure, the failure will be detected by the end nodes of the failed span and the corresponding signals will transmitted to the source and destination nodes of the path. The distinction between a \( p^2 \)-cycle and an FIPP \( p \)-cycle here is that the source or the destination may not be on the cycle. Therefore, in order to reroute the traffic onto the backup path, the source and destination nodes need to reconfigure their switches, as do the end nodes on the protection cycle that connect to an activated PPL.

Let us review the examples in Figure 4.1. In Figure 4.1(b), if a failure happens to span \((A, B)\) or \((B, G)\), both end nodes \(A, G\) and on-cycle node \(C\) will reconfigure their switches to reroute the traffic through the backup path. Similar reconfigurations should be done by node
\( H, G, A \) and \( C \) in Figure 4.1(c) upon any span failure on the primary path \( P_4 \).

### 4.2.2 Traffic Recovery Time

In general, the traffic recovery process consists of three phases: failure detection, fault signaling and switch reconfigurations. However, switch reconfigurations are usually the most time consuming phase during the process, since each reconfiguration takes 10 - 20s ms [101] depending on the technology used. More node reconfigurations on the protection path will result in longer traffic recovery. Thus, the average Number of Node Reconfigurations (NOR) is a key factor to inspect the traffic recovery speed of a given protection scheme.

It is apparent that NOR of FIPP \( p \)-cycle scheme is always equal to two, one at the source and the other at the destination, and rest of the nodes are pre-configured on the cycle. However, for a path protected by a \( p^2 \)-cycle, NOR can be two, three or four depending on how many PPLs are used by a protection path. In Fig. 4.1, path 1 and 2 are protected by the cycle without usage of any PPL and thus the NOR of them is two. However, the NOR of protection path 3 and 4 equals three (A,C and G) and four (A,H,C and G), respectively.

It is worth noting that the distance between any end node of a connection and its protection cycle does not have to be fixed by one hop, such as PPL \((A, H)\) and \((C, G)\) in Fig. 4.1. Instead, we can extend the capability of a \( p \)-cycle to protect the connections whose end nodes are not only one hop but \( k \) hops away where \( k > 1 \). The overall protection capacity efficiency may be enhanced. However, each PPL will easily grow to be a segment that may have multiple links in order to protect more connections. In that case, the length of each protection path may increase. But more critically, the NOR required on a protection path may increase significantly since every node on a stretched ”PPL” may potentially become a reconfiguration node. In addition to the original reconfiguration nodes, such as end nodes or nodes on the cycle that are connected to PPLs, the traffic recovery time may soon become unacceptable due to a large number of reconfigurations. Therefore, in order to achieve great improvement in capacity efficiency without sacrificing too much recovery time, we limit the number of hops of any ”PPL” to one link for every \( p^2 \)-cycle.
4.3 Static Traffic Scenarios

In this section, we address the static unicast services protection problem using \( p^2 \)-cycle protection scheme in WDM networks against single-link failure scenarios. The problem will be defined first and then formulated as an Integer Linear Program (ILP).

4.3.1 Problem Statement

Given a number of static traffic requests, the problem can be solved in two ways. The first method is to divide the problem into two sub-problems: working paths provisioning and protection cycles provisioning. Then the two sub-problems are solved sequentially. However, the optimality of the solution may be compromised. In order to study the overall optimal performance of the \( p^2 \)-cycle scheme, we address the joint capacity placement (JCP) problem in which working paths and protection cycles are provisioned jointly such that the minimum total cost is achieved.

A number of assumptions are given as follow, in which a session refers to a provisioned traffic demand or request:

1. Each unicast session is bidirectional with a unitary traffic rate (one wavelength) and the traffic in both directions has to be routed through the same paths and protected by the same \( p^2 \)-cycle.
2. Each \( p^2 \)-cycle is also bidirectional and has unitary capacity on both on-cycle spans and PPLs.
3. Each span has enough wavelengths and each node is equipped with wavelength converters over all wavelengths, such that wavelength continuity is not required in the network.

We now state the JCP problem formally: Given a bidirectional unicast traffic matrix \( D \) where \( D = d_{li}(s_l, t_l), \ (0 \leq l < M) \) where \( M \) is the number of connections, and a weighted undirected graph \( G = (V, E) \) in which each span \( e \in E \) has a cost \( c_e \), provision and protect all the unicast sessions with minimal total cost (the cost consumed on each span is the product of the total number of wavelengths used over the span and the unit cost over the span).
Input Parameters:

$P$  
The maximum number of $p^2$-cycles in the solution

$p$  
an index that refers to the $p$th $p^2$-cycle where $1 \leq p \leq P$

$l$  
an index that refers to the $l$th session where $1 \leq l \leq M$

Variables Notation:

$f^l_{mn}$: A binary variable, equals 1 if the primary path of session $l$ traverses span $(m, n) \in E$

$q^l_{mn}$: A binary variable, equals 1 if the protection flow of session $l$ traverses span $(m, n) \in E$

$Zf^l_n$: A binary variable, equals 1 if the primary path of session $l$ passes node $n$

$Zq^l_n$: A binary variable, equals 1 if the protection path of session $l$ passes node $n$

$e^p_{mn}$: A binary variable, equals 1 if $p^2$-cycle $p$ traverses span $(m, n)$

$s^p_n$: A binary variable, equals 1 if $p^2$-cycle $p$ traverses node $n$

$b^p_{mn}$: A binary variable, equals 1 if span $(m, n)$ is a PPL of $p$

$B^p_{mn}$: A binary variable, equals 1 if PPL $(m, n)$ is used by $p$ to protect session $l$

$x^p_l$: A binary variable, equals 1 if $p$ protects session $l$

$X^l_{l_1l_2}$: A binary variable, equals 1 if session $l_1$ and $l_2$ are both protected by $p$

$q^{l_1l_2}$: A binary variable, equals 1 if session $l_1$ and $l_2$ share protection of any $p^2$-cycle

$s^{l_1l_2}_{mn}$: A binary variable, equals 1 if the primary paths of both session $l_1$ and $l_2$ use span $(m, n)$

$\Gamma^{l_1l_2}$: A binary variable, equals 1 if the primary paths of session $l_1$ and $l_2$ use at least one common span

$\mu^p_u$: A binary variable, equals 1 if node $u$ is the master node of $p$

$\alpha^p_{mn,v}$: A binary variable, equals 1 if span $(m, n)$ is used to reach node $v$ from the master node of $p$

$\beta^p_{n,v}$: A binary variable, equals 1 if node $n$ is traversed by the flow from the master node to node $v$ through the cycle of $p$

$\epsilon$: A small positive constant (0.0001)
4.3.2 ILP Formulation

We formulate the JCP problem as an ILP. Since the number of cycles increases exponentially with network sizes, we do not enumerate all the cycles in a given network in the formulation. Instead, the flow variables will form the cycles in the solution. The input parameters and decision variables used in the ILP are defined in the table.

The objective function is:

\[
\text{Minimize:} \quad \sum_{(m,n) \in E} \left( \sum_{0 \leq l < M} f_{mn}^l + \sum_{0 \leq p < P} (e_{mn}^p + b_{mn}^p) \right)
\]

Each span between node \(m\) and \(n\) is denoted by \((m, n)\) where \(m < n\) in the network \(G=(V, E)\). The objective function minimizes the total cost consumed by the primary paths (first term) and the \(p^2\)-cycles used to protect them. Each \(p^2\)-cycle is composed of on-cycle spans \(e\) (second term) and parasitic protection spans \(b\) (third term).

The constraints are such that:

1. Flow Conservation Constraints:

For \(n \in V \setminus \{s_l, t_l\}\), \(\forall l:\)

\[
\sum_{n:(s_l,n) \in E} f_{s_l,n}^l = \sum_{m:(m,t_l) \in E} f_{m,t_l}^l = 1; \quad \text{(4.1)}
\]

\[
\sum_{n:(u,n),(n,u) \in E} f_{u,n}^l = 2Zf_n^l; \quad \text{(4.2)}
\]

\[
\sum_{n:(s_l,n) \in E} q_{s_l,n}^l = \sum_{m:(m,t_l) \in E} q_{m,t_l}^l = 1; \quad \text{(4.3)}
\]

\[
\sum_{n:(u,n),(n,u) \in E} q_{u,n}^l = 2Zq_n^l; \quad \text{(4.4)}
\]

Equations (4.1)-(4.4) ensure that each session \(l\) has a primary and a protection path. The source and destination nodes of the session connect to only one span used by each path, but each intermediate node is connected by two adjacent spans.
2. **Protection Constraints:**

\[
\sum_p x^p_l = 1, \quad \forall l; \quad \text{(4.5)}
\]

\[
e^p_{mn} \geq x^p_l \land q^l_{mn}, \quad \forall p, l, \forall (m, n) \in E, \quad m, n \neq \{s_l, t_l\}; \quad \text{(4.6)}
\]

\[
B^{p,l}_{mn} = x^p_l \land q^l_{mn} \land (1 - e^p_{mn}), \quad \forall p, l, \forall (m, n) \in E; \quad \text{(4.7)}
\]

\[
b^p_{mn} \geq \epsilon \left( \sum_l B^{p,l}_{mn} \right), \quad \forall p, \forall (m, n) \in E; \quad \text{(4.8)}
\]

Equation (4.5) ensures that each session is protected exactly once by a \( p^2 \)-cycle. If session \( l \) is protected by each \( p \) and the protection flow uses span \((m, n)\), then span \((m, n)\) should be an on-cycle span of \( p \) except that \( m \) or \( n \) is the source or the destination of session \( l \). In that case, \((m, n)\) can be a PPL. This constraint is ensured by equation (4.6), in which the symbol \( \land \) denotes a conjunction operation. A conjunction expression \( X = \bigwedge_{1 \leq i \leq N} x_i \) can easily be represented by two linear equations \( X \leq \frac{1}{N} \left( \sum_i x_i \right) \) and \( X \geq \sum_i x_i - N + 1 \), given binary variables \( X \) and \( x_i \).

Equation (4.7) ensures that if a span \((m, n)\) is used by a protection flow to protect session \( l \), it should be a part of \( p^2 \)-cycle \( p \). However, if it is not an on-cycle span, it must be a PPL, which is denoted by \( B^{p,l}_{mn} \). A PPL can be used to protect multiple connections. As long as there exists at least one connection using span \((m, n)\) as a PPL of \( p \), the span \((m, n)\) is counted as a PPL of \( p \). Equation (4.8) ensures this constraint.

3. **Link Disjointness Constraints:**

\[
f^l_{mn} + q^l_{mn} \leq 1, \quad \forall l, \forall (m, n) \in E; \quad \text{(4.9)}
\]

The working and backup paths of any session \( l \) should be link-disjoint to survive any single-link failure. This is ensured by equation (4.9).

4. **Protection Capacity Sharing:**
For ∀p, ∀l₁, l₂, l₁ < l₂ < M, ∀(m, n) ∈ E:

\[ X_{l₁l₂}^p = x_{l₁}^p \wedge x_{l₂}^p; \quad (4.10) \]
\[ \phi_{l₁l₂}^p \geq \epsilon \left( \sum_p X_{l₁l₂}^p \right); \quad (4.11) \]
\[ \gamma_{mn}^{l₁l₂} = p_{mn}^{l₁} \wedge p_{mn}^{l₂}; \quad (4.12) \]
\[ \Gamma_{l₁l₂}^p \geq \epsilon \left( \sum_{(m,n) \in E} \gamma_{mn}^{l₁l₂} \right); \quad (4.13) \]
\[ q_{mn}^{l₁} + q_{mn}^{l₂} \leq 2 - \left( \phi_{l₁l₂}^p \wedge \gamma_{l₁l₂}^{l₁l₂} \right); \quad (4.14) \]

Equations (4.10) ensures that if two different session l₁ and l₂ are protected by the same p, then \( X_{l₁l₂}^p = 1 \). If they share any \( p^2 \)-cycle p, then \( \phi_{l₁l₂}^p = 1 \) as shown in equation (4.11).

Equation (4.12) and (4.13) make sure that \( \Gamma_{l₁l₂}^p = 1 \) if the primary paths of session l₁ and l₂ are not link disjoint. In this case, if l₁ and l₂ also share the protection of the same p, the protection flow of l₁ and l₂ cannot traverse the same span, which is ensured by equation (4.14).

5. **Cycle Constraints:**

\[ \sum_{n:(m,n) \in E} e_{mn}^p = 2z_n^p, \ \forall n \in V, \ \forall p; \quad (4.15) \]
\[ |z_m^p - z_n^p| \geq b_{mn}^p, \ \forall (m,n) \in E, \ \forall p; \quad (4.16) \]

The cycle constraints make sure that each node on the cycle is passed twice by on-cycle spans, as described in equation (4.15). If span \((m,n)\) is a PPL of p, then one of m and n must lie on the cycle while the other not, which is given by Equation (4.16).

A new variable can be introduced to replace the absolute expression with two linear equations. For instance, \( Z_{m,n}^p \) can be used to replace \( |z_m^p - z_n^p| \) with two new constraints: \( Z_{m,n}^p \geq z_m^p - z_n^p \) and \( Z_{m,n}^p \geq z_n^p - z_m^p \). The minimization of the cost of connection provisioning in the objective function will ensure that \( Z_{mn}^p \) is equal to \( |z_m^p - z_n^p| \).
6. Cycle Uniqueness:

\[
\sum_{u \in V} \mu_u^p = 1, \quad \forall p; \quad (4.17)
\]

\[
\sum_{n:(m,n) \in E} \alpha_{mn,v}^p = 2 \beta_{m,v}^p - \mu_m^p, \quad \forall p, \forall \{m,n,v\} \in V, \ m \neq v; \quad (4.18)
\]

\[
\sum_{m:(m,v) \in E} \alpha_{mv,v}^p = 1 - \mu_v^p, \quad \forall p, \forall v \in V; \quad (4.19)
\]

\[
\varepsilon_{mn}^p \geq \alpha_{mn,v}^p - \epsilon_{m,v}^p, \quad \forall p, \forall (m,n) \in E, \forall v \in V; \quad (4.20)
\]

However, equation (4.15) is not enough to guarantee that there is only one cycle with index \( p \), since multiple cycles can be formed with the same index \( p \) while still complying with constraint (4.15). Some work has been done to address this issue. The method proposed in [42] is simple and the number of introduced variables is linear in the size of the network. However, it can only apply to unidirectional cycles. Hence, we use the approach proposed in [65]. This approach picks a node on each cycle randomly and defines it as the master node such that there must exist a flow from the master node to every other on-cycle node through the cycle.

Equation (4.17) ensures that there is only one unique master node for each \( p^2 \)-cycle where node \( u \) is the master node of \( p \). Equations (4.18) and (4.19) ensure the flow conservation between the master node and all other on-cycle nodes. Equation (4.18) guarantees that the flow uses one span connected to the master node but two connected to any intermediate node passed by the flow and Equation (4.19) ensures that only one span connecting to the destination node is used by the flow on the cycle. Equation (4.19) also guarantees that if a node \( v \) is on the cycle \( p \), then all the spans traversed by the flow from the master nodes to node \( v \) should be on-cycle spans of \( p \). Therefore, the uniqueness of one cycle for each index \( p \) is ensured. The number of variables introduced to guarantee a single cycle for each \( p \) is \( P|E||V| + P(|V| + 1)|V| \).

The total number of variables used in the ILP formulation is dominated by \( M^2(|E| + P) + P|V|(|E| + |V|) \) and the total number of constraints can be denoted by \( O(M^2(|E| + P) + P(|E||V| + |V|^2 + M|E|)) \).
In addition, this ILP formulation can be easily extended to address other network scenarios or design goals. For instance, instead of minimizing total capacity usage, it can be used to minimize only the spare capacity used by protection $p^2$-cycles given the primary path for each session. Accordingly, all the primary path variables $f_{mn}^l$ become input parameters and will be removed from the objective function. Besides, if the design goal is to balance the traffic load by minimizing the maximum capacity consumed on any span in a network, we just need to introduce a new variable, say $\zeta$, to substitute the original objective function such that $\zeta \geq \sum_{0 \leq l < M} f_{mn}^l + \sum_{0 \leq p < P} (e_{mn}^p + b_{mn}^p)$. In this case, $\zeta$ denotes the maximum capacity required on any link.

In terms of the change of network scenarios, for example, if each span has an upper bound on the number of wavelengths, denoted by $\lambda_{mn}$, we can add a constraint: $\lambda_{mn} \geq \sum_{0 \leq l < M} f_{mn}^l + \sum_{0 \leq p < P} (e_{mn}^p + b_{mn}^p)$, $\forall (m,n) \in E$ to ensure that the total capacity reserved does not violate the upper bound. Therefore, our ILP model can be flexibly modified to adapt it to various network scenarios and different design goals.

### 4.4 Dynamic Traffic Scenarios

In this section, the dynamic traffic scenario will be addressed. We first demonstrate the motivation to apply $p^2$-cycles in the dynamic case and then formally state the problem. Finally, we propose two heuristic algorithms to study the problem.
4.4.1 Motivation

$p$-Cycle is very capacity efficient and suitable with static traffic scenarios since the traffic requests are known in advance and do not vary with time. However, this may not be the case when dealing with dynamic traffic without the prior knowledge of arrival time of future requests. Due to the pre-configuration property of traditional $p$-cycles, it is extremely difficult to re-provision all the protection cycles whenever a new session arrives in order to minimize overall cost. Each provisioning takes large computation cost and complex network reconfiguration. Therefore, most of the work in the literature assume that established $p$-cycles should not vary with time or traffic. The comparison of a number of resilience approaches in protecting dynamic traffic was conducted in [71]. The authors in [72] proposed three different routing algorithms along with link-based $p$-cycle protection scheme to deal with dynamic traffic. The results indicate that the proposed $p$-cycle based design performs better than SBPP in dense networks but worse in sparse networks. Protected Working Capacity Envelopes (PWCE) is another method to address dynamic traffic scenarios [73]. It divides the entire network into two partitions: working and protection. Both static and dynamic traffic can be accommodated as long as the total traffic do not exceed the limit of working envelopes.

Although some decent results have been shown in the literature, $p$-cycles still have such intrinsic weakness in dealing with dynamic traffic. If an incoming session whose end nodes do not lie on any cycle, it cannot be protected and a new cycle has to be constructed to protect this session, or the existing cycles must be reconfigured. An example shown in Figure 4.2 illustrates such weakness and also reveals the advantage of $p^2$-cycles. In Fig. 4.2(a), session 1 has been provisioned and protected by cycle $C_1(E-C-B-F-E)$. As session 2 arrives, the primary path of session 2 is provisioned as $P_2(A-B-C-D)$. Under FIPP $p$-cycle scheme, cycle $C_1$ cannot protect it and thus a new cycle $C_2(A-B-C-D-E-F-A)$ is constructed to protect it as shown in Fig.4.2(b). However, instead of building a new cycle, using $p^2$-cycle approach we can add two PPLs (A,F) and (D,E) to connect the end nodes of $P_2$ such that $C_1$ can also provide a protection segment ($A-F-E-D$) for $P_2$ as shown in Fig.4.2(c). Therefore, both sessions are protected by a $p^2$-cycle with much less cost (a total of 6 links compared to
4.4.2 Problem Statement

In dynamic traffic scenarios, a WDM mesh network is given with network resources, such as the maximum number of wavelengths and the cost on each span. Each traffic request arrives to the network in a dynamic fashion such that it needs to be considered individually based on the current network status. The network status consists of the detailed working and available wavelengths on each span as well as all the accepted sessions and $p^2$-cycles provisioned in the network. Hence, the dynamic traffic protection problem can be defined as follows:

Given a network modeled as an undirected graph $G = (V, E)$ where each undirected span $e \in E$ has a cost $c_e$, the current network which includes the currently used and available wavelengths on each span $e$, each accepted session $l$ and their protection $p^2$-cycles. Provision incoming unicast sessions against any single-link failure with the minimum overall blocking probability by using $p^2$-cycle scheme. The assumptions required in this dynamic traffic case are the same as that in the static case defined in Section 4.3.

<table>
<thead>
<tr>
<th>Notations</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D$</td>
<td>The set of sessions that are active in the network</td>
</tr>
<tr>
<td>$C$</td>
<td>The set of existing $p^2$-cycles in the network</td>
</tr>
<tr>
<td>$P$</td>
<td>The set of primary paths of the active sessions in the network</td>
</tr>
<tr>
<td>$T$</td>
<td>A temporary set of the combination of $&lt;c_p, q_l, f_l&gt;$</td>
</tr>
<tr>
<td>$d_l(s_l, t_l)$</td>
<td>An incoming traffic request $l$ with end nodes $s_l$ and $t_l$, stored in $D$ if it is accepted</td>
</tr>
<tr>
<td>$c_p \in C$</td>
<td>The $p$th $p^2$-cycle in $C$</td>
</tr>
<tr>
<td>$f_l \in P$</td>
<td>The primary path of traffic request $l$</td>
</tr>
<tr>
<td>$q_l$</td>
<td>The protection path of traffic request $l$</td>
</tr>
<tr>
<td>$\delta(d_l, c_p)$</td>
<td>Integer, the distance between the end nodes of a connection $d_l$ to the cycle of $c_p$.</td>
</tr>
</tbody>
</table>
4.4.3 Heuristic Algorithms

We design two heuristics to address the dynamic traffic case. In the first method, named Strict Routing Protection (SRP), the primary and protection path for each incoming session are computed separately. The primary path is firstly provisioned using Dijkstra’s shortest routing algorithm. Based on the primary path, either an existing $p^2$-cycle or a new cycle is found to protect it. In the second method, named Flexible Routing Protection (FRP), the primary and protection paths of an incoming session are constructed jointly. The existing $p^2$-cycles will be preferred to being used first. If no existing one is able to protect the session, a new cycle will be formed. We allow spare capacity sharing between different sessions to increase the capacity efficiency. The notations used in the algorithms are explained in Table 4.1.

4.4.3.1 Strict Routing Protection (SRP)

The motivation of SRP is to always choose the shortest path to route the primary traffic in order to leave more spare capacity for protection, since the capacity used for primary path cannot be shared among different sessions. And then we check whether any available $p^2$-cycle can be exploited to protect this newly established session. Once being set up, the cycle for a $p^2$-cycle can not be changed. However, PPLs may be added for protecting the connections whose end nodes are one hop away from the cycle. The detail of the algorithm SRP is shown in Algorithm 4, in which the process can be described in following steps:

1. As a new session $d_l(s_l, t_l)$ arrives, establish the primary path $f_l$ between $s_l$ and $t_l$ under current network status by using Dijkstra’s algorithm. If it fails, the session is blocked;
2. Sort all the existing $p^2$-cycles, $c_p \in C$, in the increasing order of $\delta(d_l, c_p)$, which is
Algorithm 4: Strict Routing Protection (SRP) Scheme

**Input:** $G(V, E)$, $\mathbb{D}$, $P$, $C$

**Output:** Accepted or Blocked?

1. Given a new session $l$, find the shortest path $f_l$ in $G$;
2. sort $c_p \in C$ in the increasing order of $\delta(t_l, c_p)$;
3. for $c_p \in C$ and $\delta(d_l, c_p) < 3$
do
4. construct a temporary graph $G'=(V', E')$ where $V' = \{\forall \ v \in c_p\} \lor \{s_l, t_l\}$ and $E' = \{(\forall e \in c_p) \lor \{(s_l, v), (v, d_l)\}\}\{\forall e \in f_l\}$;
5. for $d_i \in \mathbb{D}$ protected by $c_p$ do
6. if $f_l$ and $p_i$ are not link disjoint then
7. $E' = E' \{e \in p_i\}$;
8. end
9. end
10. Run Dijkstra’s algorithm to find a protection path $q_l$ between $s_l$ and $t_l$ in $G'$;
11. if Succeed then
12. accept session $l$ and update $c_p$ by adding PPLs $e \in q_l$ but $e \notin c_p$;
13. update $P$ and $G$ and exit;
14. end
15. end
16. if $f_l$ can not protected by any $c_p$ then
17. establish form a new cycle, $c_{|C|+1}$, to protect $f_l$;
18. if Succeed then
19. add $f_l$ to $P$ and $c_{|C|+1}$ to $C$;
20. else
21. the request $l$ is blocked;
22. end
23. end

computed as follows:

$$\delta(d_l, c_p) = \begin{cases} 
0, & \text{if both } s_l \text{ and } d_l \text{ are the on-cycle nodes of } c_p; \\
1, & \text{if one of } s_l \text{ and } d_l \text{ is on the cycle and the other is one hop away from the cycle}; \\
2, & \text{if both } s_l \text{ and } d_l \text{ are one hop away from the cycle of } c_p; \\
+\infty, & \text{otherwise}. 
\end{cases}$$

One hop indicates that there exists a span in the network that connects a node to the cycle. If $\delta(d_l, c_p) = +\infty$ for all $c_p \in C$, then no existing cycle is able to protect this new
session. Thus, a new cycle needs to be constructed to protect $d_l$.

3. For each existing protection cycle, $c_p$, we construct a temporary graph $G'$, consisting of only the cycle spans of $c_p$ and all the spans connecting the source and destination nodes of $l$ to the cycle (line 4). All the spans used by $f_l$ should be removed to ensure that its protection path is link-disjoint. Then, all the sessions protected by $c_p$ are checked and if an existing session in $D$ can share the same $c_p$ with the new session $l$, we should make sure that either their primary paths or their protection paths are link-disjoint. In lines 5-9, we remove the protection paths of all the sessions in $D$ whose primary paths are not link-disjoint with $f_l$. If a protection path can still be found in the remaining $G'$ (line 10), this protection path will be $q_l$ for $l$. Accordingly, the protection cycle is also determined, which should be updated if some PPLs are also used (lines 11-14).

4. If every existing $c_p$ fails to protect $d_l$, a new cycle will be constructed to protect it. We first attempt to find two diverse paths to form a cycle that is link-disjoint to $f_l$. If such cycle cannot be found, then we find a path, $q_l$, link-disjoint to $f_l$ and the cycle is formed by combining $q_l$ with $f_l$. This last part of the algorithm is described by lines 16-22.

In the worst case, every existing sessions $d_i$ will be examined as to whether its primary path is link-disjoint with the primary path of the new session. It takes total of $O(|D| |E|)$ times for the checking process. All existing $p^2$-cycles may also be checked. For each $c_p$, the computation cost of graph and path construction is $O(|E| + |V|^2)$. Therefore, the time complexity of SRP algorithm in the worst scenario is dominated by $O(|C|(|D| |E| + |V|^2))$.

### 4.4.3.2 Flexible Routing Protection (FRP)

Different from SRP, the flexible routing protection scheme considers primary and protection paths jointly for each arriving session. Instead of determining the primary path in advance, we examine each existing $p^2$-cycle and find each potential protection path along the cycle that can connect the source and destination. For each potential protection path, we try to
discover a primary path for it. If it succeeds, the session is accepted. Otherwise, a new cycle is constructed to protect the session. The detailed procedure is described in Algorithm 5.

**Algorithm 5: Flexible Routing Protection (FRP) Scheme**

**Input:** $G(V, E)$, $D$, $P$, $C$, $T = \emptyset$

**Output:** Accepted or Blocked?

1. Given a new session $d_l(s_l, t_l)$, sort $c_p \in C$ in the increasing order of $\delta(d_l, c_p)$;

2. for each $c_p \in C$ and $\delta(d_l, c_p) < 3$ do
   - if $s_l$ or (and) $t_l$ is not on the cycle of $c_p$ then
     - construct each candidate $q_l$ by combining PPL $(s_l, u)$ or (and) $(v, t_l)$ and an on-cycle segment between on-cycle node $u$ and $v$;
   - else
     - construct candidate $q_l$ by using an on-cycle segment of $c_p$ between $s_l$ and $t_l$;
   - end

3. for each candidate $q_l$ do
   - for each $d_i \in D$ protected by $c_p$ do
     - remove the primary path $f_i$ from $G$ if $q_i$ is not link-disjoint with $q_l$;
   - end
   - remove $q_l$ and run Dijkstra’s Algorithm to find $f_l$ between $s_l$ and $t_l$ in $G$;
   - if Succeed then
     - add the combination $< c_p, q_l, f_l >$ to $T$;
   - end

4. end

5. if $T$ is not empty then
   - Session $l$ is accepted and choose $< f_l, q_l, c_p >$ with the minimum cost of $f_l$;
   - Add $f_l$ to $P$ and $e \in q_l$ but $e \notin c_p$ to $c_p$;

6. end

7. else
   - Run Bhandari’s Algorithm [74] to find two link-disjoint paths between $s_l$ and $t_l$;
   - Choose shorter one as $f_l$ and combine them as a new $p^2$-cycle $c_{|C|+1}$;
   - if Failed then
     - The request is blocked;
   - end

8. end

Algorithm FRP is explained in following steps:

1. Given a new session $d_l(s_l, t_l)$, all the available $p^2$-cycles $c_p \in C$ are sorted in the increasing order of $\delta(d_l, c_p)$.

2. For each available $c_p$, list all the possible protection paths for $d_l$. If the end nodes $s_l$ and
$t_i$ are on the cycle, there are two possible segments along the cycle. If $s_i$ or (and) $t_i$ is not on the cycle, the path will be composed of parasitic links connecting $s_i$ or $t_i$ to the cycle and an on-cycle segment.

We assume the average node degree in a given network is denoted by $\theta$. Each cycle can provide two on-cycle segments between any pair of on-cycle nodes. Each end node, $s_i$ or $t_i$, can be connected to the cycle by at most $\theta$ PPLs given the node degree $\theta$. Hence, the average number of candidate protection paths provided by any $p^2$-cycle for $d_i$ is $2\theta^2$. Lines 3-7 are used to construct all candidate protection paths for $d_i$.

3. For each candidate $q_i$, run Dijkstra’s algorithm to find a primary path $f_i$ in $G$ that is not only link-disjoint to $q_i$ but also link-disjoint with other primary paths protected by the same cycle if their protection paths are not link-disjoint. If it succeeds, we store the combination $<c_p, q_i, f_i>$ in a temporary set $T$, which is initialized as $\emptyset$. After checking all the existing $p^2$-cycles, we check set $T$ and find the combination $<c_p, q_i, f_i>$ with minimum cost of $f_i$. We recover the spans removed from $G$ and update the network status. The process is described by lines 8-18.

4. If no existing $p^2$-cycle can be used to protect session $d_i$, we use Bhandari’s algorithm to find two link-disjoint paths between $s_i$ and $t_i$ to form a new $p^2$-cycle. If it fails, the session is blocked. Otherwise, the session is accepted and one of the paths (usually the shorter one) is used as the primary path $f_i$, and the network is updated.

In the worst case, all the existing $p^2$-cycles will be examined and the total number of protection path candidates provided by a cycle is $2\theta^2$. It takes $2|V|$ operations to check all the candidates of protection path $q_i$, from line 3 to line 7. For each candidate, a total of $O(|D||E|)$ time is consumed by checking link-disjointness between $q_i$ provided by each $c_p$ and the protection paths of other sessions. In addition to the time of running Dijkstra’s algorithm, $O(|V|^2)$, lines 8-18 consume a total time; that is $O(2\theta^2(|D||E|+|V|^2))$. This part of the algorithm actually dominates the running time. Therefore, adding up the cost for each iteration of $c_p$, the total time complexity of FRP algorithm is $O(2\theta^2|C|(|D||E|+|V|^2))$. As we
can see, FRP has higher time complexity than SRP due to multiple options of each primary path.

4.5 Performance Evaluation

In this section, we investigate the performances of the proposed $p^2$-cycle protection scheme under both static and dynamic traffic scenarios. In the static traffic case, the unicast traffic requests are given in advance. We compare $p^2$-cycle performance with two other path protection schemes, the SBPP and FIPP $p$-cycle, in terms of two criteria: total capacity cost and average number of reconfigurations (NOR). We also study the performance of $p^2$-cycle scheme in handling dynamic traffic demands by using the proposed heuristic algorithms, SRP and FRP, and compare them with FIPP $p$-cycle in terms of overall blocking probability and average NOR.

4.5.1 Results for Static Traffic

![NSFNET network](image)

Figure 4.3 NSFNET network (14 nodes, 21 spans)

With the prior knowledge of all the traffic information, we obtain the optimal solutions of the JCP problem by formulating it as an ILP and solving it by a commercial software - ILOG CPLEX 10.1.0 on a Linux server with four Xeon 2.4GHz CPU and 4 GB of RAM. The ILP for SBPP is obtained from [30]. Since the ILP for FIPP $p$-cycle proposed in [45] does not address JCP problem but only spare capacity assignment, we use the ILP proposed in this paper without using PPLs.
The experiments are conducted on two practical networks, NSFNET and the pan-European COST 239, shown in Fig. 4.3 and 4.4, respectively. Both networks have similar numbers of nodes, but COST239 has a larger average node degree (4.72) than NSFNET (2.7). Each span in the two networks has a cost, which is the actual distance between the two end nodes in kilometers. We assume that the networks have wavelength conversion capabilities and unlimited wavelengths on each span.

Figure 4.4 Comparison of the total cost of six unitary unicast sessions: 
\{(0, 6), (2, 10), (5, 8), (7, 9), (2, 5), (2, 9)\} in COST239 network using: (a) SBPP, (b) \(p^2\)-cycle and (c) FIPP

4.5.1.1 Total Capacity Cost

We first study a special case in COST239 network in which six unicast traffic requests with unitary traffic rate (one wavelength) need to be provisioned, and we obtain the solutions of each protection scheme, as shown in Fig. 4.4. The source and destination of each session is depicted in a pair of parenthesis, indexed from 0 to 5, counted from left to right. The routes of the primary path, denoted by \(p\), and the corresponding protection path, denoted by \(q\), of each session are described in the boxes.

The optimal solution obtained by employing the SBPP, \(p^2\)-cycle and FIPP \(p\)-cycle are
presented in Fig. 4.4(a), (b), (c), respectively. One wavelength assigned for protection on each span can be shared by multiple sessions. For instance, in Fig. 4.4(a), the spare capacity on span \((6,8)\) is shared by sessions 1 and 2 and \((0,6)\) is shared by sessions 0,1,2,3 and 5. This feature makes SBPP the most capacity efficient scheme but also takes the longest time to obtain the optimal solution due to the high complexity. The \(p^2\)-cycle scheme uses more capacity than SBPP but less than FIPP \(p\)-cycle. The FIPP scheme uses 8.9% more capacity over the optimal solution achieved by SBPP whereas the \(p^2\)-cycle reduces this number to 2.9%, which is very close to the optimal solution, because it utilizes a combination of a smaller cycle and a number of PPLs compared to a large cycle provisioned by FIPP.

We also studied the average performance of each scheme in both NSFNET and COST239 networks and the results are presented in Table 4.2 and 4.3, respectively. Six different traffic scenarios are simulated, in which a total of 2 to 7 sessions are provisioned. In each scenario, we ran 50 independent cases and then took the average value of the total cost. The end nodes of each session were randomly chosen, but the three schemes use exactly the same traffic demands in each case in order to make a fair comparison.

Table 4.2  Comparison of average total capacity cost in NSFNET

<table>
<thead>
<tr>
<th>No. Sess.</th>
<th>SBPP</th>
<th>(p^2)-cycle (extra cost(%))</th>
<th>FIPP (extra cost(%))</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>10734.8</td>
<td>12335.4 (14.9)</td>
<td>13310.1 (24)</td>
</tr>
<tr>
<td>3</td>
<td>14774.7</td>
<td>16060.5 (8.7)</td>
<td>17515.8 (18.6)</td>
</tr>
<tr>
<td>4</td>
<td>19146.1</td>
<td>19759.5 (3.2)</td>
<td>21185.1 (10.6)</td>
</tr>
<tr>
<td>5</td>
<td>21818.3</td>
<td>22624.2 (3.7)</td>
<td>24122.7 (10.6)</td>
</tr>
<tr>
<td>6</td>
<td>25539.2</td>
<td>26395.2 (3.4)</td>
<td>27514.8 (7.7)</td>
</tr>
<tr>
<td>7</td>
<td>29525.2</td>
<td>30327.5 (2.7)</td>
<td>31518.5 (6.8)</td>
</tr>
</tbody>
</table>

Table 4.3  Comparison of average total capacity cost in COST239

<table>
<thead>
<tr>
<th>No. Sess.</th>
<th>SBPP</th>
<th>(p^2)-cycle (extra cost(%))</th>
<th>FIPP (extra cost(%))</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3602.3</td>
<td>4261.7 (18.3)</td>
<td>4669.6 (29.6)</td>
</tr>
<tr>
<td>3</td>
<td>4888.3</td>
<td>5496.3 (12.4)</td>
<td>5820.8 (19.1)</td>
</tr>
<tr>
<td>4</td>
<td>6268.2</td>
<td>6794.6 (8.4)</td>
<td>7094.5 (13.2)</td>
</tr>
<tr>
<td>5</td>
<td>7530.0</td>
<td>7963.9 (5.8)</td>
<td>8277.6 (9.9)</td>
</tr>
<tr>
<td>6</td>
<td>8468.8</td>
<td>8674.8 (2.4)</td>
<td>8947.8 (5.7)</td>
</tr>
</tbody>
</table>
The first column denotes the number of sessions. In the third and fourth column, the extra cost over the optimum is calculated as \((\text{cost} - \text{optimum})/\text{optimum}\), where optimum is achieved by SBPP. We can observe that the \(p^2\)-cycle always achieves better results than FIPP in each scenario. The capacity efficiency of cycle-based protection schemes increases as the number of sessions increases, since there are not enough connections to share the protection of cycles when the traffic is low. As the number of sessions increases, a cycle is more likely to protect multiple connections and become more capacity efficient. When the number of sessions is large in both networks, the \(p^2\)-cycle becomes extremely efficient and only uses less than 3\% extra cost over the optimal solution. Hence, one may conclude that \(p^2\)-cycle will be extremely close to the optimal solutions as the traffic keeps on increasing.

4.5.1.2 Average Number of Reconfigurations

We also compare the traffic recovery performance of \(p^2\)-cycles to the other two protection schemes in terms of the average number of reconfigurations (NOR) per connection. It is straightforward to obtain the NOR for each connection protected by FIPP \(p\)-cycle and \(p^2\)-cycle schemes, respectively, given the primary and protection paths for each connection. But it is not as straightforward for SBPP scheme due to the complex protection structure and capacity sharing. Given a session with its primary and protection paths, if there are any links on the protection path whose the protection wavelengths are shared with other sessions, the nodes adjacent to these links on the protection path are potential reconfiguration nodes. In order to further decide whether such nodes need reconfiguration upon the failure on the primary path, we combining all the protection paths that share the same wavelengths into a protection structure. A potential node requires reconfiguration upon a network failure on the primary path if its nodal degree is greater than 2 in this protection structure, since this node needs to reconfigure its switch to establish protection paths for different sessions that share the same backup resource on the same link. We obtain the NOR under SBPP by assigning a specific wavelength for each protection unit.

The results of the average NOR in both NSFNET and COST239 networks under SBPP,
Table 4.4 Comparison of average NOR per connection in NSFNET

<table>
<thead>
<tr>
<th>No. Sess.</th>
<th>SBPP</th>
<th>(p^2)-cycle</th>
<th>FIPP</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2.48</td>
<td>2.47</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>2.77</td>
<td>2.55</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>2.84</td>
<td>2.42</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>3.01</td>
<td>2.43</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>3.09</td>
<td>2.34</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>3.19</td>
<td>2.31</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 4.5 Comparison of average NOR per connection in COST239

<table>
<thead>
<tr>
<th>No. Sess.</th>
<th>SBPP</th>
<th>(p^2)-cycle</th>
<th>FIPP</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2.36</td>
<td>2.87</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>2.43</td>
<td>2.76</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>2.66</td>
<td>2.63</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>2.80</td>
<td>2.52</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>2.89</td>
<td>2.42</td>
<td>2</td>
</tr>
</tbody>
</table>

\(p^2\)-cycle and FIPP are presented in Table 4.4 and 4.5. The results are obtained by taking the average value over 50 independent cases in each traffic scenario. Clearly, FIPP achieves the best solution since it always takes only two end nodes to reconfigure upon a failure. On the other hand, the average NOR of SBPP increases as the number of connections increases, since the structures get more complex due to sharing backup resources and results in more potential reconfiguration nodes. On the contrary, the average NOR of the \(p^2\)-cycle scheme actually decreases. One of the reasons is that a larger number of connections usually results in cycles with larger size. Hence, more nodes will be covered by the cycle such that fewer connections will use PPL as a part of protection path. Thus, more sessions require only two node reconfigurations upon a failure.

Based on the results, except for the first two scenarios Table 4.5, the \(p^2\)-cycles always perform better than SBPP in terms of NOR and the advantage becomes more significant and gets closer to that of FIPP as the number of sessions increases. In particular, when there are 7 connections in NSFNET, the NOR of \(p^2\)-cycles is equal to 2.31, which is only 15% more than the optimal number of 2, achieved by the FIPP \(p\)-cycle, compared to 3.19, obtained from
SBPP. In practice, networks usually accommodate much more than three connections. Thus, we can predict that $p^2$-cycle will perform very close to FIPP $p$-cycle in terms of NOR when the traffic demands become large.

4.5.2 Results for Dynamic Traffic

![USNET network (24 nodes, 43 spans)](image)

Figure 4.5 USNET network (24 nodes, 43 spans)

Based on two $p^2$-cycle protection algorithms, SRP and FRP, proposed for provisioning dynamic requests, we conduct a simulation study to compare the performance of these algorithms under dynamic traffic. The networks used in the simulations are NSFNET, COST239 and USNET, in which USNET network, shown in Fig. 4.5 has 24 nodes and 43 edges and the average node degree is 3.58.

In each simulation run, 1000 randomly generated unicast requests are loaded to the network sequentially and the reject ratio is recorded. The arrival of traffic follows Poisson distribution with $\lambda$ requests per second and the duration of an accepted connection is exponentially distributed with a mean of $\mu$. The traffic load measured in Erlangs is $\lambda\mu$. Each connection requires an entire wavelength to transmit the traffic. The maximum capacity on each network link is set to 16 wavelengths.

Figures 4.6, 4.7 and 4.8 show the blocking probability of dynamic traffic using SRP, FRP and FIPP $p$-cycle in NSFNET, USNET and COST239 networks, respectively. Each point in the figures is the average value of 200 simulation runs for each traffic load. For FIPP $p$-cycle
scheme, the primary path of each arriving connection is provisioned first by using Dijkstra’s algorithm, and then protected by a $p$-cycle.
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Figure 4.6  Comparison of blocking probability in NSFNET (W=16)

![Graph](image2)

Figure 4.7  Comparison of blocking probability in USNET (W=16)

The results show that both SRP and FRP achieve lower blocking probability than FIPP under most of the network scenarios. In NSFNET, SRP achieves better performance than the other two schemes. In USNET, FRP outperforms SRP and FIPP under every scenarios. In COST239, however, SRP and FIPP achieves the same session blocking ratio, which is better than FRP, when the traffic load is relatively low. As the traffic load increases where the network is very saturated, FRP turns to perform better than SRP and FIPP.
The advantage of our schemes over FIPP is denoted by $BP_{FIPP} - BP_{scheme}/BP_{scheme}$ where $BP$ denotes blocking probability. In NSF, the advantage of SRP over FIPP is between 8% – 23% except for the first two traffic scenarios. When traffic load is very low, traffic requests are rarely blocked for any scheme. In USNET, the advantage of FRP over FIPP is more significant comparing to the advantage of SRP in NSFNET, which lies between 13% and 63% when the $BP$ becomes substantial. In COST239, FIPP actually performs the best and SRP always as the same as FIPP when the traffic load is low. Once the traffic load reaches the threshold where traffic load equals 120 in Erlangs and the $BP$ of all the schemes are always the same, FRP begins to outperform other two. Hence, FRP can provide high probability to protect a given session using existing cycles. However, it may end up with using a long primary path or protection path such that the resources may not be utilized the most efficiently in a long run.

Based on the results, SRP performs better than other two schemes in relatively small and sparse networks at a low level of traffic load. FRP achieves the best performance in larger and denser networks, especially when the network is very saturated. One of the reason that SRP performs better in small and sparse networks, such as, NSF, is that to provision a session always using the shortest path will save some capacity for protection in a long run. Hence, more capacity can be used for protection such that more cycles can be established. However,
in a network with high nodal degree, a cycle is more likely to reach a large group of nodes compared with a sparse network. In this case, FRP has a higher chance to protect a given session by using existing $p^2$-cycles when network load is very high and the network is over saturated.

We also studied the average NOR of each accepted connection as in dynamic traffic scenarios and the results are shown in Figures 4.9, 4.10 and 4.11. As expected, FIPP achieves the best solution with exact two node reconfigurations for each connection. Meanwhile, SRP also performs better than FRP in three networks. This reveals that connections protected by FRP
use more PPLs than those used by SRP, which follows from the basic concept on which the two algorithms are based. It is worth noting that the average NOR achieved by SRP is almost stable below 2.4 in NSF and USNET and 2.7 in COST239. This indicates that most of the connections only need two no reconfigurations upon a network failure, especially in NSF and USNET. FRP has larger average NOR because it iterates every existing p-cycle in the network to protect each session and choose the one with minimum cost but not the one with minimum NOR. Shorter primary paths always results in longer protection paths such that more PPLs are used to protect each session.

Therefore, based on the simulation results, SRP and FRP both achieves the lowest blocking probability than FIPP in most of the network scenarios considered and each scheme has advantage over the other in different network scenarios. SRP has better failure recovery performance than FRP. Considering both static and dynamic traffic scenarios, the $p^2$-cycle protection scheme is a much faster protection scheme than SBPP and provides an enhancement of capacity efficiency over the FIPP $p$-cycle with a small increase in the recovery time.

4.6 Conclusions

In this paper, we proposed a new $p$-cycle based protection scheme in mesh network, named $p^2$-cycle, by augmenting the FIPP $p$-cycle with attached parasitic protection links (PPL) in
order to enhance the protection ability by protecting the paths whose end nodes are not located on the cycle but only one hop away from the cycle. We studied both static and dynamic traffic scenarios. In static traffic case, we solved the joint capacity placement (JCP) problem optimally by formulating the problem as an ILP such that the total working and protection capacity used for all the sessions are minimized. In the dynamic traffic case, we proposed two heuristic algorithms, Strict Routing Protection (SRP) and Flexible Routing Protection (FRP), to handle dynamic traffic demands in order to minimize the total number of blocked sessions.

Based on the numerical results, the $p^2$-cycle protection scheme is a more capacity efficient than the FIPP $p$-cycle scheme in both static and dynamic traffic scenarios. In static scenario, it achieves a cost close to the optimal solution, achieved by SBPP, given a large number of session as a priori. Meanwhile, the $p^2$-cycle has much better recovery performance than SBPP in terms of NOR as traffic demands increase. In the dynamic traffic scenario, the $p^2$-cycle based approach, SRP and FRP achieve better blocking probability than FIPP does in most of the scenarios considered. Considering the trade-off between capacity efficiency and recovery speed, the $p^2$-cycle protection scheme is a more effective alternative of existent $p$-cycle-based and path-based protection schemes.
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Abstract

In this paper we address the multicast survivability problem of using minimum resources to provision a multicast session and its protection paths (trees) in a network such that the session is protected against any single-link failure. We propose a new protection scheme, namely, Segment-based Protection Tree (SPT). In SPT scheme, a given multicast session is first provisioned as a primary multicast tree, and then each segment on the primary tree is protected by a multicast tree instead of a path, as in most existing approaches. We also analyze the recovery performance of SPT and design a Reconfiguration Calculation Algorithm to compute the average number of reconfigurations upon any link failure. By extending SPT to address dynamic traffic scenarios, we also propose two heuristic algorithms, Cost-based SPT (CB_SPT) and Wavelength-based SPT (WB_SPT). We study the performance of the SPT scheme in different traffic scenarios. The numerical results show that SPT outperforms the best existing approaches, optimal path-pair-based shared disjoint paths (OPP_SDP). SPT uses less than 10% extra resources to provision a survivable multicast session over the optimal solution and up to 4% lower than existing approaches under various traffic scenarios and has an average number of reconfigurations 10-86% less than the best cost efficient approach. Moreover,

\footnote{Part of this work has been published in IEEE Globecom 2009 [75].}
in dynamic traffic cases, both CB_SPT and WB_SPT achieves overall blocking probability with 20% lower than OPP_SDP in most network scenarios.

5.1 Introduction

Wavelength-division multiplexing (WDM) technology allows an aggregate traffic on the order of Tbps to be carried on a single fiber, with each wavelength carrying traffic in the tens of Gbps order. Such advances meet the explosive increase of bandwidth demand in the Internet and enable a greater variety of network applications to be served [76]. Several of these applications employ the multicast service mode, such as video distribution, online gaming and so on. To implement multicasting, a node should have the capability to replicate an incoming packet into multiple copies. In the context of optical networks, there are two ways to implement the multicast function at a node, unicast and multicast. In unicast mode, traffic duplication can only be implemented in the electronic domain, whereas in multicast mode, traffic duplication can be done in the optical domain by using optical splitters [80]. If a multicast session is provisioned as a tree in the optical domain, it is called a "light-tree" which originates at a source node and delivers the same data to a number of destination (leaf) nodes [78].

As the capacity of fibers keeps on increasing, a fiber cut caused by an accident or a failure of a switch port or a node interface may lead to loss of tremendous amounts of data. In the scenario of multicast service, data loss on one fiber may cause the disruption of delivery to multiple nodes. Therefore, efforts have been exerted to deal with protection of a multicast session against single link failures. A straightforward method proposed in [77] is to find two link disjoint light trees and both of them start from the source and end at the destination nodes. It is clear that this method is not capacity efficient since it is not always possible to find two link disjoint trees in a network. In [79], the authors introduced a number of protection schemes: link-based, segment-based and path-based. In link-based and segment-based approaches, a multicast session is routed first to construct a multicast tree, and then each link or segment on the tree is protected by a path starting at the tail node and finishing at the head node of the link or segment it protects. Alternatively, a path-based protection scheme, named
optimal path-pair-based shared disjoint paths (OPP SDP) algorithm, achieves the best result in terms of network resource consumption in [79] by self-sharing primary and spare capacity [81]. The idea is to find two shortest link disjoint paths for each source and destination pair [100]. Recently, a couple of new technologies were applied to the survivability problem, p-cycle [83] and network coding [84]. These techniques do have some nice features such as the fast recovery of p-cycles or high bandwidth utilization of network coding. However, p-cycle-based schemes are not efficient and flexible to protect dynamic traffic, especially multicast traffic, while network coding introduces extra computational cost as well as O-E-O conversion since network coding can only be performed in the electronic domain in current optical networks, which may introduce an additional expense.

A path-based scheme, called multicast protection through spanning paths (MPSP), proposed in [82], outperforms OPP SDP under both static and dynamic traffic patterns. It first provisions a primary multicast tree and then establishes a number of paths to protect each path between any pair of leaf nodes on the primary tree, called spanning path. Each path is link disjoint from the spanning path it protects. However, this scheme relies on the assumption that wavelengths reserved in a fiber can be used in two opposite directions by reconfiguring the switches at two end nodes. However, this feature cannot be achieved in practice. Between two connected nodes, there are usually two physical fibers set up and each of them works in one direction. The switches at end nodes use input and output ports to connect incoming and outgoing fibers, respectively [79, 80]. Reserved capacity (wavelength) in a fiber cannot be used in both directions by simply reconfiguring the switches at end nodes due to the fixed switching ports. One way to enable this feature is to change the physical infrastructure by deploying a pair of circulators between two nodes as shown in Fig. 5.1. The fiber is connected to the circulators instead of switching ports on the switches. The circulators connect to both input and output ports on the nearby switches and can configure the fiber to connect to either input port or output port. Only changing the configuration of both switches and circulators will make the transmission in both directions on the same fiber possible such that one unit of capacity reserved in a directed link can be shared by primary and protection paths in MPSP.
scheme. Due to the infrastructure of current backbone networks, the lack of support for this functionality and the restrictions this imposes on other modes of communication, we do not take this assumption into consideration in our proposed scheme.

![Diagram of circulators and fiber with switches](image)

**Figure 5.1** Additional deployment of circulators enables capacity sharing in opposite directions of a fiber

A tree-based protection scheme, segment-based protection tree (SPT) algorithm, is proposed in this paper to provision a multicast request and protect it against any single link failure. We first provision the multicast session on a light tree and then construct protection multicast trees instead of paths to protect the primary light tree. Each protection tree, similar to primary tree, is rooted at the source and reaches every destination in the session. Each segment on the primary tree is protected by a protection tree. A protection tree can share any link with the primary tree as well as other protection trees. The uniqueness of our schemes is that each protection tree is a complete multicast tree from source to destinations. It does not have to traverse the end nodes of a segment it protects. In this case, multiple segments may share one protection tree, which potentially improves the efficiency of the bandwidth utilization.

The rest of this paper is organized as follows. In Section 5.2, we present the assumptions and statement of the problem addressed. The proposed scheme, SPT, will be introduced in Section 5.3. The method of computing the average number of reconfigurations will be presented in Section 5.4. We further study the dynamic multicast cases by proposing two heuristic algorithm extended from SPT in Section 5.5. Numerical results will be presented and explained in Section 5.6. Finally, we conclude this paper in Section 5.7.
5.2 Preliminaries

In this section, we first describe multicast protection problem addressed in the paper with the corresponding assumptions. We then summarize a number of multicast provisioning methods, some of which will be used in the scheme proposed in the paper.

5.2.1 Multicast Protection Problem

A typical multicast session is unidirectional whereas the links of a typical WDM mesh network are bidirectional, since each link has two optical fibers transporting signals in two opposite directions with the same capacity. Each directed fiber is also called "an arc" in [79]. Meanwhile, each arc is assigned a value to indicate the cost of transmitting the data from one end to the other. The cost usually refers to the length of the physical fiber.

We make the following assumptions and present the formal statement of the multicast protection problem:

1. Given a weighted directed connected graph $G = (V, E)$ in which each directed link \( e = (u, v) \in E \) where $u, v \in V$ is assigned a weight (cost) $c_e$ and a capacity with $W$ wavelengths. The graph, $G$, is at least 2-connected.

2. Given a directed multicast request $d$ with a source node $s$ and a set of destinations $\{t_1, t_2, ..., t_M\}$ where $s, t_i \in V$ and $M$ is the number of destination nodes. The traffic requirements of the session is equal to one wavelength. $d$ is expressed as $(s, \{t_1, t_2, ..., t_M\})$.

3. A single link failure will cut off the links in both directions such that traffic delivered in both fibers will be lost. Thus, when we claim two link-disjoint paths (trees) in this article, it indicates that two paths (trees) do not travel the links with the same end nodes in any direction.

4. In this article, we assume that each network node is equipped with an optical switch, optical splitters and wavelength converters if necessary.

---

2Here we use "link" to represent "arc" similar to [79] and therefore links $(u, v)$ and $(v, u)$ are two different links but have the same cost and capacity.
The multicast protection problem is described as follow:

Given a weighted graph $G = (V, E)$ and a multicast request $d$, find a provisioning of the multicast session $d$ such that the multicast service is survivable against any single link failure in $G$ using the minimum cost.

### 5.2.2 Multicast Provisioning Methods

In order to provision a survivable multicast session with minimum cost, it is essential to study how to provision a multicast request. In optical transport networks, multicast provisioning problem can be referred to as finding a light-tree that delivers data from the source to all the destinations with the minimum cost. Deployment of optical splitters at each network node enables multicast implementation in the optical domain. Thus, this problem turns out to be a classic graph theory problem, ”Steiner tree problem”, which has been proven NP-complete [97]. Hence, the multicast protection problem is also NP-complete in the general case and this is why we develop heuristic solution approaches in this paper.

Many approximate algorithms have been proposed in the literature such as Nearest Participant First (NPF) algorithm [98], KMB algorithm [99], pruned Prim’s heuristic [100], referred to as PPH and so on. We actually consider three multicast schemes in the construction of multicast tree: NPF, pruned Prim’s heuristic and simply using Dijkstra’s Shortest Path algorithm, namely, DST, to find the shortest path from the source to each destination and combining all the paths to construct a multicast tree.

The heuristic NPF is a greedy-based algorithm with time complexity $O(M|V|^2)$. The procedure is explained as follow:

1. start from the source node;
2. find a destination node that is closest to the current tree;
3. connect the closest destination node to the closest part of the tree;
4. repeat until all the destinations are connected in the tree.
Prim’s algorithm is a well-known approach of finding the minimum spanning tree with time complexity $O(|V|^2)$. Based on the minimum spanning tree obtained, PPH trims the unwanted branches such that the resulting multicast tree only reaches the given destinations. The total time complexity is $O(|V|^2 + M|V|)$.

The algorithm DST, with time complexity $O(M|V|^2)$, is straightforward and is actually a special case of NPF by assuming that the source is the only node on the current tree. Thus, a multicast tree produced by DST always has equivalent or higher cost than what NPF produces.

![Figure 5.2 Demonstration of various multicast provisioning algorithms](image)

An example shown in 5.2 illustrates the multicast trees constructed by employing various algorithms described above. Given a multicast session that sourced at node 0 and destined to node \{2, 3, 4\}, NPF and PPH construct the same multicast tree and achieve less cost than DST does.

### 5.3 Tree-based Protection Scheme

In this section, we present the tree-based protection scheme, SPT, to provision a multicast request against any single-link failure using minimum cost.

SPT scheme consists of two phases. The first phase is to construct three primary multicast trees by using the three methods, NPF, PPH and DST, respectively, introduced in the section 5.2. The second phase is to provision a protection structure to protect each primary multicast tree established in the first phase. A final survivable multicast session is established by combining the primary multicast tree and its corresponding protection structure. We choose the final topology with the minimal total cost among three methods. Although the multicast tree...
obtained by using DST has the same or higher cost than that achieved by NPF. The reason to consider DST in only phase one is that the objective considered in our problem is the total cost of the final survivable multicast session other than the primary multicast tree only. A primary multicast tree with higher cost in phase one may end up with requiring a protection structure with lower cost to protect it.

An example shown in Figure 5.3 illustrates this property. We have a multicast session sourced at node 6 and destined at node 0, 3 and 10. The primary multicast tree constructed by using DST has cost 5040, which is higher than that achieved by NPF, which is 4590. However, the final survivable topology of this multicast session with the primary tree constructed by DST has lower cost than that with NPF, since it uses the protection link with lower cost. Therefore, the total cost of the combination of primary tree and protection structure can still be lower than the structure by using other multicast schemes in phase one.

In the second phase, we find a protection structure for each primary tree obtained in phase one. Each primary multicast tree is decomposed into a number of segments. Following the definition in [79], a segment is defined as the sequence of links from the source or any branch node (on a tree) to a leaf node or to a downstream branch node. For each segment of the tree, the SPT scheme establishes another multicast tree to protect it, called "protection tree". A protection tree is generated by running both NPF and PPH and selecting the one with the less...
network cost. We do not consider DST here because DST is a special case of NPF and can never produce better solution than NPF. Each protection tree must not traverse the segment it protects. However, it is not necessary for it to pass two end nodes of any segment it protects either. Any protection tree is a complete multicast tree rooted at the source and destined to all the destinations regardless of which segment it protects.

![Diagram](image.png)

**Figure 5.4 An example of Self-sharing**

We apply the self-sharing introduced in [81] to our protection scheme. Self-sharing means that a backup path/tree can share capacity not only with other backup paths/trees but also with other edges on the primary tree. An example of self-sharing is illustrated in Fig. 5.4. If a link failure occurs on either link (0, 1) or (1, 2) as shown in Fig. 5.4(a), we need a protection tree to protect the segment \{(0, 1), (1, 2)\}, and the tree is shown in Fig. 5.4(b). Three links used by the protection tree are newly reserved and they are \{(0, 2), (2, 4), (4, 3)\}. However, one capacity reserved on link (2, 3) for primary tree can be shared with this protection tree and thus the cost of this link in the protection tree is 0. The self-sharing between two protection trees are shown in Fig. 5.4(c). To protect against the failure of link (2, 3) in the primary tree, the second protection tree is constructed. However, four links used by this tree have already been reserved by the primary and the previous protection trees, which can be shared. Therefore, only one link should be newly reserved, which is link (4, 3). Accordingly, the cost of rest links are equal to 0, too.

Based on the self-sharing rule, we construct the algorithm, Segment-based Protection Tree (SPT). Before describing the algorithm, we introduced symbols used in the algorithm are explained in Table 5.1:

Given a multicast session, we call the combination of primary and all the protection trees as
Table 5.1 Notations used in the Algorithms

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T^k_m$</td>
<td>the $k$th primary multicast tree obtained by heuristic $k$, where $0 \leq k &lt; 3$ and 0, 1 and 2 represents heuristic algorithm NPF, PPH and DST, respectively</td>
</tr>
<tr>
<td>$T^k_{p_i}$</td>
<td>the $i$th protection tree for primary multicast tree $k$</td>
</tr>
<tr>
<td>$P_k$</td>
<td>the union of all the protection trees for $k$th primary tree, denoted by $\bigcup_i T^k_{p_i}$</td>
</tr>
<tr>
<td>$\mathbb{R}_k$</td>
<td>the union of all links used for the multicast session generated by heuristic $k$, denoted by $T^k_m \bigcup P_k$</td>
</tr>
<tr>
<td>$c_e$</td>
<td>the cost of link $e \in E$</td>
</tr>
</tbody>
</table>

final survivable topology. Working traffic will be transmitted through the primary tree under the normal condition. The primary tree is divided into a number of segments and each of them is a basic protection unit. All the links reserved for protection other than the primary tree in the final topology is called "pure protection links". The algorithm SPT is to find the final topology with a cost that is as low as possible.

The SPT is presented in Algorithm 6. Each segment in the primary tree is denoted by $l \in T^k_m$. If any existing protection tree established earlier does not traverse $l$ and its counterpart in the opposite direction\(^3\), then $l$ is protected by this tree upon any failure of link $e \in l$. If no such protection tree exists, a new protection tree needs to be provisioned. However, the new tree can share any link with all the established trees in $P_k$ as well as the primary tree $T^k_m$ in the modified graph $G'$ with removal of $l$. Hence, we set the cost of all links available for sharing as 0. Then, algorithm NPF and PPH are executed to obtain the new protection trees $T^k_{p_i}$ and $T^k_{p_i'}$, and the one with the less link cost will be selected and added into the protection tree set $P_k$ in which the links that do not exist in the final set $\mathbb{R}_k$ will also be added. In the final step, three final sets with three different primary trees are compared and we choose the one with the minimum cost, $\mathbb{R}_{\text{min}}$, as the final survivable topology.

Since the number of links of a tree is less than $|V|$, in the worst case, the number of segments on a primary tree cannot exceed $|V|$. Therefore, the time complexity of the heuristic SPT is

\(^3\)In the rest of the paper, when we say a tree does not travel a link or segment, it indicates that the tree does not travel the link or the segment in either direction
Algorithm 6: Segment-based Protection Tree Algorithm (SPT)

**Input:** $G(V, E), d = \{s, t_i\} (1 \leq i \leq M)$

**Output:** $R_{\min}$

1. for $k = 0; k < 3; k++$ do
2.   construct $T^K_m$ by running $k$th heuristic;
3.   foreach segment $l \in T^K_m$ do
4.     if $\exists T^K_p_i \in P_k$, s.t. $l \notin T^K_p_i$ then
5.       continue;
6.     else
7.       remove $e \in l$ from $E$;
8.       set $c_e = 0, \forall e \in R_k$;
9.       run NPF and PPH to obtain protection trees $T^K_p_i$ and $T^K_p_i'$, respectively in $G$;
10.      select the $T^K_p_i$ with less cost and add it to $P_k$;
11.     add $e$ to $R_k, \forall e \in T^K_p_i$ and $e \notin R_k$;
12.     recover $c_e$ where $e \in l$;
13.   end
14. end
15. if the cost of $R_k$ is less than that of $R_{\min}$ then
16.   $R_{\min} = R_k$;
17. end
18. end

$O(M|V|^3)$.

### 5.4 Reconfiguration Calculation

Besides the network cost, the recovery time, referred to as the time period from the occurrence of the failure to the restoration of the traffic, is another important criterion to evaluate the performance of a protection approach. The recovery process consists of several stages: failure detection, signaling transmission and switch reconfiguration, in which switch reconfiguration process consumes the most part of recovery time, since each reconfiguration takes 10 - 20 ms [101] depending on the technology used. Therefore, it is essential to figure out the average reconfiguration time upon any link failure in a network.

Based on the SPT approach proposed in Section 5.3, a multicast tree is provisioned first and then each segment on the tree will be protected by a protection tree. Thus, given a failure
in a network, if this link happens to be used by the multicast tree, a protection tree will be activated to protect it. Accordingly, some nodes on the protection tree may be required to reconfigure the switches to reroute the traffic. The rule to determine whether a node needs to reconfigure its switch is whether this node receives the incoming traffic from a different node or forwards it to a different output node in the protection tree compared to that in the primary multicast tree.

In order to obtain the average number of reconfigurations upon any link failure that disrupts a given multicast service, we assume that the primary tree $T_m$ consists of $L$ links and upon the failure of link $e \in T_m$, a protection tree $T_{pi}$ is activated and $r_i$ nodes on $T_{pi}$ will reconfigure the switch. Therefore, the average number of reconfigurations given any link failure is denoted by:

$$R_{avg} = \frac{\sum_{e \in T_m} r_i}{L}$$

Based on the previous analysis, we propose Algorithm 7 to compute the average reconfiguration time with the application of SPT approach. Several symbols used in the algorithm are explained in Table 5.2:

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L$</td>
<td>total number of links in the primary tree $T_m$</td>
</tr>
<tr>
<td>$X$</td>
<td>the set of nodes that consists of ${s, t_i}$ and the nodes that have node degree more than 2 in the final survivable topology $R$</td>
</tr>
<tr>
<td>$R_{avg}$</td>
<td>the average number of reconfigurations given any single link failure</td>
</tr>
</tbody>
</table>

In the Algorithm 7, the set $X$ maintains all the potential nodes that may reconfigure the switch upon a link failure. Any node in the final survivable topology $R$ has node degree at least two, since $R$ is 2-connected. Except the source $s$, every node has at least a parent. If a node has nodal degree 2, the incoming and outgoing links that the traffic passes through will always be fixed and there is no need for reconfiguration. Therefore, we only consider the nodes with node degree at least 3 along with the source and the destinations as the potential nodes. In the algorithm, line 5 checks whether node $v$ needs reconfiguration or not. If yes, line 6 increases the total number of reconfigurations. Therefore, the average number of reconfigurations is
Algorithm 7: Reconfiguration Calculation Algorithm of SPT

**Input:** $T_m, \{T_{pi}\}, X$

**Output:** $R_{avg}$

1. $R_{avg} = 0;$
2. for $e \in T_m$ do
3.     if $\exists T_{pi}$ protects $e$ then
4.         for $\forall v \in X$ do
5.             if $\exists (u, v)$ or $(v, u) \in T_{pi}$ but $\notin T_m$ then
6.                 $R_{avg} +=$;
7.             end
8.         end
9.     end
10. end
11. $R_{avg} = R_{avg} / L;$

obtained by the total number divided by the total number of the links in the primary tree shown in line (11). The time complexity of Algorithm 7 is $O(L|V|^2)$.

### 5.5 Dynamic Traffic Protection

In this section, we extend SPT algorithm to address dynamic traffic provisioning problem. We introduce another sharing method, cross-sharing, introduced by [81]. By applying both self-sharing and cross-sharing to deal with dynamic traffic, we propose two algorithms, Cost-based SPT and Wavelength SPT, by extending SPT algorithm such that not only the resources can be shared within a session but also among different sessions.

![Cross-sharing example](figure.png)

**Figure 5.5** An example of Cross-sharing

The basic idea of cross-sharing is to share pure protection links among different multicast sessions. An example is shown in Figure 5.5 to illustrate cross-sharing. Two sessions arrive one
after the other and the session \{0\rightarrow 2, 3, 4\} comes ahead of the session \{1\rightarrow 4, 5\}. The final topology of the first session is shown in Fig. 5.5(a). As the second session comes, the primary multicast tree is \{(1, 5), (5, 4)\} and the pure protection links are \{(1, 0), (1, 4), (0, 5)\}. Since the primary trees of session one and two are link disjoint, so the pure protection link (0, 5) is shared such that only one protection capacity is required to protect both sessions. This feature will be used to provision dynamic traffic.

Based on the rule of cross-sharing, we combine both self-sharing and cross-sharing to provision each dynamic multicast session and protect them against single-link failure. We propose two heuristic algorithms, Cost-based SPT (CB_SPT) and Wavelength-based SPT (WB_SPT). Each heuristic is still based on SPT algorithm proposed in the section 5.3 for multicast protection. However, we also introduce cross-sharing such that each pure protection link can be used to protect multiple sessions. The distinction between CB_SPT and WB_SPT is that we use different measurements to choose the final topology for each incoming session. The former chooses the final topology with the minimum overall cost, whereas the latter chooses the final topology with the minimum number of wavelengths used.

The first heuristic, CB_SPT, is shown in as Algorithm 8. We still use three multicast algorithm, DST, NPF and PPH, to obtain three primary multicast trees. For each segment in a multicast tree, we try to find a protection tree to protect it as SPT does. The difference here is that any protection tree can not only use links in the primary tree and other established protection trees, but also pure protection links from other established multicast sessions.

In the algorithm, lines 1 and 2 construct three primary trees. For each segment, line 4-6 check whether this segment is protected already by an existing protection tree. If yes, continue to the next segment. Otherwise, a new protection tree that is link disjoint to the segment has to be provisioned. In order to cross share as many links as possible. We need to record every session in the network and the detailed information of which protection link is used to protect which segments. Thus, we iterate every session and every pure protection link in it. If the segment protected by a protection link is link-disjoint to the segment we are trying to protect, this link is a potential free link to use. We set its cost to 0. The process is described by lines
Algorithm 8: Cost-based SPT Algorithm (CB_SPT)

Input: \( G, d = \{s, t_i\} \) (1 \( \leq \) \( i \) \( \leq \) \( M \)), Cost\( _{R_{\text{min}}} = \infty \)

Output: accept or block?

for \( k = 0; k < 3; k++ \) do
    construct \( T_k^m \) by running \( k \)th heuristic;
    for each segment \( l \in T_k^m \) do
        if \( \exists T_{pi}^k \in P_k, \text{ s.t. } l \notin T_{pi}^k \) then
            continue;
        end
        else
            remove \( e \in l \) from \( E \) and set \( c_e = 0, \forall e \in R_k \);
            check all the active sessions \( d_j \) in \( G \);
            for each protection link \( e_j \) on wavelength \( \lambda_j \) do
                if the segments protected by \( e_j \) are link disjoint with \( l \) then
                    set \( c_{e_j} = 0 \);
                end
            end
            run NPF and PPH to obtain protection trees \( T_{pi}^k \) and \( T_{pi}^k' \);
            select the \( T_{pi}^k \) with less cost and add it to \( P_k \);
            add \( e \) to \( R_k \), \( \forall e \in T_{pi}^k \) and \( e \notin R_k \);
            update the segments protected by each \( e_l \) where \( e_l \in T_{pi}^k \);
        end
    end
    if Cost\( _{R_k} < \) Cost\( _{R_{\text{min}}} \) then
        Cost\( _{R_{\text{min}}} = \) Cost\( _{R_k} \);
    end
return (Cost\( _{R_{\text{min}}} == \infty \) ? block : accept);

9-14. Then we run PPH and NPF to obtain the protection tree with the lower cost. After each protection tree is established, we update the final topology and overall cost, which is depicted by lines 15-18. By comparing three topologies, we choose the one with the minimum cost as the final survivable topologies.

At any given time, we assume the average number of sessions in the network is denoted by \( |d_j| \), which can be calculated by \( \lambda \mu \), in which \( \lambda \) is the average arrival rate of multicast sessions and \( \mu \) is the average holding time of each session. To check each pure protection link of each session in \( d_j \), it takes \( O(|V|^2) \). Therefore, the total time complexity of CB_SPT is \( O((|V|^2 + |V||d_j||V|^2)) = O(\lambda \mu |V|^3) \).
Algorithm 9: Wavelength-based SPT Algorithm (WB\_SPT)

**Input:** $G, d = \{s, t_i\} (1 \leq i \leq M), W_k, W_{min}=\infty$

**Output:** accept or block?

1. for $k = 0; k<3; k++$ do
2.     construct $T^m_k$ by running $k$th heuristic and set $W_k=0$;
3.     for each segment $l \in T^m_k$ do
4.         construct a protection tree $T^k_p_i$ for each segment $l$, similar to line 2-14 in Algorithm SPT;
5.     end
6.     if $\exists T^k_m$ and $T^k_p_i$ then
7.         set $W_k = |e|, e \in \mathbb{R}_k$;
8.     end
9.     for each protection link $e \in \mathbb{R}_k$ do
10.        if $\exists$ protection link $e_j \in d_j$ and segments protected by $e_j$ are link disjoint with the segments protected by $e$ then
11.            $W_k -= ;$
12.        end
13.     end
14.     if $W_k < W_{min}$ then
15.         $W_{min} = W_k$;
16.     end
17. end
18. return ($W_{min} == \infty ?$ block : accept);

The second heuristic is WB\_SPT shown in Algorithm 9. Instead of looking for the survivable topology with the minimum cost, we try to minimize the total traffic flow and choose each session with the minimal number of wavelengths actually reserved every time. Thus, by extending SPT, the first several steps remain the same, in which we use three different multicast algorithm to construct three primaries trees and obtain the segments for each tree. The difference from SPT starts from line 6. Line 6-8 actually summarizes the total number of links used by the combination of primary and all the protection trees. The next step is to find all the pure protection links in the survivable topology, which can be cross sharing with other pure protection links in any existing sessions. If this link is found, the corresponding link in the new session does not need to be provisioned, which can be subtracted from the total number of wavelengths. This process is described by line 9-13. We choose the final topology out of the three as the one with the minimum number of wavelengths used. The total time
complexity is the same as CB_SPT, which is $O(\lambda \mu |V|^3)$.

5.6 Numerical Results

In order to investigate the overall performance of the proposed multicast protection schemes in our study, we consider two network topologies: NSF network [102] and USNET [79]. Each link is assigned a certain cost determined by the distance between two end nodes. USNET has a greater number of nodes, links and average node degree than NSF network.

The results consist of three parts. In the first part, we calculate the average cost of provisioning a given multicast session by using SPT in both network topologies. We will compare them with the best existing heuristics, OPP_SDP, as well as the optimal solution developed in [79]. In the second part, we compare the average number of reconfigurations between SPT and OPP_SDP upon any single-link failure. In the last part, we study the performance of two extended heuristic algorithms, CB_SPT and WB_SPT, for dynamic traffic scenarios and compare them with OPP_SDP in terms of blocking probability in various traffic scenarios.

We investigate the total link cost to route one multicast session and its protection trees in this part, under the following assumptions:

1. A network scenario is defined by one source and $M$ destinations and the source and destinations are randomly generated for each network scenario;

2. The bandwidth requirement of each multicast session is one wavelength and the links of network topologies are uncapacitated;

3. For each network scenario, we run the simulation 200 times and take the average value.

Given fixed traffic pattern, we compare the average cost achieved by SPT scheme to that obtained by with OPP_SDP algorithm as well as the optimal solution solved by formulating the problem using Integer programming, which is also proposed in [79]. Tables 5.3 and 5.4 illustrate the average cost of provisioning a multicast session obtained by the different approaches in NSF and USNET networks, respectively, in which the session size denotes the number of destinations.
in a session and saving ratio reflects the cost saving ratio of heuristic SPT over OPP_SDP and is defined by $(C_{OPP_SDP} - C_{SPT})/C_{SPT}$.

### 5.6.1 Single Multicast Session

#### Table 5.3 The comparison of average network cost of provisioning a survivable multicast session in NSF network

<table>
<thead>
<tr>
<th>Session Size</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>10</th>
<th>11</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal</td>
<td>8835.5</td>
<td>12537.2</td>
<td>15097.2</td>
<td>17152.1</td>
<td>18984.2</td>
<td>19720.4</td>
<td>21164.9</td>
</tr>
<tr>
<td>SPT</td>
<td>8904</td>
<td>13274.1</td>
<td>15833.7</td>
<td>17871.3</td>
<td>19876.5</td>
<td>20938.9</td>
<td>22491.9</td>
</tr>
<tr>
<td>OPP_SDP</td>
<td>8922.2</td>
<td>13383</td>
<td>16262.6</td>
<td>18432</td>
<td>20572.7</td>
<td>21648.6</td>
<td>23351.6</td>
</tr>
<tr>
<td>Saving Ratio (%)</td>
<td>0.20</td>
<td>0.82</td>
<td>2.71</td>
<td>3.14</td>
<td>3.50</td>
<td>3.39</td>
<td>3.82</td>
</tr>
</tbody>
</table>

#### Table 5.4 The comparison of average network cost of provisioning a survivable multicast session in USNET network

<table>
<thead>
<tr>
<th>Session Size</th>
<th>2</th>
<th>6</th>
<th>10</th>
<th>14</th>
<th>18</th>
<th>20</th>
<th>23</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal</td>
<td>10839</td>
<td>19696.7</td>
<td>25518.4</td>
<td>30491.4</td>
<td>35209.61</td>
<td>37461.0</td>
<td>40838.6</td>
</tr>
<tr>
<td>SPT</td>
<td>11076</td>
<td>19974</td>
<td>27212.5</td>
<td>32199</td>
<td>36607.5</td>
<td>39493</td>
<td>42761</td>
</tr>
<tr>
<td>OPP_SDP</td>
<td>11393</td>
<td>20319.5</td>
<td>27649.5</td>
<td>32830.5</td>
<td>37366.5</td>
<td>39770.6</td>
<td>43307.5</td>
</tr>
<tr>
<td>Saving Ratio (%)</td>
<td>2.86</td>
<td>1.73</td>
<td>0.92</td>
<td>1.96</td>
<td>2.07</td>
<td>0.70</td>
<td>1.28</td>
</tr>
</tbody>
</table>

It is clear that results produced by both SPT and OPP_SDP are close to the optimal solutions within 10% in NSF network and 15% in USNET. However, SPT produces lower total cost than OPP_SDP approach in both network topologies. The saving ratio of SPT over OPP_SDP in NSF network is between 0.2% and 4%, and the most saving ratios in USNET fluctuate between 1% and 2% with various session sizes. In NSF network, the advantage of SPT over OPP_SDP gradually increases as the session size increases, which is not the case in USNET. One of the reasons is that NSF network has a smaller average nodal degree such that finding two link disjoint paths for each pair of source and destination conducted in OPP_SDP scheme may end up with long paths. However, SPT is not affected as much since different segments may share the same protection tree. The larger the session size is, the higher the
possibility that segments will share protection with one another. However, this feature cannot be applied to OPP_SDP scheme.

In USNET, the average nodal degree is higher and the distances between different pairs of nodes do not vary as much as in the NSF network. The shortest path pair established earlier in OPP_SDP scheme may be shared by other source and destination pairs with higher probability. Therefore, the advantages of SPT scheme is not as significant as that in NSF network.

5.6.2 Average Number of Reconfigurations

We also studied the failure recovery performance in terms of average number of switch reconfigurations given any link failure in both NSF and USNET network topologies. The method of calculating the number of reconfigurations in the SPT scheme has been presented in Section 5.4. In OPP_SDP scheme, the shortest pair of paths between the source and each destination is constructed. We consider one as the primary path and another as the protection path. The combination of all the primary paths construct a primary multicast tree. We assume that when a link on the multicast tree fails, all the disrupted primary paths will be rerouted from the source to the corresponding destinations through the protection paths. Accordingly, the same reconfigurations rule described in STP can be applied here. Hence, we obtained the average number of reconfigurations of both protection schemes in NSF and USNET networks as shown in Fig. 5.6 and 5.7. Each value is obtained by taking the average over 200 independent cases for each network scenario.

It is obvious that the average number of reconfigurations increases as the session size increases in both topologies due to the fact that final topology gets larger and denser and link sharing becomes more prevalent between different source and destination pair. Therefore, the average nodal degree of the survivable multicast session gets higher and more nodes will become potential switch nodes. Thus, more nodes will actually reconfigure their switch upon a link failure. However, the increase in the number of reconfigurations under the OPP_SDP approach is much faster than SPT as the increase of the session size, because the larger number of destinations in the session results in a greater number of path pairs in the multicast topology.
and one link capacity may be shared by a large number of primary paths. Therefore, one link failure will disrupt more primary paths and cause more reconfigurations. As we can see in the figures, the performance of SPT and OPP_SDP are close when there are only two destinations. However, when they provision broadcast services, the advantages of SPT over OPP_SDP reaches almost 30% in NSF network and 86% in USNET.

![Figure 5.6](image1.png)  
**Figure 5.6** Comparison of Average Number of Reconfigurations in NSF network

![Figure 5.7](image2.png)  
**Figure 5.7** Comparison of Average Number of Reconfigurations in USNET network

However, SPT performs very well in USNET since the average number of reconfigurations grows very slowly as the session size increases. Since each protection tree is independent from
one another and also from the multicast tree, each protection tree can share a large number of links with the primary tree except the segment it protects, which means any link failure will not result in a significant change between the multicast tree and the corresponding protection, especially when the session size is very large. Therefore, only a limited number of nodes may need reconfiguration differing significantly from OPP_SDP scheme in the same scenario. In summary, SPT outperforms OPP_SDP in terms of the configuration time in all the network scenarios in our study and the advantages vary from 10% to 86%.

5.6.3 Dynamic Multicast Sessions

We also study the performance of two extended heuristic algorithms, CB_SPT and WB_SPT, and compare them with OPP_SDP for dynamic traffic scenarios. The simulation is conducted on two realistic networks, NSFNET and USNET. In each simulation run, 1000 randomly generated multicast requests are loaded to the network sequentially and the reject ratio is recorded.

![Blocking Probability of dynamic multicast sessions with Erlang=100 in NSFNET](image)

Figure 5.8 Blocking Probability of dynamic multicast sessions with Erlang=100 in NSFNET

Figure 5.8 and 5.9 show the comparison of blocking probability in NSFNET with various traffic scenarios. Each value in the figures is calculated by averaging the results of 200 independent cases at each traffic scenario. In Fig. 5.8, we simulate multicast sessions with different size, which vary from 2 to 13, but with the fixed traffic load, which is represented by 100
Since the traffic load in Erlangs $= \lambda \mu$, which means in a fixed time slot, the number of arrival sessions is 100 times of that of departure sessions. The blocking probability increases as the session size increases, since the larger the multicast session is, the more resources will be consumed. In Fig. 5.9, x axis represents the load in Erlangs which increases from 10 to 100 and we uniformly distribute the multicast session size between 2 and 12 for each scenario. In both figures, our proposed schemes, CB_SPT and WB_SPT, achieves lower reject ratio than OPP_SDP does, which was claimed as the most capacity efficient multicast protection scheme. Among them, WB_SPT achieves the best solution, since we try to use the minimum number of wavelengths to provision each session regardless of the cost of the session. In this case, more resources can remain for future sessions. It is worth noting that when the multicast session size reaches 13 in Fig. 5.8, the traffic pattern becomes multicasting. More than half the sessions are rejected and three schemes behave almost the same. Due to the large size of each session, the network cannot benefit enough from cross-sharing to accept more multicast sessions.

We also study the dynamic traffic scenarios in USNET network as shown in Figure 5.10 and 5.11. In Fig. 5.10, the multicast session size is uniformly distributed between 2 and 20. In Fig. 5.11, the traffic load in terms of Erlang is fixed at 100. We can observe that comparison to the OPP_SDP without cross-sharing, both CB_SPT and WB_SPT have significant advantages over
Figure 5.10  Blocking Probability of dynamic multicast sessions where session sizes are uniformly distributed in [2, 20] in USNET

Figure 5.11  Blocking Probability of dynamic multicast sessions with Erlang=100 in USNET
OPP.SDP in terms of blocking probability. The advantage reaches 20% as the traffic load or the multicast size increases. In such a dense network, WB.SPT still behaves better than CB.SPT, but the advantage is almost invisible. By combining the results from two networks, we can observe that WB.SPT achieves the best blocking probability in all the scenarios considered, which means minimizing the total number of wavelengths for each arrival multicast session is more efficient than minimizing the total link cost of each session. In fact, by making the cost of each link in the network equal to each other, WB.SPT is equivalent of CB.SPT. This means WB.SPT can be considered as a special case of CB.SPT.

In addition, we further compare CB.SPT and WB.SPT protection schemes in terms of the average cost of each accepted multicast session. In practise, each multicast session may come from an independent user. The network operator may charge each user by the total cost of each session. Therefore, we study the average cost of each multicast session in NSFNET and USNET and results are shown in Figure 5.12 and 5.13, respectively. For each traffic scenario with a unique session size, we take the average value over 1000 independent cases. We can observe that CB.SPT achieves slightly lower cost than WB.SPT does. This is predictable because CB.SPT chooses the final topologies with the minimum cost out of three multicast provisioning schemes. However, the advantages are very small in both networks, especially
in USNET. Consider the overall performance of both overall blocking probability and average cost, \( \text{CB}_S\text{PT} \) and \( \text{WB}_S\text{PT} \) perform very close in relatively large network with high nodal degree such as USNET. In sparse and medium size network, such as, NSFNET, \( \text{WB}_S\text{PT} \) can achieve better capacity efficient in terms of blocking probability, but \( \text{CB}_S\text{PT} \) has a small advantage in terms of the average cost of each accepted session.

### 5.7 Conclusions

We studied the problem of provisioning survivable multicast sessions with protection against single link failures in a network with minimum resources, and proposed a heuristic algorithm, Segment-based Protection Tree (SPT), to provision and protect a multicast session. In the SPT scheme, three primary multicast trees are established first by three different multicast provisioning approaches, NPF, PPH and DST, respectively, and then each segment of each primary tree is protected by a multicast tree, called protection tree, which is selected out of two candidates produced by NPF and PPH, respectively. Each primary tree and its corresponding protection trees compose a survivable topology. We choose the one with minimum network cost as the final topology. By extending SPT, we also proposed two schemes, \( \text{CB}_S\text{PT} \) and
WB.SPT, to protect dynamic multicast sessions, in which we utilize the feature of self-sharing and cross-sharing to enable maximum protection capacity sharing within a multicast session as well as among different multicast sessions.

We studied the performance of SPT in terms of network cost and average number of reconfigurations. SPT uses no more than 10% extra cost over the optimal solution under all network scenarios considered and only 5% extra cost over the optimum when the session size is very small or large, such as unicast or broadcast, respectively. In terms of both cost and recovery performance, SPT achieves better than OPP.SDP, which was considered as the best capacity efficient scheme. We also studied the dynamic traffic scenarios, and the results show that our proposed schemes, CB.SPT and WB.SPT, also achieve better overall blocking probability than OPP.SDP in various network scenarios, in which WB.SPT achieves the better capacity efficiency but CB.SPT achieves lower average cost of each session.
CHAPTER 6. GENERAL CONCLUSIONS

In the thesis, we addressed a number of problems in optical networks, which fall into two areas: traffic grooming and network survivability. In the traffic grooming part, we addressed the many-to-many traffic grooming problem on unidirectional ring networks using network coding in order to reduce cost comparing to traditional traffic grooming schemes. In the network survivability part, we studied both unicast and multicast protection problems.

For many-to-many traffic grooming, we addressed static many-to-many traffic in two different unidirectional ring networks, single-hub and unhubbed and considered the total number of LTEs as the objective to be minimized. We first proved that the general many-to-many traffic grooming problem in single-hub ring networks is NP-complete. Then we considered two operational scenarios, namely, node-disjoint many-to-many groups and non-disjoint groups. In single-hub rings, we proved that if the traffic rate, \( r \), and the group size, \( n \), of a given group satisfy the condition: \( [(n-1)r/g] < [nr/g] \), where \( g \) is the grooming factor, then applying network coding to the provisioning of low granularity traffic flow of this group will save a LTE at each group node. This condition can also apply to unhubbed rings if one-hub approach is used. We studied four different cases that consist of many-to-many traffic grooming with node disjoint groups and non-disjoint groups in both single-hub and unhubbed ring networks and addressed the complexities of the problems. We have investigated the benefits of applying network coding to many-to-many traffic grooming in all the cases and showed that using network coding will either save LTEs or total traffic flow transmitted within each group. In the case where there is a large number of many-to-many groups coexisting in the network, the total cost of network provisioning can be indeed reduced by employing network coding.

The thesis also deals with network survivability, which is an important problem both in
theory and practice. However, in the general case, this problem is also hard. In this thesis, we addressed three different survivability problems.

We first studied the unicast protection problem against double-link failure, which is the second most frequent failure scenario after single-link failures. We chose $p$-cycle problem due to its great performance in both capacity efficiency and failure recovery speed. In this work, we first studied the static traffic provisioning problem by formulating it as an integer program, which is the candidate’s major contribution to the paper in chapter 3. And then we proposed two $p$-cycle-based heuristic algorithms, SPPP (Shortest Path Pair Protection) and SFPP (Short Full Path Protection), to address dynamic traffic scenarios. The results reveal that SFPP achieves better capacity efficiency than SPPP in most scenarios. However, SPPP has slightly better failure recovery performance than SFPP.

We also extended traditional $p$-cycles by adding protection links connected to the cycles, which we refer to as parasitic protection links (PPL). A $p$-cycle with PPL is therefore called a $p^2$-cycle. The motivation of having PPL is to extend the capability of a $p$-cycle to protect connections whose end nodes do not only lie on the $p$-cycle but also those whose end nodes can be reached by PPLs. The use of $p^2$-cycle to protect both static and dynamic traffic scenarios was studied. The static traffic protection problem was formulated as an integer program, and the dynamic case was addressed by proposing two heuristic algorithms, Strict Routing Protection (SRP) and Flexible Routing Protection (FRP). We studied the performance of $p^2$-cycles in terms of capacity efficiency and speed of recovery, and compare it to other $p$-cycle based schemes. We found out that $p^2$-cycle improve capacity efficiency with a small increase in failure recovery speed.

The last problem we addressed was the multicast protection problem. Given a multicast session, we need to provision and protect this session with minimum overall cost. We propose a new protection scheme, namely, Segment-based Protection Tree (SPT). In order to handle dynamic traffic, we extend SPT to protect dynamic multicast sessions by utilizing both self-sharing and cross-sharing such that protection resources can be shared within a multicast session as well as among different sessions. We studied the performance of SPT in terms
of network cost and the average number of reconfigurations (NOR). We also extend SPT to address dynamic traffic scenarios, in which we propose two heuristic algorithm, Cost-base SPT (CB_SPT) and Wavelength-based SPT (WB_STP). The results showed that SPT and its extensions achieves better solutions than the existing schemes in both static and dynamic traffic scenarios. Meanwhile, the failure recovery speed of SPT is significantly less than one of the most cost efficient scheme, namely, OPP_SDP. This has shown that SPT and its extension possess a good overall performance among all multicast protection schemes.

We propose to extend the work of this thesis in a number of directions. One of the straightforward extensions is to extend multicast protection schemes proposed in this thesis to protect many-to-many sessions. This work can be further extended by combining traffic grooming and survivability problems in the many-to-many context. Although both problems are hard, combining them will be a practical and valuable contribution.

In terms of survivability, the concept of differentiated survivability has been recently developed due to the fact that different users running different applications may have different requirements on the quality of protection. In this sense, our $p^2$-cycle scheme can be further extended to adapt to the different users requirements by balancing the capacity efficiency and protection speed. By relaxing the constraint on the length of PPL, the capacity efficiency of $p^2$-cycles can improve further. However this will cause more complicated traffic recovery mechanism and longer recovery speed. Based on the different protection requirements, we may flexibly control the length of PPL to provide different levels of protection.

Another area of survivability is multi-domain protection. Current optical networks are managed and operated by different telecom carriers and are composed of several independent optical domains based on diverse technologies. Up to date global network information may not always be available to provide efficient provisioning and protection for traffic requests that traverse multiple domains. Thus, traditional survivability techniques suitable for single-domain networks may not be applicable to multidomain networks directly. Therefore, how to apply the protection schemes proposed in this thesis across multiple domains is another interesting, and practical extension.
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