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it is replaced by the scout bee with a newly initialized food source. If the limit value has not been 

reached by any food source than the cycle repeats with the employed bees visiting each source in 

succession.  Only one scout bee is allowed, per iteration, in standard ABC. The amount of times 

the cycle repeats in application is referred to as maximum cycle number (MCN) (Karaboga and 

Akay, 2009). 

2.3 Modifying the Standard ABC Algorithm 

Because of the small number of input parameters, ABC optimization can be applied to a 

large host of problems.  Standard ABC has been applied to numerous benchmark functions in 

Karaboga and Akay 2009, and shows better if not competitive performance against PSO and GA 

in standard benchmark tests.  The primary shortcoming of traditional ABC in comparison to 

other evolutionary algorithms is time to convergence (Zhu and Kwong, 2010; Imanian et. all, 

2014; Gao and Liu, 2011).  Gau and Liu, 2011 also point out that traditional ABC can also 

become trapped in local minima, when optimizing multi-modal functions.    

Exploration and exploitation describe the ability of an algorithm to both find and utilize a 

trend to its full potential.  A lack of exploration could lead an algorithm to settle at the bottom of 

local minimum.  An endless search could be result of a lack of exploitation, where the algorithm 

is not able to follow the shortest route to the bottom of the valley.  Zhu and Kwong 2010 and 

Yuan et al. 2014, determine that the ABC algorithm is very effective in exploration but lacking 

in exploitation.  Therefore, a term inspired by PSO is prescribed for the modification of food 

sources which considers the global best solution in equation 2.5.  In this addition to equation 2.4, 

  is a random number in the interval [0,1.5] and y represents the current global best solution 

(Zhu and Kwong 2010).  This modification increases the convergence speed of the algorithm by 

pulling all potential solutions toward the global best, similar to that of PSO in equation 2.2.  By 
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applying Equation 2.5 to both the employed and onlooker bee phases, Zhu and Kwong were able 

to improve the exploitation of ABC in standard benchmark tests and thus decrease convergence 

time.  Imanian et al. 2014, employs this technique as well, but restrict the use of Equation 2.5 to 

the onlooker phase only, using Equation 2.4 in the employed bee phase. 

   ij ij ij ij kj ij j ijV x x x y x        (2.5) 

A further modification can be made to the employed bee phase in order to increase 

exploration.  In Gao et. al. 2011, several modifications are made to ABC in an effort to avoid 

local minima.  The work suggests the mutation of multiple elements of a food source at both the 

employed and onlooker phases.  At each modification step, based on a constant probability P, 

additional elements of a food source are mutated using a random number generator in a loop 

(until the random number is larger than P).  If P is selected too large, than it becomes highly 

possible that all elements of a food source vector will be changed in one step. Using P equal to 

0.25, the algorithm is able to explore further mutations, allowing it to achieve better fitness than 

standard ABC in the same number of iterations (Gao et. al 2011).  Fitness refers to the fraction of 

actual solution value to that of the ideal.  

2.4 Hybrid Algorithms 

 It is possible to combine optimization algorithms in order to produce a hybrid with the 

intent to use the positive attributes of one algorithm to cancel out the negative attributes of 

another.  Hybrid algorithms can also be designed in order to ‘seed’ or lead another algorithm into 

a narrow search space.  In Araújo et al. 2013, PSO is employed to the first 30% of function 

iterations to perform a global search while for the final 70% of iterations, Differential Evolution 

(DE) algorithm is employed to perform a local search.  DE is similar to PSO, however it has 
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been shown to perform a more thorough exploration of the search space than PSO which can 

become entrapped in local minima.  Using PSO to first seed the more explorative DE allows for 

a thorough search in a higher quality area of the search space (Araújo et al. 2013).  The Genetic 

Algorithm is powerful search tool, however this ability can lead to long convergence times when 

it is used alone.  In Muñoz et al. 2013, GA is first given three iterations followed by the use of a 

local search tool; the Nelder Mead Method.  By coupling GA with a local search method the 

computational time is greatly decreased for the same accuracy gained with pure GA (Muñoz et 

al. 2013).   

 PSO and GA have been, and can be combined, to take advantage of the exploration of 

GA as well as the exploitation of PSO.  Shi et al. 2005 and Jeong et al. 2009, apply algorithms 

which employ PSO and GA simultaneously at each iteration.  In Jeong et al. 2009, solutions are 

split half and half at each iteration to PSO or GA operators.  By combining the two methods both 

authors report improved search capability of the hybrid algorithm, resulting in better solutions in 

shorter time. 

2.5 GA and PSO Engineering Applications in Literature 

GA and PSO have the ability to optimize multiple objectives at the same time and have 

been used in numerous engineering problems. Hardy and Reitz 2006, Ge et al. 2009, Ge et al. 

2010, and Lee et al. 2012 all use Genetic algorithms for the optimization of diesel engine piston 

design and injection parameters for emissions and fuel consumption. Duan et al. 2014 uses multi-

objective PSO to optimize the efficiency, power-output, and entropy production of a numerically 

modeled Stirling Engine.  Karra and Kong 2010, use PSO optimization through direct 

experiment to minimize emissions by balancing fuel injection strategies with EGR.  
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2.6 ABC Engineering Applications in Literature 

ABC has been used for a multitude of problems extending outside of the standard 

benchmark tests.  In Şahin et al. 2011, ABC is employed for the optimization of shell and tube 

heat exchanger design to minimize overall cost.  In Saif et al. 2014, ABC is used successfully to 

optimize assembly line task planning.  Finally, M. Basu 2011 utilizes Bee Colony algorithm to 

find the best combination of heat and electric power dispatch to minimize fuel costs. The above 

simulation based works, show bee colony optimization to converge to Pareto regimes of higher 

optimality than those found through traditional GA and PSO methods.  A Pareto regime 

represents the solutions with optimum tradeoff between multiple objectives.  
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CHAPTER 3 EXPERIMENTAL SETUP 

 

3.1 Experiment Overview 

This work examines the applications of a PSO-GA hybrid algorithm and modified ABC 

algorithm to experimental diesel engine optimization.  Based on the literature review this chapter 

provides an overview of how both algorithms were constructed, used, and tested both 

computationally and experimentally.  For the PSO-GA experiment 100% soy biodiesel was used 

as fuel with 5 input dimensions as seen in Table 3.9. For the ABC experiment, pump diesel was 

applied as fuel with 6 input dimensions as seen in Table 3.10.  Chapter 4 shows the progression 

of results for both algorithms and discusses tradeoffs between emissions and efficiency.  The 

resulting best condition and algorithm performance are also discussed. 

 

3.2 Combining GA and PSO 

 By combining PSO and GA, one can get the exploration of GA coupled with the 

exploitation abilities of PSO.  In this work a unique pairing of PSO with GA was used, where 

PSO and GA are operated sequentially at each iteration using a small population. Each iteration 

begins with PSO using Equations 2.1 and 2.2 for N potential solutions.  Following PSO, the best 

n solutions, evaluated by fitness value, are submitted to a µGA process (small population).  The 

µGA operator randomly mates pairs of these solutions whilst also applying a mutation to a 

randomly chosen offspring to be brought back to PSO at the next iteration.  A small population N 

is desired to minimize dynamometer time.  The best population size was found to be 8 in the 

interval [6,10] in order to minimize time to convergence in standard benchmark tests.  N and n 

are therefore set to 4 for simplicity.  PSO constants C1 and C2 along with the µGA mutation rate 
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can be found in Table 3.1 (Qiang et al. 2015).  The full PSO-GA hybrid process steps can be 

seen below and by use of a flow chart in Figure 3.1.  

Table 3.1: PSO-GA Parameters Defining the Dimension and Limits of the Problem 

 

Step 1: Randomly generate initial positions X(i)={xj (i)} and velocities V(i)={vj (i)}  of particles, 

where j is the dimension of the particles,  j=(1,2,…, N) where N is the size of the swarm.  

Step 2: Calculate the value of the objective function. If the termination condition is met, the 

algorithm terminates.   

Step 3: Obtain the new velocities V (i+1) and positions X (i+1) of particles using Equations 2.1 

and 2.2, and update Pbest and Gbest.  

Step 4: Identify the best n members and discard the rest of the N–n members.  

GA steps: 

Step 5: Tournament selection based on n members. Select these n individuals from X(i+1) to form 

the mating pool with a population of Xs(i+1).  

Step 6: Crossover. Perform crossover operation on population Xs(i+1) to form a population               

Xc(i+1). 

Step 7: Dynamic mutation. Mutate a single element of an individual with the mutation rate of pm 

to form a population Xm(i+1) and output N–n offspring.  

Step 8: Form the new generation i+1 which includes n members from PSO and N–n members from 

GA. Return to step 2. 

Population Size (N) 8

Tournament Selection (n) 4

PSO Constants: C1, C2 2

GA Mutation Rate 0.1

PSO-GA Hybrid Parameters
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Figure 3.1: PSO-GA Hybrid Flow Chart 

3.3 Modified ABC Algorithm 

Testing a new engine requires a large amount of capital and time, therefore, it is 

important that testing time be minimized and that a satisfactory solution is found.  Therefore, 

modifications from the literature were made to the standard ABC algorithm in an attempt to 

increase convergence speed and avoid local minima.  In this work, in order to maintain 

individual exploration of the employed bee stage, a PSO inspired term was only applied in the 

Onlooker Bee phase similar to that of Imanian et al. 2014.  Inspired by Gao et al 2011, the 
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employed bee phase is designed to involve two mutations using Equation 2.4, for each food 

source.  The probability scheme from Gao et al. was not employed. 

The value of Limit for ABC was found using equation 3.1 from Karaboga and Akay 

2009, where D is the number of elements in each food source.  No food sources in the 

experiment reached the limit value.  The number of food sources (population) to be memorized 

was chosen arbitrarily in an effort to minimize experimental time.  A larger number of initialized 

sources could slow down convergence time which is of careful consideration when working to 

minimize dynamometer time.  The MATLAB program for ABC was designed per Gao and Liu 

2011, to move any mutations outside of table 3.10 to within the specified upper or lower bounds 

automatically.  Table 3.2 shows input parameters to the Modified ABC algorithm.   

(# )( )Limit Foods D    (3.1) 

Table 3.2: ABC Parameters Defining the Dimension and Limits of the Problem 

 

The complete list of steps in the modified algorithm are below followed by the overall 

flowchart used though the experiment in Figure 3.2.  

Step 1: Use equation 2.3 to generate four random initiate food sources. 

Step 2: Initial food sources are tested and assigned a fitness value. 

Colony Size 8

Number of Food Sources 4

Food Source Dimensions (D) 6

Maximum Cycle Number 200

Limit 24

ABC Parameters
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Step 3: Employed bees visit each food source in succession changing two random parameters at 

a time at each food source based on equation 2.4. 

Step 4: Altered food sources from step 3 are tested and assigned a fitness value. 

Step 5: A greedy selection is made whereby only the best condition of each food source is 

memorized, if the fitness value of a food source does not improve its trial counter 

increases. 

Step 6: A probability value is assigned to each food source based on its current fitness value 

relative to the group.  

Step 7: A random number generator is used in tandem with food source probability to determine 

which sources will be visited by each of the 4 onlooker bees. 

Step 8: Each food source selected by the onlooker bees is altered using equation 2.5. 

Step 9: Altered food sources from step 8 are tested and assigned a fitness value. 

Step 10: A greedy selection is made whereby only the best condition of each food source is    

memorized, if the fitness value of a food source does not improve its trial counter 

increases. 

Step 11: If any food sources have exceeded the trial Limit value, they are considered abandoned 

and a new food source is generated by the scout bee using equation 2.3.  Only one scout 

bee is allowed per trial 

Step 12: If optimum conditions have not been met return to Step 3. 
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Figure 3.2: Modified Artificial Bee Optimization Flow Chart 

3.4 Benchmark Tests 

 As was done in the previously stated literature (Karaboga and Akay 2009; Imanian et. al., 

2014; Zhu and Kwong 2010; Gao and Liu 2011) the PSO-GA hybrid and modified ABC 

algorithm were tested against PSO and GA in the minimization of three test functions.  Equations 

3.2, 3.3, and 3.4 represent optimization test functions and are referred to as Styblinsky-Tang, 

Rastrigin, and Ackley respectively.  Each algorithm was given a maximum of 200 iterations for 

each of 30 trials.  Tables 3.4 and 3.6 give the average minimum of 30 trials for each algorithm 

and test function.  Tables 3.3 and 3.5 give the range of each test function along with its 

respective minimum value.  The optimum value of the Styblinsky-Tang function changes with 
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the dimension of the input.  PSO and GA were given the same dimensional input as PSO-GA and 

ABC in order to increase similarity to the experimental work. A population size of 4 and 8 with 

dimensions of 5 and 6 for PSO-GA and modified ABC respectively were applied. The ABC 

algorithm was given the extra dimension of intake temperature experimentally, therefore this 

addition is reflected in the additional dimension given to ABC in the benchmark tests. 

4 2
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Figure 3.3: Minimization of Stablinksy-Tang Function for PSO-GA 
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Figure 3.4: Minimization of Rastrigin Function for PSO-GA 

 

Figure 3.5: Minimization of Ackley Function for PSO-GA 
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Table 3.3: 5 Dimension Benchmark Function Details 

 

Table 3.4: Average Minimum Values for Benchmark Functions Using Each Algorithm for 

30 Trials at 200 Iterations per Trial 

 

 The PSO-GA hybrid is able to converge closer to the objective value than GA for each 

test and performs competitively with PSO.  Figures 3.3, 3.4 and 3.5 show the increased 

exploration of the hybrid against PSO. The improved exploration of the hybrid slows down 

convergence in some trials but also helps the algorithm to avoid local minima.  This is due to the 

fact that at each iteration the GA performs a wide global search based on the best four PSO 

particles.  The same PSO and GA inputs for the hybrid algorithm found in Table 3.1, were used 

for the individual algorithms as well. 

 

Function Dimensions Domain Minimum F(x)

Syblinski-Tang 5 [-5.0, 5.0] -195.829

Rastrigin 5 [-5.12, 5.12] 0

Ackley 5 [-32.768, 32.768] 0

Benchmark Function Details

Algorithm

Styblinksy-

Tang Min. 

Value

Rastrigin Min. 

Value

Ackley Min. 

Value
GA -158.5758 19.3020 11.8823

PSO -165.6725 5.3463 1.6228

PSO-GA Hybrid -195.7331 1.8890 2.1473
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Figure 3.6: Minimization of Stablinksy-Tang Function for Modified ABC

 

Figure 3.7: Minimization of Rastrigin Function for Modified ABC 
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Figure 3.8: Minimization of Ackley Function for Modified ABC 

Table 3.5: 6 Dimension Benchmark Function Details 

 

Table 3.6: Average Minimum Values for Benchmark Functions Using Each Algorithm for 

30 Trials at 200 Iterations per Trial 

 

Function Dimensions Domain Minimum F(x)

Syblinski-Tang 6 [-5.0, 5.0] -234.996

Rastrigin 6 [-5.12, 5.12] 0

Ackley 6 [-32.768, 32.768] 0

Benchmark Function Details

Algorithm

Styblinksy-

Tang Min. 

Value

Rastrigin Min. 

Value

Ackley Min. 

Value

GA -177.9695 32.3384 14.6464

PSO -192.3975 17.9791 10.3603

ABC -234.9970 0.0613 0.0238
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Figures 3.6, 3.7 and 3.8 show the performance of ABC vs PSO and GA against the benchmark 

functions.  Within the limited number of trials, ABC consistently out-performed GA and PSO in 

finding values closest to the global minimum.  The same PSO and GA inputs for the hybrid 

algorithm found in Table 3.1, were used for the individual algorithms as well. Settings for 

modified ABC for the benchmark tests as well as for the experimental work can be found in 

Table 3.2.  The decrease in population to 4 vs the value of 8 used in PSO-GA benchmark 

functions may have been detrimental to the performance of the PSO and GA algorithms. 

3.5 Engine Stand Setup 

This work utilized a 4-cylinder, 4.5 liter turbo-charged diesel engine with a high pressure 

common rail injection system and long route EGR.  Table 3.7 gives exact metrics for the engine.  

A General Electric, DC dynamometer was used to load the engine through all trials.  John Deere 

ECU control software DevX was used to command fuel injection pressure, injection timing, and 

fuel distribution for two injections.  EGR flow to the intake was controlled by means an 

externally driven EGR pump. Intake gas temperature was controlled via a heat exchanger using 

city water as the cold flow.  Cylinder pressure was measured using a Kistler 6125A pressure 

transducer and a Kistler 5010A charge amplifier.  Cylinder pressure data was processed through 

a customized Labview program which captured and averaged cycle data for pressure and heat 

release analysis.  MATLAB was used to program the Hybrid PSO-GA and modified ABC 

algorithms throughout both experiments.  

Exhaust emission species and intake CO2 were quantified using a Horiba MEXA-

7100DEGR analyzer.  The Horiba analyzer captured emissions of CO2, CO, O2, HC and NOx.  

The percentage of EGR was monitored by comparing the amount of CO2 in the exhaust to that of 
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the intake gas.  An AVL 415S smoke meter was used to quantify particulate matter (PM) in the 

exhaust stream. 

Table 3.7: Test Engine Metrics 

 

3.6 Testing Process: 

The results for each trial in the experiment were taken at steady-state conditions.  This 

was done first, by giving the engine thirty minutes start up time each day to warm the oil, and 

second, by allowing a minimum of ten minutes to pass after each set of conditions had been 

input.  Parameters kept constant for both experiments are given in Table 3.8.  The test conditions 

and control parameter limits for PSO-GA and ABC testing can be found in tables 3.9 and 3.10 

respectively.   

Table 3.8: Engine Testing Conditions Held Constant for All Trials 

 

 

 

 

 

Number of Cylinders 4

Bore (mm) 106

Stroke (mm) 127

Compression Ratio 17.0:1

Injection System High Pressure Common Rail

Intake/Exhuast Valves 2 Each per Cylinder

John Deere Power Tech Diesel Engine

Speed (RPM) 1400

Brake Mean Effective Pressure (Bar) 16.7

Avg. Fuel Temperature (⁰C) 20


