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I. INTRODUCTION

The central problem of nuclear reactor theory is the determination of the spatial, energy, and time distribution of neutrons within the reactor. This is due to the fact that the neutron distribution determines the rate at which different nuclear reactions occur inside the reactor. The fundamental equation describing the distribution of neutrons is the neutron transport equation. It is a conservation equation for the neutron distribution as a function of time, position, direction of motion, and neutron energy [1,2]. The transport equation is the basic component in the development of models for nuclear reactor design and fuel management. It is the starting point for the development of the neutron diffusion theory which is adapted to most reactor applications [2].

The neutron diffusion theory is an approximation to the more complicated transport theory and is quite adequate for many calculations and results in considerable simplification over transport theory. However, diffusion theory is in error for cases where the flux gradients become very large. Such cases are found to be at interfaces between dissimilar regions, and near the surfaces of strong neutron absorbers or localized sources [2]. In such cases, the transport theory should be adapted to analyze the behavior of the neutrons.

Different schemes have been developed for analyzing the neutron transport equation [1]. Spherical harmonics, Fourier transform, discrete ordinates, Monte Carlo, and finite element methods are typical
techniques that are used in finding an approximate solution to the transport equation. The spherical harmonics method forms the theoretical basis for diffusion theory, and the Fourier transform method justifies the few-group approximation [1]. The discrete ordinates, Monte Carlo, and finite element methods are the most commonly used schemes in analyzing reactor problems in which a detailed accounting of the transport theory effects is important.

Discrete ordinates and finite element methods are direct numerical solutions to the neutron transport equation, and when applied, a suitable algorithm for solving the resulting equations should then be developed. One of the disadvantages of using the discrete ordinates method arises when the geometry of the reactor becomes complex. In that case, a large number of spatial and angular mesh points are required which, in turn, would make the discrete ordinates approach time consuming and very expensive [3]. The finite element method, on the other hand, is more efficient than the discrete ordinates method in the sense that fewer spatial and angular mesh points are usually needed to describe the complex geometry [1].

A technique that has been quite successful in providing relatively low-cost calculations of three-dimensional power distributions, using the diffusion theory approximation, is the nodal method. The nodal method is based upon dividing the reactor into a number of large volumetric regions called nodes [2]. The average flux and the outgoing currents at each surface of the nodal volume are assumed to be functions of the properties within the volume and the current entering each
node. Unfortunately, the nodal method has not been applied to the neutron transport equation to any great extent.

It is the purpose of this study to develop and test a nodal model that can be used to solve the one-dimensional multigroup form of the neutron transport equation. Earlier studies of the one-dimensional diffusion equation, using the nodal model, have proven to be successful [4,5].
II. LITERATURE REVIEW

The neutron distribution in a nuclear reactor can be found by solving the neutron transport equation. The transport equation is often called the Boltzmann equation due to the fact that it is similar to the equation obtained by L. Boltzmann in connection with the kinetic theory of dilute gases [3,6]. The steady state neutron transport equation is given by the following integro-differential equation [1]:

\[ \nabla \cdot \nabla \psi(x, \Omega, E) + \Sigma_t(x, E) \psi(x, \Omega, E) = \]
\[ \int dE' \int d\Omega' \left[ \frac{1}{\lambda} \chi^j(E) \nu^j \Sigma^j_t(x, E') \right] + \]
\[ \Sigma_s(x, \Omega' + \Omega, E' + E) \psi(x, \Omega', E') + Q(x, \Omega, E) \]

(II-1)

where:

- $\Omega$ = Angular direction.
- $\psi(x, \Omega, E)$ = Angular neutron flux.
- $\Sigma_t(x, E)$ = Total macroscopic interaction cross section by absorption and scattering.
- $\lambda$ = The effective multiplication factor.
- $\nu^j \Sigma^j_t(x, E')$ = Macroscopic cross section for neutron production due to fission at energy $E'$ for isotope $j$.
- $\chi^j(E)$ = Fission spectrum of isotope $j$.
- $\Sigma_s(x, \Omega' + \Omega, E' + E)$ = Differential scattering cross section from $E'$ and direction $\Omega'$ into the interval $dE \ d\Omega$.
- $Q(x, \Omega, E)$ = Extraneous (i.e., nonfission) source density.
The angular neutron density in the one-dimensional geometry depends only on \( Z \) and \( \mu \), where \( \mu \) is the dot product of \( \Omega \) with a unit vector specifying the direction of the \( Z \) axis. Therefore, the neutron transport equation in one dimension becomes [1]:

\[
\mu \frac{\partial}{\partial Z} \psi(Z, \mu, E) + \Sigma_T(Z, E) \psi(Z, \mu, E) = \int_{-1}^{+1} \int_0^\infty \frac{dE'}{2} \int_{-1}^{+1} \frac{d\mu'}{2} \sum_{j} \frac{1}{\lambda} x_j^j(E) v_j^j f_j^j(Z, E') \psi(Z, \mu', E') + \int_{-1}^{+1} \int_0^\infty \frac{dE'}{2} \Sigma_s(Z, E' \rightarrow E, \mu_0) \psi(Z, \mu', E')
\]

(II-2)

where the differential scattering cross section is assumed to depend only on \( \mu_0 (\mu_0 = \Omega \cdot \Omega') \), the cosine of the scattering angle. The extraneous source has also been dropped from equation II-2.

Of the different schemes that have been developed for approximating a solution to the transport equation [1], the following methods will be considered:

A. Spherical Harmonics Method.
B. Discrete Ordinates Method.
C. Finite Element Method.
D. Nodal Method.

A brief discussion of each follows.

A. Spherical Harmonics Method [1,3,7]

The spherical harmonics method is one of the most commonly used schemes for solving the one-dimensional neutron transport equation.
The essential basis of this method is that the angular dependence of the neutron flux is expanded in a complete set of elementary functions, such as a series of polynomials.

The spherical harmonics method is formulated for the one-dimensional form of the transport equation. In this case, the spherical harmonics reduces to the Legendre polynomials with coefficients that are functions of Z and E. Therefore, the angular neutron flux and the differential scattering cross section in equation II-2 could be expanded in a series of Legendre polynomials as:

\[
\psi(Z,\mu,E) = \sum_{n=0}^{\infty} (2n+1) \psi_n(Z,E) P_n(\mu) \tag{II-3}
\]

\[
\Sigma_s(Z,E' \rightarrow E,\mu_0) = \sum_{n=0}^{\infty} (2n+1) \Sigma_{sn}(Z,E' \rightarrow E) P_n(\mu_0) \tag{II-4}
\]

where:

\[
\Sigma_{sn}(Z,E' \rightarrow E) = \int_{-1}^{+1} \frac{d\mu_0}{2} \Sigma_s(Z,E' \rightarrow E,\mu_0) P_n(\mu_0) \tag{II-5}
\]

The \( P_n(\mu) \) functions are the Legendre polynomials (see the Appendix), and \( \psi_n(Z,E) \) are the expansion coefficients.

The expansions in equations II-3 and II-4 are now substituted into the one-dimensional neutron transport equation (II-2):

\[
\sum_{n=0}^{\infty} \left\{ (2n+1)\mu \ P_n(\mu) \frac{3}{2Z} \psi_n(Z,E) + \Sigma_l(Z,E)(2n+1) \ P_n(\mu) \psi_n(Z,E) \right\} = \]

\[
\int_{0}^{\infty} dE' \int_{-1}^{+1} \frac{d\mu'}{2} \left[ \sum_{n=0}^{\infty} (2n+1) P_n(\mu') \psi_n(Z,E') \right] \left[ \sum_{m=0}^{\infty} (2m+1) P_m(\mu') \psi_m(E') \right] + \]

\[
\int_{0}^{\infty} dE' \int_{-1}^{+1} \frac{d\mu'}{2} \left[ \sum_{n=0}^{\infty} (2n+1) \Sigma_{sn}(Z,E' \rightarrow E) P_n(\mu_0) \right] \left[ \sum_{m=0}^{\infty} (2m+1) P_m(\mu') \psi_m(E') \right] \tag{II-6}
\]
The recurrence relation (see the Appendix) is then used in the first term on the left of equation II-6, and the law of angular addition of Legendre polynomials is used to express $P_n(u_0)$ in terms of $P_n(u')$ and $P_n(u)$. The resulting expression is then multiplied by $(2n+1)P_n(u)$ and integrated over $u$ from $(-1)$ to $(+1)$. Upon using the orthogonality of the Legendre polynomials, one has

$$n \frac{\partial}{\partial Z} \psi_{n-1}(Z,E) + (n+1) \frac{\partial}{\partial Z} \psi_{n+1}(Z,E) + (2n+1) \Sigma E(Z,E)$$

$$\psi_n(Z,E) = \delta_{0n} \int_0^\infty dE' \sum_j \int \frac{1}{\lambda^j} \chi_j(Z,E') u^j E_j(Z,E') \psi_0(Z,E') +$$

$$(2n+1) \int_0^\infty dE' \Sigma_n(Z,E' - E) \psi_n(Z,E')$$

(II-7)

where $\delta_{0n}$ is the Kronecker delta, i.e.,

$$\delta_{0n} = 1 \text{ if } n = 0 \text{ and } \delta_{0n} = 0 \text{ if } n \neq 0$$

The neutron transport equation is then replaced by a system of $(N+1)$ coupled differential equations in the moments of the angular neutron flux. The $P_N$ approximation results when the derivative of the $(N+1)$th moment and higher moments of the angular neutron flux are neglected.

The incentive in using the Legendre polynomial expansion of the angular neutron flux is that the first two terms have a simple physical meaning. For $n=0$, the scalar neutron flux density is given by $\psi_0(Z)$, and for $n=1$, the neutron current density is given by $\psi_1(Z)$, or $J(Z)$. Note that $N=1$ gives the $P_1$ approximation which is the diffusion theory approximation.
B. Discrete Ordinates Method [1,3]

In order to illustrate the discrete ordinates method with a minimum of algebraic complication, the monoenergetic transport equation in plane geometry with isotropic scattering is considered and can be obtained from equation II-2.

\[
\mu \frac{\partial}{\partial Z} \psi(Z,\mu) + \Sigma_T(Z) \psi(Z,\mu) = \\
\left[ \frac{1}{\lambda} \chi^j \nu^j \Sigma^j_f(Z) + \Sigma_s(Z) \right] \int_{-1}^{+1} \psi(Z,\mu') \frac{d\mu'}{2} 
\]

(II-8)

The general principle of this method is that the angular distribution of the neutron flux is evaluated in a number of specific discrete directions. If equation II-8 is considered for a set of discrete directions \((\mu^\kappa)\), a set of coupled first order differential equations for \(\psi(Z,\mu^\kappa)\) would be obtained. The integral in equation II-8 is then approximated by a numerical quadrature formula involving \(\psi(Z,\mu^\kappa)\), and is represented by:

\[
\int_{-1}^{+1} \psi(Z,\mu') \frac{d\mu'}{2} \approx \frac{1}{2} \sum_{k=1}^{N} w^\kappa \psi(Z,\mu^\kappa) 
\]

(II-9)

where the \(w^\kappa\) are the quadrature weights. Using the approximation in II-9, equation II-8 becomes:

\[
\mu_d \frac{\partial}{\partial Z} \psi(Z,\mu_d) + \Sigma_T(Z) \psi(Z,\mu_d) = \\
\frac{1}{2} \left[ \frac{1}{\lambda} \chi^j \nu^j \Sigma^j_f(Z) + \Sigma_s(Z) \right] \sum_{\kappa=1}^{N} w^\kappa \psi(Z,\mu^\kappa) 
\]

(d=1, 2, \ldots, N) 

(II-10)
where the set of $N$ coupled differential equations in space can be solved readily by finite difference techniques. The difference equations are then solved by using an iterative scheme.

The discrete ordinates method is a useful technique for analyzing reactor problems in which the diffusion theory approximation is inadequate [1]. However, the method becomes impractical for two- and three-dimensional geometries since the number of discrete points required to represent the reactor is often very large [8].

C. Finite Element Method [9-13]

The polynomial representation of the angular neutron flux within a subregion of a core has been considered as an alternative to the discrete ordinates solution of the neutron transport equation. The primary attractions of this method are: the accuracy by which the angular neutron flux is determined using few mesh points; and the fact that the angular neutron flux is found over the whole element, not just at certain mesh points as in the discrete ordinates method [8].

In the finite element method, difference equations are generated by using approximate methods with the piecewise polynomial solution. The unknown coefficients in the expansion functions are found using the weighted residual method. The weighted residual method used in this study is the least squares technique. The least squares technique is formulated for the following problem:

\[ L[\psi] = f(U) \] (II-11)
where \( L[\psi] \) is the differential operator involving the spatial derivative of \( \psi \). The dependent variable \( U \) is assumed to represent a one-dimensional coordinate, although the definition of \( U \) may be interpreted as a coordinate in the multidimensional space. The solution of equation II-11 is often attempted by assuming an approximation to the solution \( \psi(U) \), an expression in the following form:

\[
\psi(U) \approx W(U,a_1,a_2, \ldots, a_I)
\]  

(II-12)

where \( I \) denotes the number of coefficients, and the parameters \( a_1 \) through \( a_I \) are arbitrary and should be determined such that \( \psi(U) \), and \( W(U,a) \) are close in some sense. The function \( W(U,a) \) may be assumed in the following form:

\[
W(U,a) = \sum_{i=1}^{I} a_i T_i(U)
\]

(II-13)

where the functions \( T_i(U) \) are arbitrary and are called the trial functions.

Substituting equation II-12 into equation II-11, one gets the residual \( R \) since \( W(U,a) \) is not the exact solution. The residual \( R \) which is a function of \( U \) and \( a \) has the following form:

\[
R[U,a] = L[W(U,a) - f(U)]
\]

(II-14)

The \( a_i \)'s are chosen to minimize the integral of the square of the residual \( R \):

\[
L = \int R^2(U,a) \frac{dU}{2} = \text{minimum}
\]

(II-15)
The necessary conditions for \( L \) to be minimum are given by

\[
\frac{\partial L}{\partial a_i} = \int R(U) \frac{\partial}{\partial a_i} R(U,a) \, dU = 0
\]

\[(i=1,2, ..., I)\]

where \( i \) denotes the coefficients.

D. Nodal Method

The nodal method is another scheme that is recently being considered to approximate the solution of the neutron transport equation [14]. The nodal method was described by Graves [15]:

In nodal analysis of nuclear-reactor power distribution and neutron multiplication, the reactor is subdivided into an array of nodal volumes, usually equal volumes. Each nodal volume is represented by a set of space-and-energy-averaged neutronics parameters that describe its neutron multiplication and transport properties. Neutron interchange between nodes in a nodal calculation is treated with an array of coupling coefficients in each neutron energy group. Each coupling coefficient represents the probability that a neutron produced at the source node will be removed at a nearby "sink" node. The distribution of neutron source level among the nodes and the system multiplication are obtained by writing a neutron balance equation for each node and solving this system of nodal equations.

The importance of using nodal models in reactor analysis was well-stated by Askew in the summary of a recent international meeting on nodal methods [16].

Coarse mesh methods have demonstrated to be a reliable and useful tool for both reactor designers and operators in predicting the assembly to assembly variations of rating for operating reactors. The most advanced models appear to be capable of doing this with a RMS error of the order of +2%. There is a scope for further refinement in
the modeling of reflectors and shrouds, and in the representation of variations of burnup within an assembly, especially at the core edge or following shuffling of edge assemblies. With improvements of this kind, the models will be capable, given good nuclear data and lattice calculations, of a predictive accuracy of the same order as that of the measurements.

Similar comments were made by Wagner in the summary of an earlier conference on static reactor calculations [17].

With the reactors becoming even larger and requirements for safety and economy getting more stringent, it is generally felt that improved and more consistent mathematical models are needed, that rely on empirical fitting. The primary quantities obtained from coarse mesh nodal solutions are node average fluxes and power. Though average reaction rates are also the primary quantities needed for reactivity balances and depletion calculations, the fact that spatial detail within nodes is lost, is certainly a serious drawback of the conventional nodal method.

Recent developments in the field of nodal reactor analysis methods have shown great promise as stated by Wagner and Koebke [14].

Not very long ago coarse mesh methods were considered as a substitute for the more accurate and more detailed fine-mesh finite-difference methods. The understanding was that the computationally cheap nodal methods implied that compromises had to be made with regard to accuracy and spatial resolution. The recent developments in the area of nodal reactor analysis methods are rapidly changing this picture.

To date, the discrete ordinates and the finite element methods are the schemes that are mostly relied upon to provide detailed solutions of the transport equation. However, these methods become expensive and time consuming as the geometry of the problem becomes complex. The nodal method, on the other hand, does not suffer from these problems.
The nodal model that will be developed in this study is based upon polynomial expansion of the flux in the multigroup form of the $P_N$ equations. Since the polynomial expansion is not the exact solution, a residual is defined for each neutron group and minimized using the least squares technique of the finite element method.
III. DEVELOPMENT OF THE ONE-DIMENSIONAL MULTIGROUP $P_N$ EQUATIONS

Since the nodal model is to be applied to the multigroup form of the $P_N$ equations, the present chapter is devoted to the development of the multigroup theory. The first step in the derivation of the multigroup $P_N$ equations is to partition the energy range of interest from $E_{\text{min}}$ to $E_{\text{max}}$ into a large number, $G$, of subintervals $\Delta E_g$ \cite{1,3}. These subintervals are called energy groups and are labeled in increasing order from high to low energies as in Figure III-1.

![Diagram of energy groups](image)

Therefore,

$$\Delta E_g = E_{g+1} - E_g \quad (g=1,2, \ldots, G) \quad (\text{III-1})$$

The next step is to integrate the energy dependent $P_N$ equations (II-7) over the energy group $\Delta E_g$, replacing the integrals on the right by a finite sum of integrals over all the energy groups. In doing so, the result is found to be:
\[ \frac{d}{dz} \psi_{n-1}^g (Z) + (n+1) \frac{d}{dz} \psi_{n+1}^g (Z) + \]

\[ (2n+1) \sum_{t} \frac{S_{\text{t}}^g (Z)}{\psi_{n}^g (Z)} \psi_{n}^g (Z) = \delta_{0n} \sum_{h=1}^{G} \frac{1}{\lambda} \chi_{t}^{g}_{h} \nu_{\text{f}_{t}^{h}} (Z) \psi_{0}^{h} (Z) + \]

\[ (2n+1) \sum_{h=1}^{G} \sum_{g}^{h} (Z) \psi_{n}^{h} (Z) ^{(III-2)} \]

\[ (n=0,1,\ldots,N) \]

\[ (g=1,2,\ldots,G) \]

In equation III-2, only one fissionable isotope was assumed to exist. The group parameters are defined as follows [1,3]:

\[ \psi_{n}^{g} (Z) = \int_{E_{g}}^{E_{g}-1} \psi_{n} (Z,E) \, dE \quad \text{(III-3)} \]

\[ \Sigma_{\text{t}}^{g} (Z) = \int_{E_{g}}^{E_{g}-1} \Sigma_{t} (Z,E) \psi_{n} (Z,E) \, dE \quad \text{(III-4)} \]

\[ \chi^{g} = \int_{E_{g}}^{E_{g}-1} \chi(E) \, dE \quad \text{(III-5)} \]

\[ \nu^{h}_{\text{f}_{t}^{h}} (Z) = \int_{E_{h}}^{E_{h}-1} \nu^{E}_{X_{t}^{h}} (E') \psi_{n} (Z,E') \, dE' \quad \text{(III-6)} \]

\[ \Sigma_{\text{sn}}^{h} (Z) = \int_{E_{g}}^{E_{g}-1} \int_{E_{h}}^{E_{h}-1} \Sigma_{\text{sn}} (Z,E' + E) \psi_{n} (Z,E') \, dE' \quad \text{(III-7)} \]

Note the order of subscripts in the scattering cross section \( \Sigma_{\text{sn}}^{h} \) represents scattering from group h to group g.
The angular neutron flux for group \( g \) of the \( P_N \) approximation is found by integrating equation II-3 over the energy group interval, i.e., \( E_g \leq E \leq E_{g-1} \), and using the definition given in equation III-3.

\[
\psi^g(Z, \mu) = \sum_{n=0}^{\infty} (2n+1) \psi_n^g(Z) P_n(\mu)
\] (III-8)

The multigroup \( P_N \) equations with constant neutronic parameters are found from equation III-2.

\[
\begin{align*}
\frac{d}{dZ} \psi^g_{n-1}(Z) + (n+1) \frac{d}{dZ} \psi^g_{n+1}(Z) + \\
(2n+1) \sum_t \psi^g_n(Z) - (2n+1) \sum_{h=1}^{G} a_n^{gh} \psi^h_n(Z) = 0
\end{align*}
\] (III-9)

where:

\[
a_n^{gh} = \delta_{0n} \frac{1}{\lambda} \chi^g \psi^h_n + e_n^{gh}
\] (III-10)

\((n=0,1, \ldots, N)\)
\((g=1,2, \ldots, G)\)

The next chapter is devoted to the development of the nodal model that is applied to the multigroup \( P_N \) equations given in III-9.
IV. APPLICATION OF THE NODAL MODEL TO THE MULTIGROUP $P_N$ EQUATIONS IN ONE DIMENSION

The technique used in this model is based upon polynomial expansion of the neutron flux within a node. The assumption is that the neutron flux in the $P_N$ equations can be expressed in the form of a polynomial with Legendre expansions as the trial functions. The least squares technique of the finite element method is used to minimize the residual of the approximate expansions over the node. The unknown polynomial coefficients are then calculated by using the interface fluxes, and the relationships that are obtained from the least squares technique. Using the calculated coefficients, one could find new interface fluxes.

Since the fluxes are calculated from the polynomial coefficients and the coefficients in turn from the fluxes, the model requires an iterative process. The iterative scheme to determine the corresponding polynomial coefficients is known as the source iteration method [6].

Since the Legendre polynomials form a complete set of orthogonal functions over the interval $-1 \leq U \leq +1$, it would be an incentive to make a change of variable in the multigroup form of the $P_N$ equations. In doing so, the evaluation of the integrals in the least squares technique is facilitated since one could make use of the orthogonal properties of the Legendre polynomials (see the Appendix).
A. Development of the Multigroup $P_N$ Equations in One-Dimensional Nodal Geometry

The one-dimensional nodal geometry is shown in Figure IV-1.

![One-dimensional nodal geometry diagram]

A dimensionless spatial variable defined as:

$$U_i = \frac{z}{\eta_i}$$

is used to make a change of variable in the multigroup $P_N$ equations (III-9) as follow:

$$n \frac{d}{dU_i} \psi_{n-1}^g(U_i) + (n+1) \frac{d}{dU_i} \psi_{n+1}^g(U_i) +$$

$$\eta_i (2n+1) \sum_t \psi_t^G (U_i) - \eta_i (2n+1) \sum_{h=1}^G \psi_h^G (U_i) = 0$$

($n=0,1, \ldots, N$)
($g=1,2, \ldots, G$)
Using the dimensionless spatial variable, the angular neutron flux of the $P_N$ approximation for group $g$ is found from equation III-8.

$$\psi^g(U_i, \mu) = \sum_{n=0}^{N} (2n+1) \psi^g_{n} \ P_n(\mu)$$  \hspace{1cm} (IV-3)

The nodal model described in the following sections expands $\psi^g_{n}(U_i)$ about the center point of each node. Two sets of Legendre polynomial expansions are used in the model. They are arbitrarily called full and partial expansions and will be discussed in the following sections.

**B. Theoretical Development for a Full Expansion**

The expansion coefficients in equation IV-3 are now expanded in a series of Legendre polynomial:

$$\psi^g_n(U_i) = \sum_{m=0}^{M} a_{m,n}^g \ P_m(U_i) \hspace{1cm} M \geq 1$$  \hspace{1cm} (IV-4)

$$(n=0,1, \ldots, N)$$

$$(g=1,2, \ldots, G)$$

where $M$ is the order of the polynomial expansion, and $a_{m,n}^g(i)$ are the coefficients for group $g$ of node $i$. The angular neutron flux of node $i$ is found by substituting equation IV-4 into IV-3.

$$\psi^g(U_i, \mu) = \sum_{n=0}^{N} (2n+1) \sum_{m=0}^{M} a_{m,n}^g(i) \ P_m(U_i) \ P_n(\mu)$$  \hspace{1cm} (g=1,2, \ldots, G) \hspace{1cm} (IV-5)

The expansion in equation IV-4 is called a full expansion since the order of the spatial polynomial remains the same for any order of
angular dependency.

There are \((N+1)(M+1)\) unknown coefficients in equation IV-5 that must be determined. In order to determine the unknown coefficients, the polynomial expansion (IV-4) and its derivative should be inserted into the \(P_N\) equations (IV-2). Therefore, the derivative of equation IV-4 with respect to \(U_i\) is first found.

\[
\frac{d}{dU_i} g^G(U_i) = \sum_{m=0}^{M-1} b^G_{m,n}(i) P_m(U_i) \tag{IV-6}
\]

where the \(b^G_{m,n}(i)\) coefficients are related to the \(a^G_{m,n}(i)\) coefficients through the following expression:

\[
b^G_{m,n}(i) = (2m+1) \sum_{k=m+1}^{M} a^G_{k,n}(i) \tag{IV-7}
\]

if \(m\) is even, \(k\) takes only odd values.

if \(m\) is odd, \(k\) takes only even values.

The polynomial expansion (IV-4) and its derivative (IV-6) are now inserted into equation IV-2. Since the polynomial expansion is not the exact solution, a residual is obtained.

\[
R^G_n(i) = n \sum_{m=0}^{M-1} b^G_{m,n-1}(i) P_m(U_i) + (n+1) \sum_{m=0}^{M-1} b^G_{m,n+1}(i) P_m(U_i) + \eta_i(2n+1) \sum_{m=0}^{M} c^G_{m,n}(i) P_m(U_i) - n^2(2n+1) \sum_{m=0}^{M} c^G_{m,n}(i) P_m(U_i) \tag{IV-8}
\]

where:
The least squares technique (see page 9) is now used to minimize the residuals in equation IV-8 over the nodal interval with respect to the $b_{m,n}^g(i)$ coefficients. In this process, the minimization is the difference between one of the derivative terms and the rest of the terms (including the other derivative) in equation IV-8. The least squares minimization depends on whether $n$ is even or odd and is carried out as follows:

\[
\int_{-1}^{+1} \frac{dR_n^g(i)}{db_{m,n+1}^g(i)} R_n^g(i) \frac{dU_1}{2} = 0 \quad n = \text{even} \quad (IV-10)
\]

\[
\int_{-1}^{+1} \frac{dR_n^g(i)}{db_{m,n-1}^g(i)} R_n^g(i) \frac{dU_1}{2} = 0 \quad n = \text{odd} \quad (IV-11)
\]

The relations that result from equations IV-10 and IV-11 are:

\[
b_{m,n-1}^g(i) + (n+1) b_{m,n+1}^g(i) + \eta_i(2n+1) \sum_{g=1}^{G} \Sigma_{m,n}^g(i) = \eta_i(2n+1) c_{m,n}^g(i) \quad (IV-12)
\]

Since the multigroup $P_N$ approximation is used to get the relations in
IV-12, the following coefficients should be set equal to zero for \( n = N \):

\[
b_{m,N+1}^g(i) = 0 \quad \text{(IV-13)}
\]

The orthogonality properties of the Legendre polynomials were used to get the relatively simple relations in equation IV-12.

The relations in IV-12 result in \((N+1)M\) independent equations. However, an additional \((N+1)\) independent equations are needed to evaluate the \((N+1)(M+1)\) polynomial coefficients for group \( g \) of node \( i \). The interface conditions, which are described in part D of this chapter, are used to obtain the remaining \((N+1)\) equations.

C. Theoretical Development for a Partial Expansion

The expansion coefficients in equation IV-3 are now expanded in a series of Legendre polynomial:

\[
\psi_n^g(U_i) = \sum_{m=0}^{M-n} a_{m,n}^g(i) P_m(U_i) \quad M \geq N+1
\]

\[
(n=0,1, \ldots, N) \quad (g=1,2, \ldots, G)
\]

where \( M \) is the order of the polynomial expansion and \( a_{m,n}^g(i) \) are the coefficients for group \( g \) of node \( i \). The angular neutron flux of node \( i \) is found by substituting equation IV-14 into IV-3:

\[
\psi^g(U_{i,\mu}) = \sum_{n=0}^{N} (2n+1) \sum_{m=0}^{M-n} a_{m,n}^g(i) P_m(U_{i}) P_n(\mu)
\]

\[
(g=1,2, \ldots, G)
\]
The expansion in equation IV-14 is called a partial expansion since the order of the spatial polynomial decreases as the order of the angular dependency increases. Therefore, there are fewer unknown polynomial coefficients in the partial expansion as compared to the full expansion development.

There are \( \frac{(2N+2-N)(N+1)}{2} \) unknown coefficients in equation IV-15 that should be determined. In order to determine the unknown coefficients, the same procedure used in the full expansion development is used here. Therefore, the derivative of equation IV-14 with respect to \( U_i \) is first found.

\[
\frac{d}{dU_i} \phi^G_n(U_i) = \sum_{m=0}^{M-(n+1)} b^G_{m,n}(i) p_m(U_i)
\]

where the \( b^G_{m,n}(i) \) coefficients are related to the \( a^G_{m,n}(i) \) coefficients through the following expression:

\[
b^G_{m,n}(i) = (2m+1) \sum_{k=m+1}^{M-n} a^G_{k,n}(i)
\]

if \( m \) is even, \( k \) takes only odd values.

if \( m \) is odd, \( k \) takes only even values.

The polynomial expansion (IV-14) and its derivative (IV-16) are now inserted into equation IV-2. Since the polynomial expansion is not the exact solution, a residual is obtained.

\[
r^G_{m,n}(i) = n \sum_{m=0}^{M-n} b^G_{m,n-1}(i) p_m(U_i) + (n+1) \sum_{m=0}^{M-(n+2)} b^G_{m,n+1}(i) p_m(U_i) + \eta_i(2n+1) \sum_{m=0}^{M-n} a^G_{m,n}(i) p_m(U_i) - n_i(2n+1) \sum_{m=0}^{M-n} c^G_{m,n}(i) p_m(U_i)
\]
where \( c_{m,n}^g(i) \) are given in equation IV-9. The least squares technique (see page 9) is now used to minimize the residuals in IV-18 with respect to the \( b_{m,n}^g(i) \) coefficients. In this process, the minimization is the difference between one of the derivative terms and the rest of the terms (including the other derivative) in equation IV-18. The least squares minimization depends on whether \( n \) is even or odd. Since the partial expansion is used, the order of \( m \) is also determined by \( n \) being even or odd. The minimization is carried out as follows:

\[
\int_{-1}^{+1} \frac{dR^g_n(i)}{db_{m,n+1}^g(i)} R^g_n(i) \frac{dU^i}{2} = 0 \quad n = \text{even} \quad (m=0, \ldots, M-(n+2))
\]

\[
\int_{-1}^{+1} \frac{dR^g_n(i)}{db_{m,n-1}^g(i)} R^g_n(i) \frac{dU^i}{2} = 0 \quad n = \text{odd} \quad (m=0, \ldots, M-n)
\]

where:

\( (n=0,1, \ldots, N) \)
\( (g=1,2, \ldots, G) \)

The relations that result from equations IV-19 and IV-20 are:

\[
n b_{m,n-1}^g(i) + (n+1) b_{m,n+1}^g(i) + \eta_i(2n+1) \gamma^g a_{m,n}^g(i) = \eta_i(2n+1) c_{m,n}^g(i) \quad (IV-21)
\]

\( (n=0,1, \ldots, N) \)
\( (g=1,2, \ldots, G) \)
If $n = \text{even}$, $m = 0, \ldots, M-(n+2)$

If $n = \text{odd}$, $m = 0, \ldots, M-n$, $b_{m,n+1}^g = 0$ for $m > M-(n+2)$

Since the multigroup $P_N$ approximation is used to get the relations in IV-21, the following coefficients should be set equal to zero for $n = N$:

$$b_{m,N+1}^g(i) = 0 \quad \text{(IV-22)}$$

The orthogonality properties of the Legendre polynomials were used to get the relatively simple relations in equation IV-21.

The relations in IV-21 result in \(\frac{(2M-N)(N+1)}{2}\) independent equations. However, an additional $(N+1)$ independent equations are needed to evaluate the \(\frac{(2M+2-N)(N+1)}{2}\) polynomial coefficients for group $g$ of node $i$. The interface conditions, which are described in part D of this chapter, are used to obtain the remaining $(N+1)$ equations.

**D. Interface and Boundary Conditions**

The interface conditions for the nodal geometry in the dimensionless variable $\hat{f}$ are shown in Figure IV-2. At various interfaces between different nodes, the angular neutron flux is to be continuous in the direction defined by $\mu$. However, it is not possible to satisfy the exact interface conditions since these conditions are imposed over half the angular range, whereas the expansion coefficients apply over the whole range of $\mu$, i.e., $-1 \leq \mu \leq +1$.

For the multigroup $P_N$ approximation, $(N+1)$ interface conditions
Figure IV-2. Interface conditions for the nodal geometry

are required on the \((N+1)\) expansion coefficients. Therefore, \(\frac{(N+1)}{2}\) conditions are needed for each interface. For an odd order \(P_N\) approximation, the moments of the angular neutron flux of a given node are assumed to be functions of the properties of that node, and the moments of the angular neutron flux entering that node from adjacent nodes.

Therefore, the following interface conditions are used for node \(i\):

\[
\int_{-1}^{0} \frac{d\mu}{2} p_n(\mu) \psi_n^g(U_{i-1}, \mu) \bigg|_{U_{i-1} = -1} = J_n^g(i-1) \tag{IV-23}
\]

\[
\int_{0}^{+1} \frac{d\mu}{2} p_n(\mu) \psi_n^g(U_{i+1}, \mu) \bigg|_{U_{i+1} = +1} = J_n^g(i+1) \tag{IV-24}
\]

\((n=1, 3, \ldots, N)\)
\((g=1, 2, \ldots, G)\)
where \( J_n^G(i+1) \) and \( J_n^G(i-1) \) are scalar quantities that are evaluated by the following relations, using the values from the previous iteration.

\[
J_n^G(i+1) = \frac{1}{2} \int_{-1}^{0} p_n(\mu) \left. \psi_n^G(U_{i+1}, \mu) \right|_{U_{i+1}=-1} + \int_{0}^{+1} p_n(\mu) \left. \psi_n^G(U_{i-1}, \mu) \right|_{U_{i-1}=+1} \tag{IV-25}
\]

\[
J_n^G(i-1) = \frac{1}{2} \int_{-1}^{0} p_n(\mu) \left. \psi_n^G(U_{i+1}, \mu) \right|_{U_{i+1}=-1} + \int_{0}^{+1} p_n(\mu) \left. \psi_n^G(U_{i-1}, \mu) \right|_{U_{i-1}=+1} \tag{IV-26}
\]

The interface conditions given in equations IV-23 and IV-24 are justified on the basis that for \( n=1 \), the continuity of the current at the interface is insured.

At the interface between a node and an external boundary, two boundary conditions are considered: vacuum, and symmetric boundary conditions. The external boundary condition is either next to node \((i=1)\), or the last node \((i=I)\). Since the form of equations IV-23 and IV-24 remains the same except for the values of \( J_n^G(i+1) \), and \( J_n^G(i-1) \), then \( J_n^G(I+1) \) and \( J_n^G(0) \) are used to represent the boundaries next to node \((i=I)\) and \((i=1)\). Note that nodes \((i=I+1)\) and \((i=0)\) do not exist.

At an interface next to a vacuum, the Marshak boundary conditions are used, where \( J_n^G(I+1) \) and \( J_n^G(0) \) are set equal to zero \([1]\).

\[
J_n^G(I+1) = 0 \tag{IV-27}
\]

\[
J_n^G(0) = 0 \tag{IV-28}
\]

\((n=1,3, \ldots, N)\)

\((g=1,2, \ldots, G)\)
The Marshak boundary conditions are justified on the basis that the condition for \( n = 1 \) is the \( P_N \) expression for zero returning net current \([1]\).

At an interface next to a symmetric boundary \( J_n^G(I+1) \), and \( J_n^G(0) \) are evaluated by the following relations.

\[
J_n^G(I+1) = -\int_0^{+1} \frac{d\mu}{2} \frac{\psi_n^G(U_I,\mu)}{\psi_n^G(U_{I-1},\mu)} \bigg|_{U_I = +1} \quad (IV-29)
\]

\[
J_n^G(0) = -\int_{-1}^{0} \frac{d\mu}{2} \frac{\psi_n^G(U_I,\mu)}{\psi_n^G(U_{I-1},\mu)} \bigg|_{U_I = -1} \quad (IV-30)
\]

\( (n=1,3, \ldots, N) \)
\( (g=1,2, \ldots, G) \)

The application of the interface and boundary conditions is facilitated by the following half range relations [18]:

\[
\int_0^{+1} \frac{p_m(\mu) p_n(\mu) d\mu}{2} \quad (IV-31)
\]

\[
\left\{ \begin{array}{ll}
\frac{1}{2(2m+1)} & \text{if } m = n \\
0 & \text{if } m-n \text{ is even} \\
(-1)^{i+k} \frac{m! n!}{2^{m+n} (n-m)(n+m+1)(i!)^2 (k!)^2} & \text{if } m = 2k, \text{ and } n = 2i+1
\end{array} \right.
\]
\[
\int_{-1}^{0} \frac{P_{m}^{(u)} P_{n}^{(u)}}{2} \, du
\]  
\[
= \begin{cases} 
\frac{1}{2(2m+1)} & \text{if } m = n \\
0 & \text{if } m-n \text{ is even} \\
\frac{(-1)^{i+k+1} m! n!}{2^{m+n} (n-m)(n+m+1)(i!)^2(k!)^2} & \text{if } m = 2k, \text{ and } n = 2i+1 
\end{cases}
\]  

The \((N+1)\) interface conditions of node \(i\) complete the specification for group \(g\) of the multigroup \(P_{N}\) approximation. Therefore, for any energy group and node, enough independent equations are available to solve for the unknown coefficients of the angular neutron flux.

E. Derivation of the Effective Multiplication Factor

Finally, the effective multiplication factor should be found using the calculated polynomial coefficients. Two different procedures are used in finding the effective multiplication factor. The first of these applies a neutron balance over all of the nodes and neutron groups. The neutron balance as applied to the multigroup \(P_{N}\) equations (IV-2) is:
The nodal average fluxes are just the first coefficients of the expansion because of the orthogonality of the Legendre polynomials:

\[ \bar{\psi}_0(U_i) = \int_{-1}^{+1} \psi(U_i) \frac{dU_i}{2} = a_{0,0}^g (i) \]  

(IV-34)

The value of the expansion coefficients at the nodal interfaces are needed as a result of the integration of the leakage term. These values depend on whether the full or partial expansions are used:

\[ \psi^f_1(U_i) \bigg|_{U_i=+1} - \psi^f_1(U_i) \bigg|_{U_i=-1} = \sum_{k=1}^{K} a_{k,1}^g (i) \]  

(IV-35)

- if full expansion is used, \( K = M \)
- if partial expansion is used, \( K = M-1 \)

in both cases, \( k \) takes only odd values

where \( M \) is the order of the polynomial expansion.

Solving for the eigenvalue and applying equations IV-34 and IV-35, one has:

\[ \lambda_{1}^{j} = \frac{\left\{ \sum_{i=1}^{I} \sum_{g=1}^{G} \sum_{h=1}^{H} \eta_{i}g v_{i}^{f} h \right\}^{j}}{\left\{ \sum_{i=1}^{I} \sum_{g=1}^{G} \sum_{k=1}^{K} a_{k,1}^g + \sum_{h=1}^{H} \eta_{i}t_{i}^{0,0} h \right\}^{j}} \]  

(IV-36)
where $K$ is defined in equation IV-35 for the full and partial expansions, and $j$ represents the iteration number.

The second procedure estimates the effective multiplication factor by using its value from the previous iteration and the values of the nodal average fluxes [6].

$$
\lambda_j^2 = \frac{\lambda_{j-1}^{g-1} \left[ \sum_{i=1}^{I} \sum_{g=1}^{G} \sum_{h=1}^{G} \eta_i \chi^g \nu \Sigma_f \alpha h \right]^j}{\left[ \sum_{i=1}^{I} \sum_{g=1}^{G} \sum_{h=1}^{G} \eta_i \chi^g \nu \Sigma_f \alpha h \right]^{j-1}} \quad (IV-37)
$$

Note that either one of the calculated effective multiplication factors could be used in the iterative process, since the two should become equal when a converged solution has been attained. This would serve as a tool for monitoring the convergence of the solution. In summary, the relations obtained from the least squares minimization along with the interface and boundary conditions are used to evaluate the unknown polynomial coefficients. Using the calculated coefficients, the effective multiplication factor and new interface fluxes are evaluated. An iteration technique is then applied until convergence is obtained.
V. COMPUTER PROGRAM, SAMPLE PROBLEMS, AND RESULTS

A computer program called TONODE [19] was developed to test the nodal model for accuracy of solution. The program is a one-dimensional multigroup code capable of handling up to $P_5$ approximations using both full and partial expansions. The fourth-order Legendre polynomial is used in the code since it was observed by Rohach [5] that this polynomial order is enough for normal reactor problems. Two sample problems were developed to compare the results of the nodal model with the results of more accurate models.

A. $P_1$ Approximation for a Full and Partial Expansion

The multigroup $P_1$ equations for group $g$ of node $i$ are obtained from equation IV-2.

\[
\frac{d}{du_i} \psi_i^g(u_i) + \eta_i \sum_{g=1}^{G} \psi_i^g(u_i) - \eta_i \sum_{h=1}^{G} \alpha_{0h} \psi_i^0(u_i) = 0 \quad (V-1)
\]

\[
\frac{d}{du_i} \psi_i^0(u_i) + 3 \eta_i \sum_{g=1}^{G} \psi_i^g(u_i) - 3 \eta_i \sum_{h=1}^{G} \alpha_{0h} \psi_i^0(u_i) = 0 \quad (V-2)
\]

A sample problem was developed for comparison with a one-dimensional version of the ANL Benchmark problem [20]. The fuel loading pattern with symmetric boundary condition at the left, and vacuum boundary condition at the right, is shown in Figure V-1. The cross section data used for the fuel types in Figure V-1 are given in Table V-1.
Figure V-1. Fuel loading pattern for the one-dimensional model, problem 1

Table V-1. Benchmark fuel parameters

<table>
<thead>
<tr>
<th>Material</th>
<th>Region</th>
<th>$D^1$</th>
<th>$D^2$</th>
<th>$\Sigma_{s0}^{21}$</th>
<th>$\Sigma_a^1$</th>
<th>$\Sigma_a^2$</th>
<th>$\nu \Sigma_f^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuel 1</td>
<td>#1</td>
<td>1.5</td>
<td>0.4</td>
<td>0.02</td>
<td>0.01</td>
<td>0.08</td>
<td>0.135</td>
</tr>
<tr>
<td>Fuel 2</td>
<td>#2</td>
<td>1.5</td>
<td>0.4</td>
<td>0.02</td>
<td>0.01</td>
<td>0.085</td>
<td>0.135</td>
</tr>
<tr>
<td>Fuel 2 &amp; Control</td>
<td>#3</td>
<td>1.5</td>
<td>0.4</td>
<td>0.02</td>
<td>0.01</td>
<td>0.13</td>
<td>0.135</td>
</tr>
<tr>
<td>Reflector</td>
<td>#4</td>
<td>2.0</td>
<td>0.3</td>
<td>0.04</td>
<td>0.0</td>
<td>0.01</td>
<td>0.0</td>
</tr>
</tbody>
</table>

where $D^g$ is the diffusion coefficient for group $g$, and is used to calculate $\gamma_{sl}^{gg}$:

$$\gamma_{sl}^{gg} = \gamma_{t}^{g} - \frac{1}{3D^g}$$ (V-3)

and $\Sigma_{sl}^{gh}$ is assumed to be zero for $h \neq g$.

The node size used in the model is 20 cm except for the first node which is 10 cm. A fine mesh finite difference theory calculation was used for comparison. A comparison of the fast and thermal flux profiles of the fine mesh calculation with the full and partial expansions are shown in Figures V-2 and V-3. As it is observed, the solution of
Figure V-2. Fast flux profiles for sample problem one

Figure V-3. Thermal flux profiles for sample problem one
the nodal model using a full expansion is closer to the fine mesh
diffusion theory calculations than the solution of the partial
expansion. This is more apparent in the thermal flux profiles where
a large flux peaking occurs in the reflector. However, it should be
noted that the solution of the nodal model does not match the fine mesh
diffusion theory calculations at the fuel-reflector interface node.
This point is illustrated when one compares the derivative terms and
the rest of the terms in equations V-1 and V-2.

For a full expansion, the least squares technique minimizes the
difference between a third-order polynomial (the derivative term) and
a fourth-order polynomial (the rest of the terms) in equations V-1 and
V-2. The derivative term and the rest of the terms in equations V-1
and V-2 are shown in Figures V-4 and V-5 for the thermal group of the
full expansion, and as it is observed the minimization is quite good.
However, the least squares technique has trouble minimizing the dif­
ference between the third-order derivative and the remaining fourth­
order polynomials at the region of large flux gradients.

For a partial expansion, the derivative terms have different orders
of polynomial. The derivative in equation V-1 is a second-order
polynomial, whereas the derivative in equation V-2 is a third-order
polynomial. Note that the rest of the terms in equations V-1 and V-2
are fourth-order polynomials.

The derivative term and the rest of the terms in equation V-1 are
shown in Figure V-6 for the thermal group of the partial expansion. It
is observed that the error in the minimization is much more severe than
Figure V-4. Magnitude of the relative terms in equation V-1 for sample problem one, using a full expansion

Figure V-5. Magnitude of the relative terms in equation V-2 for sample problem one, using a full expansion
the one for the full expansion. This is due to the fact that the least squares technique has trouble minimizing the difference between the second-order derivative and the remaining fourth-order polynomials.

Figure V-7 shows the derivative term and the rest of the terms in equation V-2 for the thermal group of the partial expansion. It is observed that there is no error in the least squares minimization which is due to the fact that the third-order approximation to the derivative term completely matches the remaining third-order polynomials in equation V-2.

The neutron current, which is the $P_1$ weight of the angular neutron flux, is required to be continuous at the nodal interfaces. A comparison of the currents for the fast and thermal groups of the full and partial expansions are shown in Figures V-8 and V-9. It is observed that the neutron currents for both expansions are indeed continuous at the nodal interfaces. It is also noted that the neutron currents for both expansions are similar inside the core but deviate from each other at the core-reflector interface node. This is due to the fact that the partial expansion has one less term in its polynomial series than the full expansion.

Finally, when a converged solution of the $P_1$ equations has been found, the angular neutron flux of node $i$ could be obtained from equation IV-3:

$$
\psi^g(U_i, \mu) = \psi_0^g(U_i) P_0(\mu) + 3\psi_1^g(U_i) P_1(\mu) \\
(g=1,2, \ldots, G)
$$
Figure V-6. Magnitude of the relative terms in equation V-1 for sample problem one, using a partial expansion.

Figure V-7. Magnitude of the relative terms in equation V-2 for sample problem one, using a partial expansion.
Figure V-8. Fast current profiles for sample problem one

Figure V-9. Thermal current profiles for sample problem one
The sample problem presented here illustrates that for the partial expansion, the least squares technique has trouble minimizing the difference between the second-order derivative term and the remaining fourth-order polynomial terms in the first equation of the $P_1$ approximation. As a result, when the order of the $P_N$ approximation increases, the error in the minimization would increase which would in turn defeat using higher order $P_N$ equations. Therefore, it is concluded that the partial expansion should only be used in developing low $P_N$ equations, and in regions where large flux gradients do not occur. On the other hand, the full expansion is adequate in predicting an accurate solution for the $P_N$ equations, except in nodes where severe flux gradients occur. In these cases, it may be necessary to increase the number of nodes to get a better match between the third-order derivative and the fourth-order terms.

The significance of this sample problem was basically to test the model for cases where diffusion theory is valid. The diffusion theory would be a poor approximation whenever the angular distribution of the neutrons is large in one preferred direction. This can happen near an interface where scattering or the absorption cross section changes abruptly. To test the nodal model for cases where diffusion theory is not valid, a second sample problem was developed and is discussed in the following section.
B. \( P_3 \) and \( P_5 \) Approximations for a Full Expansion

To test the nodal model for cases where an explicit accounting of the transport theory effects are important, a second sample problem was developed. To compare the results of the model with a more accurate model, a transport theory discrete ordinates program called TDMG and a set of three group cross sections were developed by Rohach [21]. The cross section data are given in Table V-2. It is noted that the cross

<table>
<thead>
<tr>
<th>Table V-2. Nuclear fuel data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region:</td>
</tr>
<tr>
<td>#1</td>
</tr>
<tr>
<td>( D^1 )</td>
</tr>
<tr>
<td>( D^2 )</td>
</tr>
<tr>
<td>( D^3 )</td>
</tr>
<tr>
<td>( \Sigma_a^1 )</td>
</tr>
<tr>
<td>( \Sigma_a^2 )</td>
</tr>
<tr>
<td>( \Sigma_a^3 )</td>
</tr>
<tr>
<td>( \Sigma_f^1 )</td>
</tr>
<tr>
<td>( \Sigma_f^2 )</td>
</tr>
<tr>
<td>( \Sigma_f^3 )</td>
</tr>
<tr>
<td>( \Sigma_s^{21} )</td>
</tr>
<tr>
<td>( \Sigma_s^{31} )</td>
</tr>
</tbody>
</table>
sections in regions #1 and #2 are exactly the same except for the thermal absorption cross section of region #2, which is higher than the thermal absorption cross section of region #1 by a factor of 10.

A sample problem was developed to test the $P_3$ and $P_5$ approximations of the nodal model using the cross sections in Table V-2. The multigroup $P_5$ equations for group $g$ of node $i$ are obtained from equation IV-2:

$$\frac{d}{dU_i} \psi_i^g(U_i) + \eta_i \delta_{g0} \psi_0(U_i) - \frac{C}{h=1} \alpha_{gh} \psi_h(U_i) = 0 \quad (V-5)$$

$$\frac{d}{dU_i} \psi_0(U_i) + 2 \frac{d}{dU_i} \psi_2(U_i) + 3 \eta_1 \sum_{h=1}^{G} \alpha_{gh} \psi_h(U_i)$$

$$- 3 \eta_1 \sum_{h=1}^{G} \alpha_{gh} \psi_1(U_i) = 0 \quad (V-6)$$

$$3 \frac{d}{dU_i} \psi_3(U_i) + 2 \frac{d}{dU_i} \psi_1(U_i) + 5 \eta_1 \sum_{h=1}^{G} \psi_h(U_i) = 0 \quad (V-7)$$

$$3 \frac{d}{dU_i} \psi_2(U_i) + 4 \frac{d}{dU_i} \psi_4(U_i) + 7 \eta_1 \sum_{h=1}^{G} \psi_h(U_i) = 0 \quad (V-8)$$

$$5 \frac{d}{dU_i} \psi_5(U_i) + 4 \frac{d}{dU_i} \psi_3(U_i) + 9 \eta_1 \sum_{h=1}^{G} \psi_h(U_i) = 0 \quad (V-9)$$

$$5 \frac{d}{dU_i} \psi_4(U_i) + 11 \eta_1 \sum_{h=1}^{G} \psi_h(U_i) = 0 \quad (V-10)$$

where $\Sigma_{sl}^{gg}$ is calculated from equation V-3, and $\Sigma_{sl}^{gh}$ for $h \neq g$ along with $\Sigma_{sn}^{gh}$ for $n \geq 2$ are set equal to zero. The multigroup $P_3$ equations could be obtained by using the first four equations of the $P_5$ approximation, and setting the derivative of $\psi_4(U_i)$ equal to zero.
The fuel loading pattern with symmetric boundary conditions is shown in Figure V-10, where the node size for region #1 was 0.5 cm, and for region #2 was 1.9 cm. The transport theory program using a fine mesh finite difference calculation with a sixth order Gaussian quadrature was used for comparison. A comparison of the thermal flux profiles of the transport program with the $P_3$ and $P_5$ approximations of the nodal model using the full expansion is shown in Figure V-11. As it is observed, the solutions of the nodal model are very close to the discrete ordinate solution of the neutron transport equation. The solution of the problem using a full expansion $P_1$ approximation is also shown in Figure V-11. As one can see, the solution of the $P_1$ approximation is not as good as the solution of the $P_3$ or $P_5$ approximations. This is due to the fact that the thermal absorption cross section at the interface between region #1 and region #2 changes abruptly, a case where the $P_1$ approximation would be poor.

In order to insure the accuracy of the solution, one could compare the derivative term that is being minimized by the least squares technique with the rest of the terms (including the other derivative) in equations V-5 through V-10. Note that in obtaining the $P_3$ and $P_5$
Figure V-11. Thermal flux profiles for sample problem two equations, the equations were rearranged such that the derivative that is being minimized by the least squares technique appears first in each equation. Since the full expansion of the nodal model is used in this sample problem, the derivative terms are third-order polynomials, whereas the rest of the terms are fourth-order polynomials. The derivative term that is being minimized and the rest of the terms (including the other derivative) in equations V-5 through V-10 are shown in Figures V-12 through V-17 for the thermal group of the P₃ and P₅ approximations. As one can see, the least squares minimization is quite good for both approximations such that the third-order derivative term and the remaining fourth-order polynomials fall on the top of each
Figure V-12. Magnitude of the relative terms in equation V-5 for sample problem two.

Figure V-13. Magnitude of the relative terms in equation V-6 for sample problem two.
Figure V-14. Magnitude of the relative terms in equation V-7 for sample problem two

Figure V-15. Magnitude of the relative terms in equation V-8 for sample problem two
Figure V-16. Magnitude of the relative terms in equation V-9 for sample problem two.

Figure V-17. Magnitude of the relative terms in equation V-10 for sample problem two.
other and only one set of curves is seen in each graph. This observa-
tion leads to the conclusion that for the given sample problem, the $P_3$
approximation is enough and the higher $P_5$ approximation is not
necessary. However, the results of this sample problem insure the
accuracy of the $P_5$ approximation of the nodal model.

Another criterion that could be used in order to insure the
accuracy of the solution is to illustrate the moments of the angular
neutron flux at the nodal interfaces over the whole range of $\mu$, i.e.,
$-1 \leq \mu \leq +1$. It is recalled from the interface conditions that only
the odd moments of the angular neutron flux were required to be continu-
ous and that was imposed over half the angular range. Therefore, for
the $P_3$ approximation, the $P_1$, $P_2$, and $P_3$ weights of the angular neutron
flux should be continuous at the nodal interfaces. For the $P_5$ approxi-
mation, the $P_1$, $P_2$, $P_3$, $P_4$, and $P_5$ weights of the angular neutron flux
should be continuous at the nodal interfaces. Figures V-18 through
V-20 show the $P_1$, $P_2$, and $P_3$ weights of the angular neutron flux for
the thermal group of the $P_3$ and $P_5$ approximations. Figures V-21 and
V-22 show the $P_4$ and $P_5$ weights of the angular neutron flux for the $P_5$
approximation. It is observed that the weights of the angular neutron
flux for both the $P_3$ and $P_5$ approximations are continuous at the inter-
faces between different nodes, a necessary condition to insure the
continuity of the angular flux across the interfaces.

Figure V-23 shows the eigenvalue convergence of the $P_3$ approxima-
tion versus the number of iterations. The eigenvalue oscillates at
low iteration numbers but converges as the number of iterations
Figure V-18. $P_1$ weight of the thermal flux for sample problem two

Figure V-19. $P_2$ weight of the thermal flux for sample problem two
Figure V-20. $P_3$ weight of the thermal flux for sample problem two

Figure V-21. $P_4$ weight of the thermal flux for sample problem two
Figure V-22. $P_5$ weight of the thermal flux for sample problem two

Figure V-23. Eigenvalue convergence of sample problem two
increases.

The sample problem presented here illustrates the capability of the TONODE code in determining the angular dependency of the neutron flux. The least squares minimization and the continuity of the angular neutron flux across the internal interfaces proved to be accurate even though only the odd moments of the neutron flux were required to be continuous in deriving the interface conditions. In this sample problem, only the full expansion was used since it was observed in the first sample problem that the partial expansion would not be capable of predicting an accurate solution where higher order $P_N$ approximations are used.
VI. SUMMARY AND CONCLUSIONS

The purpose of this study was to develop a one-dimensional nodal model that could be used in approximating a solution to the multigroup form of the neutron transport equation. The $P_N$ approximation of the spherical harmonics method was used as the starting point in the development of the model. The expansion coefficients of the $P_N$ equations were expanded in a series of Legendre polynomials. Two sets of Legendre polynomial expansions were used, which were arbitrarily called full and partial expansions. In the full expansion, the order of the spatial polynomial remains the same with increasing orders of angular dependency. However, in the partial expansion the order of the spatial polynomial decreased with increasing orders of angular dependency.

Since the polynomial expansions are not the exact solutions, residuals were obtained from the $P_N$ equations. The residuals were then minimized by using the least squares technique of the finite element method. In doing so, relatively simple relationships were obtained for the unknown polynomial coefficients. However, these relationships were not sufficient to determine the unknown coefficients which, in turn, required the use of the interface conditions. The odd moments of the angular neutron flux over the half ranges were required to be continuous at the internal interfaces, and the Marshak boundary condition was used at the external boundaries. Using the interface and boundary conditions, enough relationships were obtained to solve for the unknown coefficients. The calculated polynomial coefficients
were then used to evaluate the effective multiplication factor, and new interface fluxes. An iterative process was applied and continued until a converged solution was obtained.

Two sample problems were developed to test the nodal model for accuracy of solution. The first sample problem included a comparison of the $P_1$ approximation to a fine mesh finite difference solution to the neutron diffusion equation. The second sample problem included a comparison of the $P_N$ approximation to the results of a discrete ordinates numerical solution of the transport equation. The polynomial expansion used a fourth order polynomial expansion for the spatial variable.

From the results of the first sample problem, it was concluded that the partial expansion of the model should only be used for development of low order $P_N$ approximations. This is due to the fact that the least squares technique has trouble minimizing the difference between the second-order derivative and the remaining fourth-order polynomial terms in some of the $P_N$ equations. On the other hand, both sample problems illustrated the capability of the full expansion of the model to accurately predict the solutions of the $P_N$ equations. However, it was observed that a fourth-order polynomial expansion of the model is probably not adequate in cases where severe flux gradients occur. In these cases, it may be necessary to increase the number of nodes, or use a higher order polynomial expansion to get a better match between the derivative term and the remaining terms in the $P_N$ equations.

The one-dimensional nodal model is not significant for practical
use since the one-dimensional fine mesh discrete ordinates equations can easily be solved. However, certain properties of the model can be studied and explained in the simpler one-dimensional framework and then extended and tested in the more complicated two and three dimensions.
VII. SUGGESTIONS FOR FUTURE RESEARCH

The following suggestions are made for possible future research:

1. A study should be performed for cases where severe flux gradients occur. The number of nodes used in the study should be changed in order to observe the effect on the results of the model. When this study is completed, a set of guidelines could be developed to predict the number of nodes that are necessary for different problems.

2. A computer code that uses a higher order polynomial expansion could be developed and tested for cases where large flux gradients occur. This task is facilitated since the relationships for determining the unknown polynomial coefficients have already been developed in this study.

3. Since an interative technique is used to find the unknown coefficients, the rate of convergence becomes important. Therefore, it may be necessary to use an accelerating method such as the relaxation technique to enhance the convergence of the system. A numerical technique should then be developed to successfully predict the input relaxation parameters. This is an important area since the convergence rate of the system could depend on these parameters.

4. Expressions analogous to those of the one-dimensional model can be developed for two- and three-dimensional models. If this is done, two- and three-dimensional calculations should be performed and compared with other transport equation solutions.
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The Legendre polynomials are defined by the following relations:

\[ P_0(x) = 1 \]  \hspace{1cm} (X-1)

\[ P_n(x) = \frac{1}{2^n n!} \frac{d^n}{dx^n} (x^2-1)^n \]  \hspace{1cm} n=1,2,\ldots \hspace{1cm} (X-2)

The first few polynomials are:

\[ P_1(x) = x \]  \hspace{1cm} (X-3)

\[ P_2(x) = \frac{1}{2} (3x^2-1) \]  \hspace{1cm} (X-4)

\[ P_3(x) = \frac{1}{2} (5x^3-3x) \]  \hspace{1cm} (X-5)

The Legendre polynomials satisfy the following recurrence relation for \( n \geq 1 \).

\[ (2n+1) x P_n(x) = (n+1) P_{n+1}(x) + n P_{n-1}(x) \]  \hspace{1cm} (X-6)

The derivative of the Legendre polynomials could be obtained by the following relationship for \( n \geq 1 \):

\[ \frac{dP_n}{dx} = \sum_{i=1}^{n} (2i-1) P_{i-1}(x) \]  \hspace{1cm} (X-7)

- if \( n \) is odd, \( i \) takes only odd values
- if \( n \) is even, \( i \) takes only even values

The Legendre polynomials form a complete set of orthogonal
functions on the interval \(-1 \leq x \leq +1\). They satisfy the orthogonality relation

\[
\int_{-1}^{+1} P_m(x) P_n(x) \frac{dx}{2} = \frac{\delta_{mn}}{2n+1}
\]

where \(\delta_{mn}\), the Kronecker delta, is unity if \(m=n\) and zero otherwise.