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ABSTRACT

A significant inconsistency problem exists in the quality of resistance spot welding, and yet it offers various advantages in production. These inconsistent welding data can be eliminated using anomaly detection or instance selection methods. However, in the weldability prediction problem, this inconsistency we refer to as proper-inconsistency, may not be eliminated since it can be used to extract additional information. In this research, we examine the effects of this inconsistency on prediction performance using two machine learning methods, k-Nearest Neighbors (kNN) regression and Generalized Regression Neural Network, in order to identify an approach towards tackling the proper-inconsistency problem in weldability prediction. We also propose a new prediction performance measure, Mean Acceptable Error (MACE), for prediction models in the presence of proper-inconsistency. The proposed method is tested with actual weldability test data.

1. INTRODUCTION

In this study, we investigate the inconsistency problem that frequently occurs during the resistance spot welding (RSW) process. RSW is one of the most widely used metal joining processes in many industries, including the automobile industry [8]. A significant inconsistency problem still exists in the quality of welding, and yet it offers various advantages, such as high speed, high volume operations, and high rate production [1]. Many researchers report that some of the important factors that determine the welding quality include weld current, time, force, electrode displacement, temperature variation, and dynamic resistance [1, 8].

The reliability of RSW is one of the main factors that affects production costs. Several studies have been conducted to predict the weldability of the different welding parameters in order to support various tasks, such as quality monitoring and material selection [9, 11]. Due to the complex nature of the welding process, the data collected to construct a prediction model often contains a significant amount of inconsistency, especially where data instances that correspond to the same welding parameters have different welding quality measures (such as nugget width).

In general, this type of inconsistent data is treated as noise in machine learning literature. If data contains noise, the model built from this data is likely to be unreliable. Therefore, the inconsistent data are often eliminated using anomaly detection or instance selection methods. However, in the weldability prediction problem, the inconsistency, which we call proper-inconsistency, may not be eliminated since the inconsistency can be used to extract additional important information. For instance, the electrode wears off as it undergoes the welding process. It may lead to deteriorated welding quality. However, the information about the electrode wear is usually not included in the physical test data. If the data is recorded as in the order of the actual physical experiments, one can perform a quality monitoring task by identifying where and when the inconsistency takes place.

In the presence of proper-inconsistency, it is inappropriate to perform the same approach generally employed with machine learning algorithms. Most of these machine learning algorithms aim to minimize the overall errors for all data instances (i.e., errors between prediction and target values). Due to the numerical characteristics of proper-inconsistency, it is likely to achieve vague prediction results from the model. For instance, suppose there are two inconsistent data sets. They both have the same welding parameters that are used as inputs to construct the machine learning model. As an illustration, if their nugget width values are 5mm and 0mm, respectively, the prediction model will likely end up with a nugget width of about 2.5mm. This result has the minimum error for both data instances. However, in the case of proper-inconsistency, it might be more beneficial to predict these data close to
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one of its target values, either 5mm or 0mm, instead of 2.5mm. In order to perform such predictions, we consider the k-Nearest Neighbor (kNN) regression with a small number of k neighbors. We anticipate that a small number of k neighbors is enough to learn the data characteristics and to predict accurately, while separating the influence that the inconsistent and correct data affect each other in the learning process. We examine this capacity of kNN regression with a small number of k neighbors and compare it to another machine learning method, Generalized Regression Neural Network (GRNN). GRNN uses all data instances in order to predict new data, and therefore, the inconsistent and correct data affect each other in the learning process.

Regarding the prediction performance measure, one can use mean square error (MSE), root mean square error (RMSE), mean absolute error (MAE), or mean percentage errors (MPE). These measures indicate the errors between the predicted and target values. We find these traditional measures unsuitable for the proper-inconsistency problem for several reasons. For instance, from the aforementioned example, the error between the target, 0mm, and prediction, 2.5mm is 2.5mm. Suppose we achieve an error of 5mm from another machine learning method. Considering the context of this problem, both the 2.5mm and 5mm errors may be unacceptable since the difference is too high. However, to some extent, the 5mm error may be useful in identifying the location of inconsistency explained above, even though the error is numerically higher. To address this problem, we propose a new prediction performance measure called mean acceptable error (MACE) to measure the performance of prediction models constructed with the presence of proper-inconsistency.

For the rest of the paper, we briefly review related research in Chapter 2. In Chapter 3, we discuss the MACE measure, kNN regression, and GRNN algorithms. Then, we apply these methods and provide results on the weldability prediction problem in Chapter 4. We conclude the paper with summary and future works in Chapter 5.

2. Literature Review

Ouafi et al. [1] develop an on-line quality assessment system for the resistant spot welding process. The system is based on Neural Network and is able to predict the welding quality, such as nugget width and penetration, when different welding parameters are used. Kim et al. [11] apply Neural Network to arc welding parameter selection problems. The system developed is able to determine welding parameters and to avoid inappropriate welding design. Nagesh and Datta [13] use a Neural Network model to predict the weldability in the metal-arc welding process. Welding parameters considered include bead geometry and penetration, and they show that the Neural Network model predicts the weldability more precisely. Pal et al. [9] develop a neural network-based system to monitor the weld joint strength in pulsed metal inert gas welding. The system showed good performance in predicting the weld joint strength with relatively few errors. Gohsal and Chaki [4] present a hybrid approach that combines Neural Network and Bayesian regularization. The method is applied to predict the penetration depth performed in the hybrid laser beam welding. Raghavendra et al. [7] combine a Neural Network model and ant colony optimization algorithm in order to predict the weld joint strength for the pulsed metal inert gas welding.

Inconsistent data have typically the same values for the input features, but have different output values. They are usually considered as noise in the literature. Gamberger et al. [14] define inconsistency as a type of measurement error. Many studies have been conducted to reduce noise using anomaly detection methods. A few recent surveys on anomaly detection are available in [6, 10]. Instance selection methods aim to select relevant instances resulting in eliminating irrelevant, redundant, and noise in data. Recent surveys on different methods and analysis on real-world datasets are also available in [3, 5, 12].

k-Nearest Neighbor (kNN) is a machine learning scheme that can be applied to classification or regression problems. It is known for its simplicity while providing high efficiency and effectiveness. Many researchers employ kNN algorithm in different applications. Detailed information on kNN regression is available in [19]. Another related research area focuses on developing efficient data structures in order to calculate the distances between data instances, and a recent survey on these research works is available in [16]. Generalized Regression Neural Network (GRNN) is an instance-base learning algorithm, which was first introduced in [15]. It has been used in many applications where a function approximation is required. In [2], GRNN is applied to the feature selection problem. They measure the performance of different subsets of features using GRNN. Şenkəl [17] develop a solar radiation prediction system using GRNN. Input features to the GRNN model include latitude, longitude, and a few coefficients achieved by satellites. Li et al. [18] present a GRNN based approach along with a new optimization algorithm for the parameter for GRNN. The developed approach is applied to predict the annual power load while providing a more tractable computational cost and higher performance compared to other methods.
3. PROPOSED METHODS

3.1. MEAN ACCEPTABLE ERROR (MACE)

The prediction performance is typically measured using MSE, RMSE, MAE, and MPE for machine learning algorithms. For example, MSE is represented as follows:

\[ \text{MSE} = \frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2 \]  

(1)

where, \( N \) is the number of data instances and \( y_i \) and \( \hat{y}_i \) are the target and predicted values for data instance \( i \) respectively.

We find these measures unsuitable for the weldability prediction problem for the reasons explained in Chapter 1. Therefore, we define MACE to measure the performance of prediction models as follows:

\[ \text{MACE} = \frac{1}{N} \sum_{i=1}^{N} \mathbf{1}_{[|y_i - \hat{y}_i| \leq T]} \]  

(2)

where, \( \mathbf{1} \) is the Iverson bracket and \( T \) is a threshold. The Iverson bracket returns 1, if the statement inside the bracket is true otherwise 0. \( T \) can be specified such that the prediction values are reasonably acceptable compared to its target value depending on the context of the problem. In other words, MACE measures the performance of prediction models as in the number of acceptable predictions. In this study, we specify a threshold \( T \) as follows:

\[ T = 0.1 \times \frac{1}{N} \sum_{i=1}^{N} y_i \]

Essentially, \( T \) is used to define predictions that are in the 10 percent range of the mean target value as acceptable and therefore correctly predicted.

3.2. k NEAREST NEIGHBOR REGRESSION AND GENERALIZED REGRESSION NEURAL NETWORK

In this section, we introduce k Nearest Neighbor (kNN) regression and Generalized Regression Neural Network (GRNN). kNN regression predicts a new data instance based on the similarities between the new data instance and those in the training data set. The similarities can be calculated using Euclidean or any other distance metrics such as Cosine distance. Once the distances are measured, k nearest data instances and their target values determine the new data instance’s prediction value. The Euclidean distance can be calculated as follows:

\[ D_j^2(X,X_j) = D_j^2 = (X - X_j)^T \cdot (X - X_j) \]  

(3)

where, \( X = (x_1, x_2, ..., x_p) \) and \( X_j = (x_{j1}, x_{j2}, ..., x_{jp}) \) are the new data instance and \( j \)th training data instance respectively.

kNN regression can be performed using the following equation:

\[ \hat{Y}(X) = \frac{\sum_{X \in N(X)} Y(X) e^{-D_j^2/2\sigma^2}}{\sum_{X \in N(X)} e^{-D_j^2/2\sigma^2}} \]  

(4)

where, \( \hat{Y}(X) = (\hat{y}_1, \hat{y}_2, ..., \hat{y}_j) \) is the predicted value of the new data instance \( X \), \( n \) is the number of training data instances, \( X^* \) is the \( k \) nearest training data instances that are closest to the new data instance to be predicted \( X \), and \( e \) is the exponential function. Each training data instance is used with a weight function, specifically \( e^{-D_j^2/2\sigma^2} \) to predict the new input data. Each of these distances contributes to the predicted value. Note that the weight function term \( e^{-D_j^2/2\sigma^2} \) increases when the distance \( D_j^2 \) is close and decreases as the distance increases. Therefore, the
response value \( Y(X) = (y_1, y_2, \ldots, y_n) \) of training data instances that are closer to the new data instance \( X \) has more contributions to the final prediction value \( \hat{Y}(X) \). The smaller \( \sigma \) becomes, the more each training data contributes to the prediction.

GRNN is an instance-based learning algorithm. The computational cost in training and predicting is generally tractable, compared to those that are not instance-based learning algorithms (e.g., Neural Network with back-propagation algorithm). Another advantage is that there is only one parameter called smoothing parameter, \( \sigma \), which makes it easy to select the optimal parameter. Some other advantages avoiding a local minima and over-fitting and robustness to outliers are reported in [2]. Using GRNN, predictions can be performed by first calculating the distance between the new data instance and training data instances using the same equations defined above for kNN regression.

Similar to kNN regression, GRNN predicts a new data instance as follows:

\[
\hat{Y}(X) = \frac{\sum_{j=1}^{n} Y(X_j) e^{-\|D_j/2\sigma^2\}}{\sum_{j=1}^{n} e^{-\|D_j/2\sigma^2\}}
\]

Note that GRNN uses all the training data instances to predict \( \hat{Y}(X) \) instead of using k nearest training data instances.

Most machine learning algorithms attempt to minimize the overall errors between the predicted and target values. That is the correct approach, in general, since inconsistency is assumed as noise and thus eliminated before applying any machine learning methods. However, in the case of proper-inconsistency, these properly-inconsistent data should not be affected by the correct data instances so that they can be further examined. On the contrary, the correct data should not be affected by these properly-inconsistent data. With that notion, we attempt to segregate the learning mechanisms for the properly-inconsistent data from the correct ones and vice versa using kNN regression with a small number of k. In other words, the properly-inconsistent data should learn mostly from themselves, and similarly, the correct ones should do the same by not affecting each other. In order to validate the performance of kNN regression with a small k, we compare its performance measured by MACE to the same of GRNN’s performance. This is to see whether using a small k nearest neighbors performs well on predicting both the correct and properly-inconsistent data. We present and discuss the results in the next section.

4. Results

In our weldability prediction data set, there are 1,280 data instances. Each data instance has its corresponding 16 input feature values that specify different welding parameters and one output feature value, which is nugget width. These 16 input values consist of material characteristics, welding force, welding current, and other relevant features. We use kNN regression with a number of small k values to construct prediction models and we compare the results with those achieved by GRNN.

We perform 10-fold cross validation to construct the models. The entire data set is randomly shuffled and split into ten folds. The data instances in the first fold are kept for testing the model constructed from the rest of data instances that belong to the nine other folds. The predictions are calculated for the data instances in the first fold. Then, the second fold is held out for testing and the rest is used to train another model. This process is repeated until we obtain all the predictions for the entire data set.
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Figure 1 shows how the same welding parameters can result in inconsistent welding quality. We group data instances that have the same welding parameters, which result in 262 different groups and then we plot them on the x-axis. Their nugget width values are plotted on the y-axis. Groups 1 through 76 have no inconsistency as their nugget width values are all zeros. Groups 77 through 103 have a significant inconsistency and groups 104 through 262 have both a slight inconsistency and variations. We name these three types of groups as Group A, Group B, and Group C respectively. Each group in Group A and Group B consists of about 2 to 5 data instances. Whereas in Group C, the number of data instances are about 10 to 20 in most of the groups and majority of data, which is about 80% of the entire dataset fall into this group.

![Inconsistent welding quality using the same welding parameters](image)

Figure 1. Inconsistent welding quality.

In Table 1, we summarize the experiments conducted using the kNN regression and GRNN. Since we employ 10-fold cross validation by randomly choosing data instances, we replicate 50 times and, for each replication, the prediction performance is measured using the MACE measure we presented in Chapter 3. The threshold was $T = 0.456$ in our experiment which is the mean nugget width calculated from the entire data set.

<table>
<thead>
<tr>
<th>k</th>
<th>$\sigma = 0.01$</th>
<th>$\sigma = 0.05$</th>
<th>$\sigma = 0.15$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1NN</td>
<td>0.974, 0.3465, 0.6136, 0.5922</td>
<td>0.974, 0.3465, 0.6148, 0.5922</td>
<td>0.981, 0.3343, 0.6098, 0.5906</td>
</tr>
<tr>
<td>2NN</td>
<td>0.9935, 0.3708, 0.6399, 0.6117</td>
<td>0.9935, 0.3708, 0.6437, 0.6125</td>
<td>0.987, 0.3647, 0.6386, 0.6086</td>
</tr>
<tr>
<td>3NN</td>
<td>0.9862, 0.3597, 0.6272, 0.6016</td>
<td>0.9864, 0.3583, 0.6267, 0.6011</td>
<td>0.9855, 0.3573, 0.6272, 0.6009</td>
</tr>
<tr>
<td>4NN</td>
<td>0.0039, 0.0061, 0.0061, 0.0044</td>
<td>0.0033, 0.0062, 0.0061, 0.0041</td>
<td>0.0062, 0.0059, 0.0066, 0.0043</td>
</tr>
<tr>
<td>5NN</td>
<td>0.961, 0.2401, 0.6713, 0.6039</td>
<td>0.9091, 0.2158, 0.6612, 0.5906</td>
<td>0.8766, 0.234, 0.655, 0.5844</td>
</tr>
<tr>
<td>6NN</td>
<td>0.987, 0.304, 0.6989, 0.6266</td>
<td>0.9416, 0.3009, 0.6964, 0.6203</td>
<td>0.9221, 0.304, 0.6888, 0.6094</td>
</tr>
<tr>
<td>7NN</td>
<td>0.9808, 0.2758, 0.6866, 0.6164</td>
<td>0.9318, 0.2731, 0.6821, 0.607</td>
<td>0.9019, 0.276, 0.6707, 0.5971</td>
</tr>
<tr>
<td>8NN</td>
<td>0.008, 0.0147, 0.0067, 0.0054</td>
<td>0.0075, 0.0191, 0.0077, 0.0069</td>
<td>0.0098, 0.0166, 0.0067, 0.0057</td>
</tr>
<tr>
<td>9NN</td>
<td>0.9481, 0.0707, 0.7001, 0.5453</td>
<td>0.9636, 0.0701, 0.7000, 0.5453</td>
<td>0.9312, 0.0707, 0.6775, 0.5227</td>
</tr>
<tr>
<td>10NN</td>
<td>0.974, 0.2023, 0.734, 0.5781</td>
<td>0.9156, 0.2023, 0.7252, 0.5617</td>
<td>0.8506, 0.0061, 0.7014, 0.5383</td>
</tr>
<tr>
<td>11NN</td>
<td>0.9666, 0.0905, 0.7205, 0.5673</td>
<td>0.893, 0.007, 0.7135, 0.5535</td>
<td>0.8401, 0.0017, 0.6889, 0.5305</td>
</tr>
<tr>
<td>12NN</td>
<td>0.0097, 0.0049, 0.0068, 0.0046</td>
<td>0.0111, 0.0047, 0.0068, 0.0043</td>
<td>0.0055, 0.0019, 0.0056, 0.0038</td>
</tr>
<tr>
<td>13NN</td>
<td>0.9286, 0.003, 0.6964, 0.65</td>
<td>0.8701, 0.003, 0.6813, 0.5522</td>
<td>0.8052, 0.003, 0.66, 0.5094</td>
</tr>
<tr>
<td>14NN</td>
<td>0.974, 0.0213, 0.7365, 0.575</td>
<td>0.9091, 0.0182, 0.7164, 0.5563</td>
<td>0.8247, 0.0061, 0.6863, 0.5266</td>
</tr>
<tr>
<td>15NN</td>
<td>0.9669, 0.0907, 0.7124, 0.5624</td>
<td>0.8936, 0.0053, 0.7025, 0.5463</td>
<td>0.8205, 0.0005, 0.6737, 0.5183</td>
</tr>
<tr>
<td>16NN</td>
<td>0.0093, 0.0047, 0.0079, 0.0052</td>
<td>0.0101, 0.0041, 0.0074, 0.0051</td>
<td>0.0039, 0.0013, 0.0068, 0.0042</td>
</tr>
<tr>
<td>17NN</td>
<td>0.9221, 0.06926, 0.5484</td>
<td>0.8766, 0.0688, 0.5383</td>
<td>0.7857, 0.06575, 0.5055</td>
</tr>
<tr>
<td>18NN</td>
<td>0.974, 0.0243, 0.7265, 0.5727</td>
<td>0.9156, 0.0152, 0.7152, 0.5539</td>
<td>0.8052, 0.003, 0.6863, 0.5227</td>
</tr>
<tr>
<td>19NN</td>
<td>0.9683, 0.0095, 0.7118, 0.5622</td>
<td>0.8938, 0.0048, 0.7014, 0.5455</td>
<td>0.7849, 0.0008, 0.6715, 0.5139</td>
</tr>
<tr>
<td>20NN</td>
<td>0.0105, 0.0054, 0.0077, 0.0057</td>
<td>0.0087, 0.0036, 0.0058, 0.0037</td>
<td>0.0044, 0.0013, 0.0059, 0.0037</td>
</tr>
</tbody>
</table>
The results show that using a small number of k neighbors provides a better MACE performance than that of GRNN in Group A and B. For instance, we see that from Table 1, when compared to GRNN with $\sigma = 0.01$, kNN regression with $K = 1$ has higher performance for every group. Similarly, kNN with $K = 3$ provides higher MACE performance for Group A and B resulting in a better performance throughout the entire data set. When less K training data instances are used, we also observe that kNN is generally robust to the parameter $\sigma$. It doesn’t seem that there is a strong correlation between $K$ and the standard deviation even though the standard deviation increases in many cases as $K$ increases. In addition, for Group B where the most significant inconsistency exists, we observe that a smaller number of k neighbors achieves a better MACE performance as kNN with $K = 1$ provides MACE performance is about 35.97% acceptable in terms of the mean performance calculated from the 50 replications. Whereas using GRNN, the inconsistent data could not be predicted in the acceptable range. This is because kNN, with a small number of k neighbors, predicts the properly-consistent data mostly based on the similar ones from the training dataset. As we increase $K$, we can see the prediction performance becomes closer to that of GRNN where it uses every data instance in the training dataset to predict a new data instance.

5. Conclusion

In this paper, we investigate the inconsistent quality problem in resistance spot welding (RSW). We define this inconsistency as proper-inconsistency since they capture the nature of the RSW process. We claim that they should not be treated as noise. Therefore, our attempt was to identify a solution for machine learning algorithms to perform better in the presence of proper-inconsistency in the dataset. We proposed a prediction performance measure, called mean acceptable error (MACE), which was used to measure the prediction performance of kNN regression and GRNN. We showed using a smaller number of k neighbors provides a better MACE performance in predicting properly-inconsistent data.

We are interested in further examining the possibility of adjusting the number k neighbors for different types of data characteristics. We also consider other applications than RSW where there is a significant inconsistency in data that should not be treated as noise. Some other future works focus on examining other machine learning algorithms and comparing their behaviors in learning from similar inconsistent data sets by using different types of performance measures compared to MACE. In addition, we will study how our approach can be used to support in making decisions (e.g., quality monitoring and material selection) for intelligent manufacturing.
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