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1 INTRODUCTION AND PRELIMINARIES

1.1 Overview

The topic of inference for Markov chains has received much attention in the sixties, and the work culminated in a comprehensive book by Billingsley [12]. In recent years several publications on the topic have appeared on its special aspects. One of these problems is to estimate the distribution of the first hitting time of a given state. Such problems arise in several areas of applied probability, e.g., queueing theory and reliability. But even for a simple stochastic model like a finite state Markov chain, the computation for the distribution of the maximum likelihood estimator of the hitting time is rather complicated. In more precise formulation, the problem is as follows:

Let \( \{X_n; n \geq 0\} \) be a homogeneous ergodic (positive recurrent, irreducible and aperiodic) Markov chain, with transition probability matrix \( P = (p_{ij}) \) and countable state space \( S \). The ergodic property of the Markov chain leads to the existence of the unique invariant probability measure \( \pi = \{\pi_j\} \), which is determined by the balance equation:

\[
\pi_j = \sum_i \pi_i p_{ij}.
\]

Let \( x = \{x_0, x_1, \cdots, x_n\} \) be a realization of the process observed up to time \( n \). From Derman [16], we know that the maximum likelihood estimator
\( \hat{P}_n \equiv (\hat{p}_n(i,j)) \) of \( P \) is given by:

\[
\hat{p}_n(i,j) = \begin{cases} 
  n_{ij}/n_i, & \text{if } n_i > 0; \\
  \delta_{ij}, & \text{otherwise},
\end{cases}
\]  

(1.1)

where

\[ n_{ij} = \text{number of } ij \text{ transitions observed up to time } n, \]

\[ n_i = \text{number of visits to state } i \text{ observed up to time } n. \]

Since \( \Pi = \Pi(P) \) is determined by \( P \), a natural estimator for \( \Pi \) is

\[
\Pi(\hat{P}_n) \equiv \hat{\Pi}_n \equiv (\hat{\pi}_n(i)),
\]

where

\[
\hat{\pi}_n(i) = \frac{n_i}{n}.
\]  

(1.2)

Without loss of generality, we may assume that the initial state for the Markov chain is 1, that is, \( x_0 = 1 \). Let \( T_\Delta \) be the first hitting time of the given state \( \Delta \), that is,

\[
T_\Delta = \begin{cases} 
  \inf\{n; n \geq 0, X_n = \Delta\}; \\
  \infty, & \text{if no such } n \text{ exist.}
\end{cases}
\]

Let \( Pr(t; P) \equiv P\{T_\Delta \leq t \mid X_0 = 1; P\} \), denote the probability that \( T_\Delta \leq t \), \( \text{for } t \in \{1, 2, \ldots, \} \), for a Markov chain \( \{X_n\} \) with transition probability \( P \) and initial state \( x_0 = 1 \). Even in the simple case when \( P \) is a finite matrix, which occurs quite often in practice, it is difficult to compute \( Pr(t; P) \) or to find the expected value of \( T_\Delta \). However, the method of bootstrap could prove useful here.
The bootstrap method for estimating the distribution of a pivotal quantity of an estimator was originally proposed by Efron [19]. This can be described as follows:

1) Let $R(X, F)$ be a random variable of interest, where $X = (X_0, X_1, \ldots, X_n)$ indicates the entire sample and $F$ is the unknown distribution. On the basis of having observed $X = x$, we wish to estimate some aspect of $R$'s distribution.

2) Construct $\hat{F}_n$, an estimate of the probability distribution $F$, based on the observed realization $x$.

3) With the original sample fixed, draw a “bootstrap sample” of size $m$, from a population with distribution function $\hat{F}_n$. Denote this sample by $X^* = (X^*_0, X^*_1, \ldots, X^*_m)$.

4) Approximate the sampling distribution of $R(X, F)$ by the bootstrap distribution of $R^* = R(X^*, \hat{F}_n)$, which can be calculated by Monte Carlo simulation that generates a large number of bootstrap samples.

Efron [20] has shown that for a large number of statistics of interest, the distribution of $R^*$ approximates that of $R$ under some regularity conditions. Several authors have extended these results. The asymptotic theory for the bootstrap estimator, gives on the one hand some guidelines for the practical use of this method, and on the other enriches the subject of limit theorems in probability theory. All of these will be reviewed in Section 1.2.

The application of the bootstrap method to estimate the distribution of hitting time $T_\Delta$ of a given state $\Delta$ in the homogeneous ergodic Markov chain was originated by Kulperger and Prakasa Rao [30]. The basic question here is to verify that the pivotal quantity $\sqrt{n}(\hat{p}_n(i, j) - p_{ij})$ of $\hat{p}_n(i, j)$ has the same asymptotic distribution as the pivotal quantity $\sqrt{N_n}(\tilde{p}_n(i, j) - \hat{p}_n(i, j))$ of $\tilde{p}_n(i, j)$, where $\tilde{p}_n(i, j)$ is the
bootstrap estimator of $p_{ij}$ and $N_n$ is the bootstrap sample size. This has been done by Kulperger and Prakasa Rao [30] for the finite state Markov chain case. A different approach to these problems will be taken in Chapter 2.

The classical central limit theorem for the estimator $\hat{P}_n$ of the transition probability matrix $P$, has been proved by Billingsley [12] under some regularity properties.

**Theorem 1** Let $X$ be a homogeneous ergodic Markov chain with finite state space and transition probability matrix $P$, let $\hat{P}_n$ be the maximum likelihood estimator of $P$ defined as above. Then

$$\sqrt{n}(\hat{P}_n - P) \xrightarrow{d} N(0, \Sigma_P) \text{ in distribution},$$

where $\Sigma_P$ is the variance-covariance matrix which is continuous as a function of $P$ with respect to the supremum norm on the class of $k \times k$ stochastic matrices.

In Section 2.2 we will give a proof of the above result based on the idea that the evolution of a recurrent Markov chain can be broken up into independent and identically distributed cycles. These will be defined in Chapter 2. With this setting and Lindeberg's central limit theorem, we prove the asymptotic normality of the "bootstrap estimator" under some suitable conditions in Section 2.3. The bootstrap method for the hitting time and the expected value of the hitting time are in Section 2.4.

The generalization from finite state Markov chains to infinite state Markov chains is in Chapter 3. In Section 3.2, we generalize the bootstrap method which we used in Chapter 2. The bootstrap algorithm works well under some suitable conditions for Markov chains. The relation between the original sample size $n$ and the bootstrap resample size $N_n$, which relates to the problem of ergodic coefficient in Markov chain,
is somewhat complicated and needs to be studied. But this is not a serious problem for the method of bootstrap. Due to the availability of cheap high speed computation, we can generate as many bootstrap samples as we wish at relatively low cost.

Successive excursions from a fixed state $\Delta$ in an ergodic Markov chain are i.i.d. This is the device of the well known regeneration method for a Markov chain. By using this idea, we have a new method to generate the bootstrap sample, that is, we decompose the entire sequence $\{X_0, X_1, X_2, \ldots, X_n, \ldots\}$ as $\{\eta_j; j = 0, 1, \ldots\}$ where $\eta_j = \{X_{T^\Delta(j)}, \ldots, X_{T^\Delta(j+1)-1}\}$ and $\{T^\Delta(j); j = 0, 1, 2, \ldots\}$ are the successive times for a recurrent state $\Delta$. By the strong Markov property, it is clear that $\{\eta_j, j = 1, 2, 3, \ldots\}$ forms an i.i.d. sequence. Therefore, the bootstrap method for the i.i.d. case can be used here. If the sample size $n$ is fixed, then the number of full cycles $k$ that are included in $\{X_0, \ldots, X_n\}$ is random. On the other hand, if we observe the process until $k$ full cycles are obtained, then the sample size is random. This leads to two different bootstrap resample methods.

The asymptotic properties of the bootstrap method in the i.i.d. case have been investigated by Athreya [3] [5], Bickel and Freedman [11], and Singh [38] and others. Their results will prove useful in the studies of the asymptotic properties of the bootstrap methods for the Markov chain case. All of these three different bootstrap methods and their corresponding asymptotic properties are discussed in Chapter 3.

In Chapter 4, we consider the central limit theorem for a double array of Harris chains. The application of these theorems to the bootstrap estimator and further research are in Section 4.2. A brief review of the theory of Harris chains is given in Section 1.3 below.
1.2 The Bootstrap Method

Let $X_1, X_2, \ldots, X_n$ be independent, identically distributed random variables with distribution function $F$. Suppose $R(X, F)$ is a random variable of both the observation $X$, and the distribution $F$. The bootstrap method introduced by Efron [19], is designed to estimate the sampling distribution of $R(X, F)$ on the basis of the observed data $x$. This will be particularly useful either when $F$ is unknown or when $F$ is known but $R(X, F)$ has a complicated distribution.

The difficult part of the bootstrap procedure is the actual calculation of the bootstrap distribution. Three methods of calculation have been suggested by Efron [19]:

Method 1) Direct theoretical calculation. This is almost impossible except for some extremely simple cases.

Method 2) Taylor series expansion methods can be used to obtain the approximate mean and variance of the bootstrap distribution of $R^*$. 

Method 3) Monte Carlo approximation to the bootstrap distribution. Repeated realizations of $X^*$ are generated by taking random samples of size $n$ from $\hat{F}_n$, say $\bar{x}^*_1, \bar{x}^*_2, \ldots, \bar{x}^*_N$, and the histogram of the corresponding values $R(\bar{x}_1^*, \hat{F}_n), R(\bar{x}_2^*, \hat{F}_n), \ldots, R(\bar{x}_N^*, \hat{F}_n)$ is taken as an approximation to the actual bootstrap distribution.

Due to the increased availability of high speed computing, Method 3) is the most commonly used and has led to the extensive use of the bootstrap technique in many branches of applied statistics. The reader is referred to Efron [19] [20], Freedman [22], Freedman and Peters [23], and Wu [39] for the details.

Some asymptotic theory for the bootstrap has become available in the literature,
for example, see Babu and Singh [8], Beran [10], Bickel and Freedman [11], Hall [25] [26] [27] and Singh [38]. Most of the effort in these papers is devoted to showing that the bootstrap distribution of many important statistics is asymptotically the same as that of the original statistic itself.

So far, most of the bootstrap methods have been used for the i.i.d. case. The basic reference is Efron [19]. The comparison between the bootstrap method and the weighted jackknife method is in Wu [39], and Singh [38] and Hall [26] discuss Edgeworth expansions for the bootstrap. The investigation of statistical inference problems on stochastic processes is usually more complicated than the classical i.i.d. case. The bootstrap algorithm should prove to be a useful technique for these cases. Bose [13] discussed the bootstrap method for the autoregression model. The paper by Kulperger and Prakasa Rao [30] deals with finite state Markov chain problems.

It is now known that the bootstrap technique is not “the man of all seasons”, or “the remedy of all diseases”. There are situations where bootstrap methods lead to incorrect conclusions. Some basic counterexamples are in Efron [19], Bickel and Freedman [11], and Wu [39]. The failure of the bootstrap of the mean in the case of heavy tails is discussed by Athreya [5] [6]. It has been shown that the bootstrap is not consistent for estimating the distribution of the mean when the original population is from the domain of attraction of a non-normal stable law. In this case, the limiting distributions of the sample mean and its bootstrap version are quite different, the latter one being a random probability distribution. Similarly, for variance estimation using naive bootstrap could be bad if the underlying population has no fourth moment. There are some modifications of the bootstrap method such as changing the resample size from \( n \) to \( m \) with \( m = o(n) \) or trimming the sample and doing
bootstrap on the reduced sample. Arcones and Gine [1], have shown that when $X$ is in the domain of attraction of a stable law of order $p$ and $m(\log \log n)/n \to 0$, then the bootstrap CLT holds a.s. The idea of a bootstrap resample size different from the original sample size will be used in this paper, especially, for the bootstrap estimator of the transition probability matrix in an ergodic Markov chain with infinite state space.

The necessary conditions for the bootstrap of the mean to work are given by Hall [27], and Gine and Zinn [24]. They show that the bootstrap distribution function of the mean, suitably normalized, converges in probability to some fixed nondegenerate distribution function if, and only if, either (a) the original distribution is in the domain of attraction of the normal law; or (b) the original distribution has slowly varying tails and one of the two tails completely dominates the other. In case (a) the limiting distribution is normal. In case (b) it is Poisson with unit mean. Only case (a) is statistically interesting, since the limiting distributions of the sample mean and its bootstrap version coincide. Therefore, the bootstrap is (weakly) consistent if, and only if, the sampling distribution is from the domain of attraction of the normal law.

Let us consider some examples before completing this section:

Example 1 (The average)

Suppose $X = \{X_i; i = 1, 2, \cdots, n\}$ are i.i.d. random variables with unknown distribution $F$. Let $R(X, F) = \frac{\sqrt{n}(\bar{X}_n - \mu)}{\sigma}$, where $\mu = EX_1$, $\sigma^2 = Var(X_1)$, and $\bar{X}_n$ is the mean of $X$.

Let

$$J_n(x, F) = P_F\{R(X, F) \leq x\}. $$
Then the bootstrap estimator of \( J_n(\cdot, F) \) is \( J_n(\cdot, \hat{F}_n) \). With \( EX^2 < \infty \), we have

\[
\sup_{x} | J_n(x, \hat{F}_n) - J_n(x, F) | \rightarrow 0 \quad \text{w.p.1.}
\]

Since \( \hat{F}_n \) is a discrete distribution, it is possible, in principle, to calculate \( J_n(x, \hat{F}_n) \) as follows:

Let \( \{(X_{j1}^*, \ldots, X_{jn}^*); 1 \leq j \leq M\} \) be \( M \) pseudo-random samples of size \( n \) drawn (with replacement) from the empirical cumulative distribution function \( \hat{F}_n \).

Let \( \bar{X}_{jn}^* = \frac{1}{n} \sum_{t=1}^{n} X_{jt}^* \) be the mean of the \( j \)th pseudo-random sample. Then

\[
J_{nM}(x) = \frac{1}{M} \sum_{j=1}^{M} I[\sqrt{n}(\frac{\bar{X}_{jn}^* - \bar{X}_n}{s}) \leq x]
\]

is the Monte Carlo approximation to \( J_n(x, \hat{F}_n) \), where \( s \) is the sample standard deviation.

**Example 2 (Kolmogorov-Smirnov Statistic)**

Suppose \( X = \{X_i; i = 1, 2, \ldots, n\} \) are i.i.d. random variables with unknown distribution function \( F \). Let \( R(X, \hat{F}) = \sqrt{n} \sup_x | \hat{F}_n(x) - F(x) | \), where \( \hat{F}_n(\cdot) \) is the empirical c.d.f. based on \( X \). Let

\[
J_n(x, F) = P_F\{R(X, F) \leq x}\.
\]

Then the bootstrap estimator of \( J_n(\cdot, F) \) is \( J_n(\cdot, \hat{F}_n) \). From Beran [10], we have

\[
\sup_{x} | J_n(x, \hat{F}_n) - J_n(x, F) | \rightarrow 0 \quad \text{w.p.1.}
\]

Since \( \hat{F}_n \) is a discrete distribution, it is possible, in principle, to calculate \( J_n(x, \hat{F}_n) \) as follows:
Let \( \{(X_{j1}^*, \ldots, X_{jM}^*)\}; 1 \leq j \leq M \) be \( M \) pseudo-random samples of size \( n \) drawn (with replacement) from the empirical cumulative distribution function \( \hat{F}_n \).

Let \( F_{jn}^*(x) = \frac{1}{n} \sum_{i=1}^n I(X_{ji}^* \leq x) \) be the empirical cumulative distribution function of the \( j^{th} \) pseudo-random sample. Then

\[
J_{nM}^*(x) = \frac{1}{M} \sum_{j=1}^M \frac{1}{\sqrt{n}} \sup | F_{jn}^*(t) - \hat{F}_n(t) | \leq x
\]

is the Monte Carlo approximation to \( J_n(x, \hat{F}_n) \).

1.3 The General State Space Markov Chain

The theory of Markov chains on a general state space was originated by Doeblin [18]. Significant contributions to its development have been made by Harris [28], Orey [34], Nummelin [33], and Athreya and Ney [7]. The classical approach can be found in the books written by Neveu [31], Orey [34], and Revuz [35]. A new approach using the device of an embedded renewal sequence is in Nummelin’s book [33].

For an irreducible Markov chain, a point \( x_0 \) is recurrent if for any initial point \( x \), it returns to \( x_0 \) with probability one. Such chains can be studied by using the embedded renewal process of returns to \( x_0 \). This covers the countable state space case. In the general state space, such a point may not exist. And this makes the theory for this case a little difficult. Doeblin [18] proved an ergodic theorem in this case under a strong hypothesis, known as Doeblin’s condition, namely, there exists a probability measure \( \varphi \) on the state space \( (S, \mathcal{S}) \), numbers \( \epsilon > 0, \delta < 1 \), and an integer \( n_0 < \infty \), such that for all \( x_0 \in S \), \( E \in \mathcal{S} \) we have \( P^n0(x_0, E) > \delta \), whenever \( \varphi(E) \geq \epsilon \).

Harris [28] introduced a weaker condition as follows:
Definition 1 A Markov chain $X_n$ is Harris recurrent or $\varphi-$recurrent if there exists a $\sigma-$finite measure $\varphi$ on the state space $(S,S)$ such that $P_x(X_n \in A$ for some $n) = 1$ for all $A \in S$ with $\varphi(A) > 0$, where $P_x$ denote the probability starting at $x$.

A definition equivalent to the above was given by Athreya and Ney [7] as follows:

Definition 2 $\{X_n\}$ is $(A,\lambda,\varphi,n_0)$ recurrent if there exists a set $A \in S$, a probability measure $\varphi$ on $A$, a number $\lambda \in (0,\infty)$, and an integer $n_0 \in (0,\infty)$ such that

1) $P_x\{X_n \in A$ for some $n \geq 1) = 1$ for all $x \in S$,

2) $P_x\{X_{n_0} \in E \} \geq \lambda \varphi(E)$ for all $x \in A$ and $E \subseteq A$.

Here $A$ is called a regeneration set. For example, this holds for a one-point set $A = \{x\}$ if, and only if, $x$ is a recurrent state, since we may take an arbitrary $n_0 > 0$, $\lambda = 1/2$ and $\varphi(E) = P^{n_0}(x,E)$. The following example is a typical application and shows that regeneration sets exist in far more general situations:

Example 3 Assume that the transition functions contain components with smooth densities. That is, for some $\mu$ and $n_0$, we have

$$P^{n_0}(x,E) \geq \int_E f^{n_0}(x,y) \mu(dy),$$

$$S_0 = \{x \in S : \int f^{n_0}(x,y) \mu(dy) > 0\} \text{ is not empty,}$$

where $f^{n_0}(x,y)$ is jointly continuous in $(x,y)$ in a suitable topology on $S$. Then a regeneration set exists, provided that for some $x_0 \in S_0$, every neighborhood of $x_0$ is recurrent. Indeed, choose $y_0 \in \text{supp}\mu$ with $\delta = f^{n_0}(x_0,y_0) > 0$ and let $R_x,R_y$ be neighborhoods of $x_0,y_0$ with $f^{n_0}(x,y) \geq \delta/2, x \in R_x, y \in R_y$. Then if $\varphi(E) = \mu(E \cap R_y)/\mu(R_y)$, we have for $x \in R_x$ that

$$P^{n_0}(x,E) \geq \int_{E \cap R_y} f^{n_0}(x,y) \mu(dy) \geq \frac{\delta}{2} \mu(E \cap R_y) = \frac{\delta \mu(R_y)}{2} \varphi(E).$$
We shall justify the term "regeneration set" by showing that it is possible to construct \( \{X_n\} \) simultaneously with a renewal process \( T_1, T_2, \ldots \) with respect to which the Markov chain becomes regenerative. The method uses a randomization technique. The reader is referred to Athreya and Ney [7] for the details.

The regeneration points obviously behave rather like stopping times, but are not so in the strict sense, since in addition to \( F_\infty = \sigma(X_t; t \in T) \), they also depend on the 0–1 variables determining the randomization. However, they are in the category of so called randomized stopping times. We will not go into a discussion of this topic here, and refer to Nummelin [33] for the details.

The equivalence between the above two definitions is well known. We remark that in practical cases, the second definition seems easier to check than the first one. For example, for \( S = R \), the obvious choice of \( \varphi \) is frequently Lebesgue measure (possibly restricted to some interval), and it may be fairly easy to check that every interval is recurrent. But to check the first definition, one needs to show recurrence of every Borel set of positive Lebesgue measure, and since such a set \( A \) can have a very complicated structure (e.g., \( A \) need not have interior points), this could prove to be a difficult task.
2 BOOTS TRAPPING A FINITE STATE MARKOV CHAIN

2.1 Introduction

We consider a Markov chain \( \{X_0, X_1, \cdots \} \) with discrete (i.e., finite or countable) state space \( S = \{1, 2, 3, \cdots \} \) and transition probability matrix \( P = (p_{ij}), \ i, j \in S \). By this we mean that \( P \) is a given \(|S| \times |S|\) matrix such that \( p^i_\cdot = (p_{ij}), \ j \in S \) is a probability (vector) for each \( i \), and that we study \( \{X_n\} \) subject to exactly those governing probability laws \( \mathcal{P} = \mathcal{P}_\mu \) (Markov probabilities) for which

\[
\mathcal{P}(X_0 = i_0, X_1 = i_1, \cdots, X_n = i_n) = \mu(i_0)p_{i_0i_1}p_{i_1i_2}\cdots p_{i_{n-1}i_n},
\]

where \( \mu(i) \equiv \mathcal{P}(X_0 = i) \). It is well known that with the fixed transition probability \( P \), there is one-to-one correspondence between the Markov probabilities \( \mathcal{P} \) and the set of initial distributions.

If \( \mathcal{P} \) is a Markov probability, then (with the usual a.s. interpretation of conditional probabilities and expectations)

\[
p_{ij} = \mathcal{P}_\cdot(\cdot_1 = j) = \mathcal{P}(X_{n+1} = j \mid X_n = i), \tag{2.1}
\]

\[
\mathcal{P}(X_{n+1} = j \mid \mathcal{F}_n) = p_{X_nj} = \mathcal{P}_{X_n}(X_1 = j), \tag{2.2}
\]

where \( \mathcal{F}_n \equiv \sigma(X_0, X_1, \cdots, X_n), \) the \( \sigma \) – algebra generated by \( \{X_0, X_1, \cdots, X_n\} \). Conversely, (2.2) is a sufficient condition for \( \mathcal{P} \) to be a Markov probability. The
intuitive contents of (2.2) is that the chain can be constructed by, at step \( n \), drawing \( X_{n+1} \) according to \( P_{X_n} \) (to get started, draw \( X_0 \) according to \( \mu \)).

In practice, often one does not know the transition probability \( P \). So, it is of interest to estimate or test hypotheses about \( P \) on the basis of a set of observations \( x = \{x_0, x_1, x_2, \cdots, x_n\} \) of an initial segment \( \{X_0, X_1, X_2, \cdots, X_n\} \). The maximum likelihood estimator defined in Section 1.1 is a natural estimator.

We shall only consider ergodic Markov chains on discrete state space \( S \), for which there exists a unique stationary distribution \( \Pi \equiv \{\pi_j; j = 1, 2, \cdots, k\} \) determined by balance equations

\[
\pi_j = \sum_i \pi_i p_{ij}, \quad j = 1, 2, \cdots, k. \tag{2.3}
\]

For a subset of states \( A \subset S \), the first hitting time \( T_A \) is

\[
T_A = \min\{t > 0 : X_t \in A\}.
\]

Positive recurrence implies \( E_i T_A < \infty \); here \( E_i(\ ), P_i(\ ) \) denote expectation and probability given \( X_0 = i \) respectively. The mean hitting times are determined by an elementary equation. For fixed \( A \) does not contain \( i \), the means \( h(i) = E_i T_A \) satisfy

\[
h(i) = 1 + \sum_j p_{ij} h(j). \tag{2.4}
\]

In practical examples there is often special structure which enables us to find the stationary distribution \( \Pi \) without solving equations (2.3) (e.g., reversibility; double-stochasticity), whereas there are no such useful tricks solving (2.4) for hitting times. This leads to finding an estimator of the transition probability \( P \), and the distribution of the estimator. The purpose of this chapter is to show that a new technique called bootstrap, which was proposed by Efron [19] in 1979 in another context, can be used
to estimate the distribution of the estimator of the transition probability $P$. The asymptotic normality of $\hat{P}_n$, the maximum likelihood estimator of $P$, is well known, and hence can be used to approximate the distribution of $\hat{P}_n$. The advantage of using the bootstrap method is in part to avoid the complexity of computation of the variance of $\hat{P}_n$.

Let us now discuss some examples which indicate the importance of first hitting time to a given state in a Markov chain.

**Example 4** Card-shuffling.

Repeated shuffling of an $N$-card deck can be modeled by a Markov chain whose states are the $N!$ possible configuration of the deck and whose transition matrix depends on the method for doing a shuffle. Then, we get a doubly-stochastic chain (in fact, a random walk on the permutation group). Details can be found in Diaconis[17]. Here $\pi(i) = 1/N!$ for each configuration $i$. Consider the number of shuffles $T$ needed until a particular configuration $i$ is reached. The problem here is to estimate the first hitting time $T$.

**Example 5** A simple reliability model.

Consider a system with $K$ components. Suppose components fail and are repaired, independently for different components. Suppose component $i$ fails at exponential rate $a_i$ and is repaired at exponential rate $b_i$. Then the process evolves as a Markov chain whose states are subsets $B \subset \{1, 2, \ldots, k\}$ representing the set of failed components. There is some set $\mathcal{F}$ of subsets $B$ which imply system failures, and the problem here is to estimate the time $T_{\mathcal{F}}$ until system failure.

**Example 6** Basic single server queue.
Here the states are \( \{0, 1, 2, \cdots\} \), \( Q(i, i+1) = a \), \( Q(i, i-1) = b \) for \( i \geq 1 \); the parameters \( a \) and \( b \) represent the arrival and service rates; and \( a < b \) for stability. The stationary distribution is geometric: \( \pi(i) = (1 - a/b)(a/b)^i \). The problem here is to estimate \( T_K \), the time until the queue length first reaches \( K \), where \( K \) is sufficiently large such that \( \pi(K, \infty) = (a/b)^K \) is small; that is, the queue length rarely exceeds \( K \).

Example 7 Two M/M/1 queues in series.

Suppose each server has service rate \( b \), and let the arrival rate be \( a < b \). Write \((X_1^1, X_2^2)\) for the queue lengths process. It is well known that the stationary distribution \((X_1^1, X_2^2)\) has independent geometric components:

\[
\pi(i, j) = (1 - a/b)^2(a/b)^{i+j}; \quad i, j \geq 0.
\]

The problem here is to estimate \( T_K \), the time until the combined length \( X_1^1 + X_2^2 \) first reaches \( k \).

Here there are two different kinds of state spaces \( S \) for the above given Markov chain models. In the first two examples, it is a finite state space, but it is infinite for the next two examples. The bootstrap method for ergodic Markov chains will be discussed based on the state space. The finite state space case is in this chapter, while the infinite state space case will be in Chapter 3.

2.2 Central Limit Theorem for the Transition Probability Estimator

Let \( \{X_n; n \geq 0\} \) be a homogeneous ergodic Markov chain with finite state space \( S = \{1, 2, \cdots, k\} \) and transition probability matrix \( P = (p_{ij}) \). Without loss of
generality, we may assume that $p_{ij}$ are positive for all $i, j \in S$, since by irreducibility there exists $N \geq 1$ such that $P^N = (p_{ij}^N)$ has all entries positive. This implies that there exists an invariant probability measure $\Pi = (\pi_1, \ldots, \pi_k)$ such that $\pi_j > 0$, $\sum_{j=1}^k \pi_j = 1$, $p_{ij}^{(n)} \to \pi_j$, as $n \to \infty$ for all $i \in S$ and $\pi_j = \sum_\alpha \pi_\alpha p_{\alpha j}$, $j = 1, \ldots, k$.

Suppose $x = \{x_0, x_1, \ldots, x_n\}$ is a realization of the process $\{X_j; j = 0, \ldots, n\}$ observed up to time $n$. We estimate $P$ by its maximum likelihood estimator $\hat{P}_n \equiv (\hat{p}_n(i,j))$, where

$$\hat{p}_n(i,j) = \begin{cases} \frac{n_{ij}}{n_i}, & \text{if } n_i > 0; \\ \delta_{ij}, & \text{otherwise}, \end{cases} \quad (2.5)$$

and estimate $\Pi$ by $\hat{\Pi}_n \equiv (\hat{\pi}_n(i,j))$, where

$$\hat{\pi}_n(i,j) = \frac{n_i}{n}, \quad (2.6)$$

$n_{ij}$ = observed number of $ij$ transitions in $\{x_0, \ldots, x_n\}$,

$n_i$ = observed number of visits to state $i$ in $\{x_0, \ldots, x_n\}$.

Since the state space $S$ is finite, we can consider the non-parametric case as a special case of the parametric case. So, the consistency and asymptotic normality of the maximum likelihood estimators can be deduced using the analogy with the multinomial distribution. This idea also can be used to prove the bootstrap estimators of $\hat{P}_n$ given $x$.

The consistency of $\hat{\Pi}_n$ for $\Pi$ follows from the strong law applied to the renewal sequence of return times to state $i$.

**Theorem 2** Let $X = \{X_n; n \geq 0\}$ be a homogeneous ergodic Markov chain, then for all $i$

$$\hat{\pi}_n(i) = \frac{n_i}{n} \to \pi_i \quad \text{with probability } 1 \quad \text{as } n \to \infty.$$
Before we give the statement and proof of the asymptotic normality of the maximum likelihood estimator $\hat{P}_n$, we state the famous Kolmogorov's inequality and the Cramér-Wold device as lemmas to be used in Theorem 3.

**Lemma 1 (Kolmogorov's inequality)** Let $\{X_n\}$ be independent random variables such that

$$E(X_n) = 0, \quad E(X_n^2) = \sigma^2(X_n) < \infty \quad \text{for all } n.$$

Then for every $\varepsilon > 0$, we have

$$P\left( \max_{1 \leq j \leq n} |S_j| > \varepsilon \right) \leq \frac{\sigma^2(S_n)}{\varepsilon^2},$$

where $S_j = X_1 + \cdots + X_j$, $j = 1, 2, \cdots, n$.

**Lemma 2 (Cramér-Wold device)** Let

$$X_n = (X_{n1}, \cdots, X_{nk}) \text{ and } X = (X_1, \cdots, X_k) \text{ be random vectors in } R^k.$$

Then, $X_n$ converges in distribution to $X$ if, and only if, each linear combination of the components of $X_n$ converges in distribution to the corresponding linear combination of the components of $X$.

**Theorem 3** Let $X \equiv \{X_n; \ n \geq 0\}$ be a homogeneous ergodic Markov chain, and $\hat{P}_n$ the maximum likelihood estimator of $P$ defined in (2.5), Then

$$\sqrt{n}(\hat{P}_n - P) \longrightarrow N(0, \Sigma_P) \text{ in distribution,}$$

where $\Sigma_P$ the variance-covariance matrix which is a $k^2 \times k^2$ block diagonal matrix and is continuous as a function of $P$ with respect to the supremum norm on the class of $k \times k$ stochastic matrices.
Proof. The Markov chain \( \{X_n\} \) can be viewed as having been generated in the following fashion: Consider an independent collection of random variables \( \{W_{it}\}, i = 1, \cdots, k, t = 1, 2, \cdots \) such that for each \( t \), \( P\{W_{it} = j\} = p_{ij}, \) \( i = 1, \cdots, k, j = 1, \cdots, k \). Now, let

\[
\begin{align*}
X_0 &= 1, \\
X_{t+1} &= W_{X_tm},
\end{align*}
\]

where \( m - 1 \) is the number of \( l \) with \( 1 \leq l \leq n \) such that \( X_l = X_t \).

Now, for fixed \( i \), define

\[
C_t(j) = \begin{cases} 
1, & \text{if } W_{it} = j, t = 1, 2, \cdots, n_i; \\
0, & \text{otherwise}.
\end{cases}
\]

By the definition given above, we have

\[
\begin{align*}
P\{C_t(j) = 1\} &= p_{ij}, \\
P\{C_t(j) = 0\} &= 1 - p_{ij}.
\end{align*}
\]

Note that, \( n_{ij} \) defined in (2.6) satisfies

\[
n_{ij} = \sum_{t=1}^{n_i} C_t(j).
\]

Let

\[
m_{ij} \equiv \left\lfloor n_{ij} \pi_i \right\rfloor \sum_{t=1}^{n_i} C_t(j),
\]

where \( \lfloor x \rfloor \) denotes the greatest integer which is less than or equal to \( x \).

Since

\[
\frac{n_{ij} - n_ip_{ij}}{\sqrt{n_i}} = \frac{n_{ij} - m_{ij} - m_{ij} - \left\lfloor n\pi_i \right\rfloor p_{ij} + \left\lfloor n\pi_i \right\rfloor p_{ij} - n_ip_{ij}}{\sqrt{n_i}}
\]
\begin{align*}
&= \frac{\sqrt{n}}{\sqrt{n_i}} \left( \frac{n_{ij} - n_ip_{ij}}{\sqrt{n}} - \frac{m_{ij} - [n\pi_i]p_{ij}}{\sqrt{n}} \right) \\
&\quad + \sqrt{\frac{\left[ n\pi_i \right]}{n_i}} \left( \frac{m_{ij} - [n\pi_i]p_{ij}}{\sqrt{\left[ n\pi_i \right]}} \right),
\end{align*}

and we already have $n_i/n \Rightarrow \pi_i$ with probability 1 from Theorem 2, it is enough to show that

\begin{align*}
a) \quad &\frac{n_{ij} - n_ip_{ij}}{\sqrt{n}} - \frac{m_{ij} - [n\pi_i]p_{ij}}{\sqrt{n}} \to 0 \text{ in probability,} \\
b) \quad &\left( \frac{m_{ij} - [n\pi_i]p_{ij}}{\sqrt{\left[ n\pi_i \right]}} \right)_{j=1, \ldots, k} \to N(0, \Gamma_i(P)) \text{ in distribution,}
\end{align*}

where $\Gamma_i(P) = (p_{ij}(\delta_{jl} - p_{jl})), \quad j, l = 1, \ldots, k.$

We prove a) and b) separately, and prove a) first.

a) Fix $i$ and $j$, for all $r = 1, 2, 3, \ldots$, let

\begin{align*}
e_r &= \begin{cases} 
1 - p_{ij}, & \text{if } W_{it} = j, \ t = 1, 2, \ldots, n_i; \\
-p_{ij}, & \text{otherwise.}
\end{cases} \\
S_m &= e_1 + \cdots + e_m.
\end{align*}

Then,

\[
\frac{n_{ij} - n_ip_{ij}}{\sqrt{n}} - \frac{m_{ij} - [n\pi_i]p_{ij}}{\sqrt{n}} = \frac{Sn_i - S[n\pi_i]}{\sqrt{n}}.
\]

Since $n_i/n$ converges to $\pi_i$ with probability 1, for any given $\epsilon > 0$, there exists an $n_0$ such that

\[
P\left( \left| n_i - [n\pi_i] \right| > ne^3 \right) < \epsilon \text{ holds for all } n > n_0.
\]

For $n > n_0$, we have

\[
P\left( \left| S[n\pi_i] - Sn_i \right| > \sqrt{n}\epsilon \right)
\]
\[ P\{ |n_i - [n\pi_i]| \geq ne^3, |S_{[n\pi_i]} - S_{n_i}| > \sqrt{n\epsilon}\] 
\[ + P\{ |n_i - [n\pi_i]| \leq ne^3, |S_{[n\pi_i]} - S_{n_i}| > \sqrt{n\epsilon}\] 
\[ \leq P\{ |n_i - [n\pi_i]| > ne^3\] 
\[ + P\{ \max_{|m - [n\pi_i]| \leq ne^3} |S_m - S_{[n\pi_i]}| > \sqrt{n\epsilon}\] 
\[ \leq \epsilon + 2P\{ \max_{1 \leq m \leq ne^3} |S_m| > \sqrt{n\epsilon}\] 
\[ \leq \epsilon + 2 \frac{1}{ne^2} \text{Var}(S_{[ne^3]} + 1) \quad \text{(by Lemma 1)}\] 
\[ \leq \epsilon + 2 \frac{2}{ne^2} ([ne^3] + 1) \frac{1}{4}\] 
\[ = C\epsilon \quad \text{(where } C > 0 \text{ is a constant).}\]

b) By definition, \( m_{ij} \) is the sum of an i.i.d. sequence \( C_t(j) \) with 
\[ E[C_t(j)] = p_{ij} \text{ and } \text{Cov}(C_t(j), C_t(l)) = p_{ij} \delta_{jl} - p_{ij}p_{il}. \] 
By the classical multidimensional central limit theorem for the multinomial case, we have for each \( i \)
\[ \left( \frac{m_{ij} - [n\pi_i]p_{ij}}{\sqrt{[n\pi_i]}} \right)_{j=1,\ldots,k} \overset{d}{\longrightarrow} N(0, \Gamma_i(P)) \text{ in distribution}.\]

Now, for different \( i \), \( (m_{ij} - [n\pi_i]p_{ij})/\sqrt{[n\pi_i]} \) are independent. So, by the Cramér-Wold device, we have 
\[ \left( \frac{m_{ij} - [n\pi_i]p_{ij}}{\sqrt{[n\pi_i]}} \right)_{i,j=1,2,\ldots,k} \overset{d}{\longrightarrow} N(0, \Pi_P) \text{ in distribution,} \quad (2.7)\]

where \( \Pi_P \) is a \( k^2 \times k^2 \) variance covariance matrix with block diagonal form.

Note that \( \left( \frac{n_{ij} - np_{ij}}{\sqrt{n_i}} \right)_{i,j=1,2,\ldots,k} \) has the same asymptotic distribution as (2.7).

Since \( n_i \to \pi_i \) w.p.1. and
\[ \sqrt{n}(\hat{p}_n(i,j) - p_{ij}) = \sqrt{n}\left( \frac{n_{ij}}{n_i} - p_{ij} \right) \]
\[ = \frac{\sqrt{n}}{\sqrt{n_i}} \left( \frac{n_{ij} - np_{ij}}{\sqrt{n_i}} \right), \]
it follows that

$$\sqrt{n}(\hat{P}_n - P) \xrightarrow{d} N(0, \Sigma_P)$$

where

$$\Sigma_P = \begin{pmatrix}
\frac{1}{n_1} \Gamma_1(P) & 0 & \cdots & 0 \\
0 & \frac{1}{n_2} \Gamma_2(P) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \frac{1}{n_k} \Gamma_k(P)
\end{pmatrix}.$$ 

The computation of the variance covariance matrix is, in fact, a special case for the general central limit theorem for an array of Harris chains which will be discussed in Section 4.1.

### 2.3 Bootstrapping the Transition Probability of a Markov Chain

Let $X = \{X_n; \ n \geq 0\}$ be a homogeneous ergodic Markov chain with finite state space $S$ and transition probability matrix $P = (p_{ij})$. Let $\hat{P}_n = (\hat{p}_n(i,j))$ be the maximum likelihood estimator of $P$ based on the observed data $x = (x_0, x_1, \ldots, x_n)$ of $X = (X_0, X_1, \ldots, X_n)$. The bootstrap method for estimating the sampling distribution of $R(X, P) = \sqrt{n}(\hat{P}_n - P)$ can be described as follows:

1) Construct an estimate of the transition probability matrix $P$, based on the observed realization $x$, (here we use the maximum likelihood estimator $\hat{P}_n$).

2) With $\hat{P}_n$ fixed, let $X_0^* = x_0$, $X_i^* = x_i^*$, $i = 1, 2, \ldots, N_n$, be a realization of a Markov chain with transition probability matrix $\hat{P}_n$. Call this the bootstrap sample and denote

$$X^* = (X_0^*, X_1^*, \ldots, X_{N_n}^*).$$
3) Approximate the sampling distribution of $R(X, P)$ by the bootstrap distribution of $R^* = R(X^*, \hat{P}_n)$ conditioned on $X$.

That is, we compute $\hat{P}_n$ as the maximum likelihood estimator of $P_n$ based on $X^*$, and look at the distribution of $\sqrt{N_n}(\hat{P}_n - \hat{P}_n)$ conditioned on the data $X = x$. In view of Theorem 3, to justify the bootstrap procedure, we need to prove the asymptotic normality of $\sqrt{N_n}(\hat{P}_n - \hat{P}_n)$.

Before proving the main theorem in this section, we recall the famous classical Lindeberg-Feller central limit theorem for a double array of random variables. Let us suppose that for every $n \geq 1$, we have a sequence

$$X_{n1}, X_{n2}, \ldots, X_{nk_n}$$

of independent random variables with

$$EX_{nj} = 0, \quad V(X_{nj}) = \sigma^2_{nj} > 0, \quad \sum_{j=1}^{k_n} \sigma^2_{nj} = 1.$$ 

Let $S_n = X_{n1} + \cdots + X_{nk_n}$, $F_{nj}(x) = P(X_{nj} \leq x)$.

**Lemma 3** (Lindeberg-Feller Theorem) The following two statements are equivalent:

- $S_n \xrightarrow{d} N(0,1)$ in distribution,
- $\max_{1 \leq k \leq k_n} \mathbb{E}X^2_{nk} \xrightarrow{n} 0$ as $n \to \infty$,

and

(L) for every $\epsilon > 0$ ; $L_n(\epsilon) \equiv \sum_{j=1}^{k_n} \int_{|x| > \epsilon} x^2 dF_{nj}(x) \xrightarrow{n} 0$ as $n \to \infty$. 

$$x^* = (x^*_0, x^*_1, \ldots, x^*_{N_n})$$
Theorem 4  Under the notations given above, we have for almost all realizations of the Markov chain \( \{X_n; n \geq 0\} \),

\[
\sqrt{N_n}(\hat{P}_n - P_n) \rightarrow N(0, \Sigma_P) \text{ in distribution}
\]
as \( n \rightarrow \infty \) and \( N_n \rightarrow \infty \), where \( \Sigma_P \) is the same variance-covariance matrix as the one in Theorem 3.

Proof. Let

\[
m_i^{(n)} = \sum_{r=0}^{N_n} I(X_{nr} = i),
\]
\[
m_{ij}^{(n)} = \sum_{r=0}^{N_n-1} I(X_{nr} = i, X_{n(r+1)} = j).
\]

Then

\[
\sqrt{N_n}(\hat{P}_n - P_n) = (\sqrt{N_n}(\frac{m_{ij}^{(n)}}{m_i^{(n)}} - p_{nij}))_{i,j=1,2,\ldots,k},
\]

where \( p_{nij} \) is the \( ij \) entry of \( \hat{P}_n \).

By the Cramér-Wold device, Theorem 4 would be proved if we show that for any real numbers \( l_{ij} \),

\[
\sum_{i,j=1}^{k} l_{ij} \sqrt{N_n}(\frac{m_{ij}^{(n)}}{m_i^{(n)}} - p_{nij}) \quad (2.8)
\]

converges to the normal distribution. In what follows, we shall show only that for each \( i, j \)

\[
\sqrt{N_n}(\frac{m_{ij}^{(n)}}{m_i^{(n)}} - p_{nij}) \quad (2.9)
\]
converges to the normal distribution. Our proof can be modified easily to establish (2.8).

Now, for each fixed \( n \), given \( X = (X_0, X_1, \ldots, X_n) \), let \( \{X_{nr}\} \), \( r = 1, \ldots, N_n \) be a realization of a Markov chain with transition probability \( \hat{P}_n \). We can view this as having been generated in the following fashion:

Consider an independent collection of random variables \( \{W_{it}^{(n)}\} \), where \( i = 1, \ldots, k \), \( t = 1, 2, \ldots \) such that

\[
P\{W_{it}^{(n)} = j\} = p_{nij}, \quad j = 1, \ldots, k.
\]

Now, let

\[
X_0^{(n)} = 1,
\]

\[
X_{i+1}^{(n)} = \frac{W_{it}^{(n)} X_i^{(n)} m}{X_i^{(n)} m} \quad \text{for } i \geq 0,
\]

where \( m - 1 \) is the number of \( l \) with \( 1 \leq l \leq N_n \) such that \( X_l^{(n)} = X_i^{(n)} \).

Now, for fixed \( i \) and \( j \), we define that

\[
C_t^{(n)}(j) \equiv \begin{cases} 
1, & \text{if } W_{it}^{(n)} = j, \quad t = 1, \ldots, m_i^{(n)}; \\
0, & \text{otherwise}, \end{cases} \quad (2.10)
\]

where \( m_i^{(n)} \) is the number of visits to \( i \) by the \( n^{th} \) chain.

By the definition given above, we have that \( P(C_t^{(n)}(j) = 1) = p_{nij} \) and \( P(C_t^{(n)}(j) = 0) = 1 - p_{nij} \). Let \( \hat{\Pi}_n = (\pi_{n1}, \pi_{n2}, \ldots, \pi_{nk}) \) be the limiting distribution of \( \hat{P}_n \). For fixed \( i \) such that \( \pi_{ni} > 0 \), we define

\[
d_t^{(n)}(j) \equiv \frac{C_t^{(n)}(j) - p_{nij}}{\sqrt{[N_n \pi_{ni}] p_{nij}(1 - p_{nij})}}, \quad t = 1, 2, \ldots, [N_n \pi_{ni}], \quad n = 1, 2, \ldots.
\]
Then we have a double array of random variables \( \{d_t^{(n)}(j)\} \), \( t = 1, 2, \cdots \) with 
\[ Ed_t^{(n)} = 0 \text{ and } \sigma_{nt}^2(j) \equiv \text{Var}(d_t^{(n)}(j)) = 1/[N_n\pi_{ni}]. \]

First, we want to show that conditioned on \( X = (X_0, X_1, \cdots, X_n) \),
\[ S^{(n)}_{[N_n\pi_{ni}]}(j) \equiv \sum_{t=1}^{[N_n\pi_{ni}]} d_t^{(n)}(j) \longrightarrow N(0,1) \text{ in distribution.} \]

In order to get this result, we need to check the Lindeberg's condition, that is, we want to show

For any given \( \varepsilon > 0 \), 
\[ L_n(\varepsilon) \equiv \sum_{t=1}^{[N_n\pi_{ni}]} \int_{[|x| > \varepsilon]} x^2 \, dF_{nt}(x) \longrightarrow 0 \text{ as } n \to \infty, \]

where \( F_{nt}(x) \) is the distribution function of \( d_t^{(n)}(j) \).

In fact, we have the following inequality:
\[ \left| d_t^{(n)}(j) \right| = \frac{|C_t^{(n)}(j) - p_{nj}|}{\sqrt{[N_n\pi_{nj}]p_{nj}(1-p_{nj})}} \leq \frac{2}{\sqrt{[N_n\pi_{nj}]p_{nj}(1-p_{nj})}}. \]

Since \( \hat{P}_n \longrightarrow P \) with probability 1 as \( n \to \infty \), and since \( P \) is a finite irreducible matrix, we have \( \hat{P}_n \longrightarrow \Pi \) with probability 1, where \( \Pi = \Pi P \). Thus, as \( n \to \infty \), we have \( \pi_{nj}p_{nj}(1-p_{nj}) \longrightarrow \pi_jp_{ij}(1-p_{ij}) > 0 \). Now, since \( N_n \to \infty \), we have for any given \( \varepsilon > 0 \), with probability 1, there exists \( n_0 > 0 \) such that for \( n > n_0 \), 
\[ \sup_t d_t^{(n)}(j) \leq \varepsilon. \]

Therefore
\[ \int_{[|x| > \varepsilon]} x^2 \, dF_{nt}(x) = 0 \text{ for all } t = 1, \cdots, [N_n\pi_{ni}] \text{ with } n > n_0, \]
this implies that
\[ L_n(e) \equiv \sum_{t=1}^{[N_n \pi_{ni}]} \int_{|x| > e} x^2 \, dF_n(x) = 0 \quad \text{for all} \quad n > n_0. \]

Since \( p_{nij} \mapsto p_{ij} \) in probability, we have, by Lemma 3, for each \( i,j \)
\[
\frac{\sum_{t=1}^{[N_n \pi_{ni}]} (C_t^{(n)}(j) - p_{nij})}{\sqrt{[N_n \pi_{ni}] p_{ij}(1 - p_{ij})}} \xrightarrow{\text{in distribution}} N(0,1).
\]

Next, we let
\[
m_{ij}^{(n)} \equiv \sum_{t=1}^{[N_n \pi_{ni}]} I(X_{t-1} = i, X_t = j).
\]

Note that
\[
m_{ij}^{(n)} - m_i^{(n)} p_{nij} \]
\[
= \frac{m_{ij}^{(n)} - m_{ij}^{(n)} + \hat{m}_{ij}^{(n)} - [N_n \pi_{ni}] p_{nij} + [N_n \pi_{ni}] p_{nij} - m_i^{(n)} p_{nij}}{\sqrt{m_i^{(n)}}}
\]
\[
= \frac{\sqrt{[N_n \pi_{ni}]}}{\sqrt{m_i^{(n)}}} \left( \frac{\hat{m}_{ij}^{(n)} - [N_n \pi_{ni}] p_{nij}}{\sqrt{[N_n \pi_{ni}^2]}} \right) + \frac{\sqrt{N_n}}{\sqrt{m_i^{(n)}}} \left( m_{ij}^{(n)} - m_i^{(n)} p_{nij} - \hat{m}_{ij}^{(n)} - [N_n \pi_{ni}] p_{nij} \right).
\]

Since
\[
\frac{\sum_{t=1}^{[N_n \pi_{ni}]} (C_t^{(n)}(j) - p_{nij})}{\sqrt{[N_n \pi_{ni}]}}
\]
has the same distribution as
\[
\frac{\hat{m}_{ij}^{(n)} - [N_n \pi_{ni}] p_{nij}}{\sqrt{[N_n \pi_{ni}^2]}}.
\]
Hence, we have

\[
\frac{m^{(n)}_{i,j} - [N_n \pi_{ni}]p_{nij}}{\sqrt{[N_n \pi_{ni}]}} \rightarrow N(0, p_{ij}(1-p_{ij})) \quad \text{in distribution.}
\]

Next, we verify that for almost all realizations of the process, we have

\[
\begin{align*}
a) \quad & \frac{m_i^{(n)}}{N_n} - \pi_{ni} \rightarrow 0 \quad \text{in probability.} \\
b) \quad & \eta_{nij} = \frac{m_i^{(n)} - m_i^{(n)} p_{nij}}{\sqrt{N_n}} - \frac{m_i^{(n)} - [N_n \pi_{ni}]p_{nij}}{\sqrt{N_n}} \rightarrow 0 \quad \text{in probability.}
\end{align*}
\]

We prove a) and b) separately, and prove a) first.

In both these paragraphs, \( P \) and \( E \) will denote the conditional probability and conditional expectation given the observation \( X \).

a) For each fixed \( n \), for all \( \alpha \), we have \( |p_{nij}^{(\alpha)} - \pi_{nj}| \leq C \rho_n^{\alpha} \), where \( C > 0 \), is an universal constant and \( \rho_n = 1 - \min_{i,j} p_{nij} < 1 \). By recurrence and finiteness of the state space, \( \rho_n \) converges to \( \rho = 1 - \min_{i,j} p_{ij} < 1 \). Hence, we can find a number \( \rho < 1 \), and \( n_0(\omega) \) such that for \( n \geq n_0(\omega) \),

\[ |p_{nij}^{(\alpha)} - \pi_{nj}| \leq C \rho^{\alpha} \quad \text{for all } \alpha. \]

Now, for each \( \epsilon > 0 \), we have

\[
P\{| \frac{m_i^{(n)}}{N_n} - \pi_{ni} | > \epsilon \} \leq \frac{E[\{ \frac{m_i^{(n)}}{N_n} - \pi_{ni} \}^2]}{\epsilon^2},
\]

and

\[
E[\{ \frac{m_i^{(n)}}{N_n} - \pi_{ni} \}^2] = ...
\]
\begin{align*}
&= E\left[ \frac{1}{N_n^2} \left( \sum_{k=1}^{N_n} (f_i(X_{nk}) - \pi_{ni})^2 \right) \right] \\
&= \frac{1}{N_n^2} E\left( \sum_{k=1}^{N_n} \sum_{l=1}^{N_n} m_{ni}^{(k,l)} \right),
\end{align*}

where

\[ m_{ni}^{(k,l)} = f_i(X_{nk})f_i(X_{nl}) - \pi_{ni}f_i(X_{nl}) - \pi_{ni}f_i(X_{nk}) + \pi_{ni}^2. \]

Hence

\[ E m_{ni}^{(k,l)} = p_{ni}^{(s)}(t) f_{ni}^{(l)} - \pi_{ni}p_{ni}^{(l)} f_{ni}^{(l)} - \pi_{ni}p_{ni}^{(k)} + \pi_{ni}^2, \]

where \( s = \min(k, l), t = |k - l|. \)

We have that \( p_{ni}^{(\alpha)} = \pi_{nj} + \epsilon_{nj}^{(\alpha)} \) where \( |\epsilon_{nj}^{(\alpha)}| \leq C \rho^\alpha. \)

Therefore

\begin{align*}
E m_{ni}^{(k,l)} &= (\pi_{ni} + \epsilon_{ni}^{(s)})(\pi_{ni} + \epsilon_{ni}^{(l)}) - \pi_{ni}(\pi_{ni} + \epsilon_{ni}^{(l)}) - \pi_{ni}(\pi_{ni} + \epsilon_{ni}^{(k)}) + \pi_{ni}^2 \\
&= \pi_{ni}^2 + \pi_{ni}\epsilon_{ni}^{(s)} + \pi_{ni}\epsilon_{ni}^{(l)} + \epsilon_{ni}^{(s)}\epsilon_{ni}^{(l)} - \pi_{ni}\epsilon_{ni}^{(l)} - \pi_{ni}\epsilon_{ni}^{(k)} + \pi_{ni}^2 \\
&= \pi_{ni}\epsilon_{ni}^{(s)} + \pi_{ni}\epsilon_{ni}^{(t)} + \epsilon_{ni}^{(s)}\epsilon_{ni}^{(t)} - \pi_{ni}\epsilon_{ni}^{(t)} - \pi_{ni}\epsilon_{ni}^{(k)}.
\end{align*}

This implies that, for \( n \geq n_0(\omega), \)

\begin{align*}
|E m_{ni}^{(k,l)}| &\leq \pi_{ni}|\epsilon_{ni}^{(s)}| + |\epsilon_{ni}^{(l)}| + C_1 |\epsilon_{ni}^{(s)}\epsilon_{ni}^{(l)}| + |\epsilon_{ni}^{(l)}| + |\epsilon_{ni}^{(k)}| \quad (C_1 = 1/\pi_{ni}) \\
&\leq C_2[\rho^s + \rho^l + C_1 C \rho^s \rho^t + \rho^k + \rho^l] \\
&\leq C[\rho^s + \rho^t + \rho^k + \rho^l] \text{ for some constant } C > 0.
\end{align*}
Therefore

\[
E\left[\left(\frac{m_i^{(n)}}{N_n} - \pi_{ni}\right)^2\right] \\
\leq \frac{1}{N_n^2} \sum_{k=1}^{N_n} \sum_{l=1}^{N_n} C[\rho^k + \rho^l + \rho^k + \rho^l] \quad \text{(here we assume } l > k) \\
\leq \frac{C}{N_n^2} \sum_{k=1}^{N_n} \sum_{l=1}^{N_n} [2\rho^k + \rho^{l-k} + \rho^l] \\
\leq \frac{C}{N_n^2} [3N_n \sum_{k=1}^{\infty} \rho^k + \sum_{l=1}^{N_n} \sum_{k=1}^{l} \rho^{l-k}] \\
\leq \frac{C}{N_n^2} [3N_n \frac{1}{1-\rho} + N_n \frac{1}{1-\rho}] \\
\leq \frac{4N_n C}{N_n^2 (1-\rho)} \\
= \frac{4C}{N_n (1-\rho)}.
\]

This implies that

\[
P\{\left| \frac{m_i^{(n)}}{N_n} - \pi_{ni} \right| > \epsilon \} \leq \frac{4C}{\epsilon^2 N_n (1-\rho) \rightarrow 0 \text{ as } n \rightarrow \infty.}
\]

b) Let

\[
S_m \equiv \sum_{i=1}^{m} (C_i^{(n)}(j) - p_{ni}) \text{, where } C_i^{(n)}(j) \text{ is as in (2.10).}
\]

By a), for any given \( \epsilon > 0 \), there exists a positive integer \( n_0(\omega) \), such that

\[
P\{\left| m_i^{(n)} - [N_n \pi_{ni}] \right| > \epsilon^3 N_n \} < \epsilon \text{ for all } n > n_0(\omega).
\]

Consider

\[
P\{\left| n_{ni} \right| > \epsilon\}
\]
\[
= P\{ |S_{m_i(n)} - S_{[N_n \pi_{ni}]}| > \sqrt{N_n \epsilon} \}
\]
\[
= P\{ |m_i(n) - [N_n \pi_{ni}]| > \epsilon^3 N_n , |S_{m_i(n)} - S_{[N_n \pi_{ni}]}| > \sqrt{N_n \epsilon} \}
\]
\[
+ P\{ |m_i(n) - [N_n \pi_{ni}]| \leq \epsilon^3 N_n , |S_{m_i(n)} - S_{[N_n \pi_{ni}]}| > \sqrt{N_n \epsilon} \}
\]
\[
\leq P\{ |m_i(n) - [N_n \pi_{ni}]| > \epsilon^3 N_n \}
\]
\[
+ P\{ \max_{|m - [N_n \pi_{ni}]| \leq \epsilon^3 N_n} |S_m - S_{[N_n \pi_{ni}]}| > \sqrt{N_n \epsilon} \}
\]
\[
\leq \epsilon + 2P\{ \max_{1 \leq m \leq \epsilon^3 N_n} |S_m| > \sqrt{N_n \epsilon} \}
\]
\[
\leq \epsilon + 2\frac{2}{\epsilon^2 N_n} \text{Var}(S_{[N_n \epsilon^3]+1}) \quad \text{(by Kolmogorov's inequality)}
\]
\[
= \epsilon + \frac{4}{\epsilon^2 N_n}([N_n \epsilon^3] + 1) \sigma^2
\]
\[
\leq C \epsilon \quad \text{(where } C > 0 \text{ is a constant).}
\]

This proves b).

By definition of \( m_{ij}^{(n)} \) which is the sum of the i.i.d. sequence \( C_l^{(n)}(j) \) for each \( n \), we have for each \( i, j \)
\[
\frac{m_{ij}^{(n)} - [N_n \pi_{ni}]p_{nij}}{\sqrt{[N_n \pi_{ni}]}} \rightarrow N(0, \sigma^2) \text{ in distribution.}
\]

Hence, by a) and b) we have that
\[
\frac{m_{ij}^{(n)} - m_i^{(n)} p_{nij}}{\sqrt{m_i^{(n)}}} \rightarrow N(0, p_{ij}(1 - p_{ij})) \text{ in distribution.}
\]

Finally,
\[
\sqrt{N_n} (\hat{p}_{nij} - p_{nij}) = \sqrt{N_n} (\frac{m_{ij}^{(n)}}{m_i^{(n)}} - p_{nij})
\]
and this converges in distribution to \( N(0, \frac{p_{ij} \cdot (1 - p_{ij})}{\pi_i}). \)

2.4 Bootstrapping the Hitting Time of a Markov Chain

Consider the same situation as in Section 2.2. Let \( T_k \) be the first hitting time of a given state \( k \). That is, we let

\[
T_k = \begin{cases} 
\inf \{n \geq 0; X_n = k\}; \\
\infty, & \text{if no such } n \text{ exist.}
\end{cases}
\]

Let \( Pr(t; P) \equiv P(T_k \leq t \mid X_0 = 1; P) \) denote the probability that \( T_k \leq t \) for \( t \in \{1, 2, 3, \cdots\} \), where \( P \) is the transition probability matrix of a Markov chain \( X = \{X_n; n \geq 0\} \) with initial state \( X_0 = 1 \).

**Definition 3** For any stochastic matrix \( P \), let \( A = A(P) \) be the stochastic matrix which is the same as \( P \) except that the \( k^{th} \) row is replaced by \( (0, \cdots, 0, 1, 0, \cdots, 0) \) with 1 in the \( k^{th} \) position.

Note that

\[
Pr(t; P) = (A^t)_{1,k}
\]

(\#)

The bootstrap estimate of the distribution \( Pr(t; P) \) of the hitting time \( T_k \) is \( Pr(t; \hat{P}_n) \). From (\#) and \( \hat{P}_n \rightarrow P \) in probability, we have

\[
Pr(t; \hat{P}_n) - Pr(t; P) \rightarrow 0 \quad \text{in probability as } n \rightarrow \infty.
\]
By Theorem 5 below we estimate the distribution of

\[ G_n(t; P) \equiv \sqrt{n}(Pr(t; \hat{P}_n) - Pr(t; P)) \quad t \geq 1. \tag{2.11} \]

The bootstrap approximation to the distribution in (2.11) is the distribution of

\[ G_n(t; \hat{P}_n) \equiv \sqrt{n}(Pr(t; \hat{P}_n) - Pr(t; \hat{P}_n)). \tag{2.12} \]

The problem here is to verify that these two distributions are asymptotically close, which leads to Theorem 6.

**Theorem 5** Let \( \hat{A}_n \equiv A(\hat{P}_n) \). Then for all \( t = 1, 2, 3, \ldots \), we have

\[ \sqrt{n}(\hat{A}_n^t - A^t) \longrightarrow N(0, Z_P^t) \text{ in distribution}, \]

where the variance-covariance matrix \( Z_P^t \) is continuous as a function of \( P \) with respect to the supremum norm on the class of \( k \times k \) stochastic matrices.

Proof. First, we have the following identity which can be proved by mathematical induction,

\[ \sqrt{n}(\hat{A}_n^t - A^t) = \sum_{q=0}^{t-1} \hat{A}_n^{t-1-q} \sqrt{n}(\hat{A}_n - A)A^q. \]

By Theorem 3, we have

\[ \sqrt{n}(\hat{P}_n - P) \longrightarrow N(0, \Sigma_P) \text{ in distribution}, \]

this implies that

\[ \sqrt{n}(\hat{A}_n - A) \longrightarrow N(0, \Sigma_A) \text{ in distribution}, \]

where \( \Sigma_A \) is the variance covariance matrix. Since \( \hat{A}_n \) converges to \( A \) in probability, this implies

\[ \hat{A}_n^{t-1-q} - A^{t-1-q} \longrightarrow 0 \text{ in probability}. \]
Therefore, by Slutsky's theorem, we have

\[ \sqrt{n}(\hat{A}_n^t - A^t) \xrightarrow{d} \sum_{q=0}^{t-1} A^{t-1-q}UA^q \text{ in distribution,} \]

where \( U \sim N(0, \Sigma_A) \). We now define \( Z_{\hat{P}}^t \) to be the variance-covariance of the right side of the above equation. Note that for \( t = 1, 2 \) we have

\[
\begin{align*}
Z_{\hat{P}}^1 &= \Sigma_A, \\
Z_{\hat{P}}^2 &= \text{Var}(AU + UA).
\end{align*}
\]

**Theorem 6** Let \( \hat{A}_n \equiv A(\hat{P}_n) \) where \( \hat{P}_n \) is defined in (2.6). Then, for almost all realizations of the process, and for all \( t = 1, 2, 3, \cdots \), we have

\[
\sqrt{N_n}(\hat{A}_n^t - \hat{A}_n^t) \xrightarrow{d} N(0, Z_{\hat{P}}^t) \text{ in distribution,}
\]

where \( Z_{\hat{P}}^t \) is the same variance-covariance matrix as the one in Theorem 5.

Proof. From Theorem 4, we have that for almost all realizations of the process,

\[
\sqrt{N_n}(\hat{P}_n - \hat{P}_n) \xrightarrow{d} N(0, \Sigma_P) \text{ in distribution.}
\]

The rest of the proof is the same as the one in Theorem 5. □

Adapting the same type of analysis, one can estimate

\[
m(P) \equiv E(T_k \mid X_0 = 1; P) \]

the expected value of the hitting time \( T_k \) by

\[
m(\hat{P}_n) \equiv E(T_k \mid X_0 = 1; \hat{P}_n). \]

It will be shown below that \( m(\hat{P}_n) \) is a consistent estimator of \( m(P) \), and further

\[
Q_n(t; P) \equiv \sqrt{n}(m(\hat{P}_n) - m(P)) \text{ is asymptotically normal.} \quad (2.13)
\]
The bootstrap approximation to the distribution of the left side of (2.13) is the distribution of

\[ Q_n(t; \hat{P}_n) \equiv \sqrt{n}(m(\hat{P}_n) - m(P_n)). \]  

(2.14)

The problem here is to justify that these two distributions are asymptotically close. In order to do this, we need the following lemmas which are important by themselves.

**Lemma 4 (δ-method)** Suppose \( \{X_n\} \) is a sequence of random \( k \)-vectors such that \( \sqrt{n}(X_n - \mu) \) converges in distribution to the \( k \)-variate normal distribution, with mean \( \mu \) and variance-covariance matrix \( \Sigma \). Let \( f \) be a real-valued function from \( \mathbb{R}^k \) to \( \mathbb{R} \) such that \( f \) has continuous first order partial derivatives at \( \mu \). Then,

\[ \sqrt{n}(f(X_n) - f(\mu)) \rightarrow N(0, \sigma^2) \text{ in distribution}, \]

where \( \sigma^2 = (f'(\mu))'\Sigma f'(\mu) \) and \( f'(\mu) \) is the column vector with entries \( \frac{df(\mu)}{dx_j} \), for \( j = 1, 2, \ldots, k \).

**Lemma 5** Let \( P \) be a stochastic \( k \times k \) matrix and \( \{X_n; n \geq 0\} \) be a Markov chain with transition probability matrix \( P \). Let

\[ m_{ijk}(P) \equiv E(\text{visits to } j \text{ before to } k \mid X_0 = i; P). \]

Then

\[ m_{ijk}(P) = \sum_{r=0}^{\infty} (P_k^r)_{ij}, \]

where \( P_k \) is the matrix given by \( P \) in which the \( k^{th} \) column is replaced by \( 0 \). Note that \( m_{ijk}(P) \) is continuously differentiable with respect to the entries of \( P \) at all \( P \) such that \( \inf_{i,j} P_{ij} > 0 \).
Remark: Note that $m(P) = \sum_{j \in S} m_{1jk}(P)$ which is also continuously differentiable with respect to the entries of $P$ at all $P$ such that $\inf_{i,j} p_{ij} > 0$. By the $\delta$-method, Theorem 3 and Theorem 4, we have both

\[
\sqrt{n}(m(\hat{P}_n) - m(P)) \overset{d}{\longrightarrow} N(0, \sigma_P^2) \quad \text{in distribution,}
\]

and

\[
\sqrt{n}(m(\hat{P}_n) - m(P)) \overset{d}{\longrightarrow} N(0, \sigma_P^2) \quad \text{in distribution.}
\]

where $\sigma_P^2$ is the variance of $m(P)$, which is continuous as a function of $P$ with respect to the supremum norm on the class of $k \times k$ stochastic matrices.

From the above argument, we prove that the bootstrap method works well for estimating the distribution of

\[ G_n(t; P) \equiv \sqrt{n}(Pr(t; \hat{P}_n) - Pr(t; P)), \]

and the distribution of

\[ Q_n(t; P) \equiv \sqrt{n}(m(\hat{P}_n) - m(P)). \]
3 BOOTSTRAPPING AN INFINITE STATE MARKOV CHAIN

3.1 Introduction

In Chapter 2, we discussed the bootstrap method for estimating the distribution of \( \sqrt{n}(\hat{P}_n - P) \) for an ergodic Markov chain with transition probability matrix \( P \) and finite state space. The generalization from finite state space to infinite state space will be investigated in this chapter.

The bootstrap algorithm for estimating the distribution of \( \sqrt{n}(\hat{P}_n - P) \) depends on both the estimator \( \hat{P}_n \) of \( P \) as well as the bootstrap resample size. In this chapter, we propose three different estimators \( \hat{P}_n \) of \( P \) and the corresponding bootstrap methods.

Estimator I: The same algorithm as described in Section 2.3.

Before we introduce the 2\textsuperscript{nd} and 3\textsuperscript{rd} estimators, let us consider the idea of a regeneration process. The existence of a recurrent state \( \Delta \) which is visited infinitely often (i.o.) for a recurrent Markov chain is well known. A famous approach to its limit theory is via the embedded renewal process of returns to \( \Delta \). This is the so-called regeneration method. For a fixed state \( \Delta \), by the strong Markov property, the cycles \( \{X_j; j = T_{\Delta}^{(n)}, \ldots, T_{\Delta}^{(n+1)} - 1\} \) are i.i.d. for \( n = 1, 2, \ldots \), where \( T_{\Delta}^{(n)} \) is the time of the \( n^{th} \) return to \( \Delta \).

Estimator II: Fix an integer \( k \) and observe the chain up to the random time
\( n = T_{\Delta}^{k+1} \). Let
\[
\{X_0, X_1, \ldots, X_n\}
\]
be a realization of the process. Note that in this situation, \( X_n = \Delta \). Fix \( i, j \),
let \( \eta_\alpha \equiv \{X_j; j = T_\Delta^{\alpha}, \ldots, T_\Delta^{\alpha+1} - 1\} \) denote the \( \alpha^{th} \) cycle, \( g(\eta_\alpha) \) indicate the
number of visits to state \( i \) during the cycle \( \eta_\alpha \), and \( h(\eta_\alpha) \) indicate the number of \( ij \) transitions
during the cycle \( \eta_\alpha \). Now, define
\[
\hat{\pi}_k(i) = \frac{\sum_{\alpha=1}^{k} g(\eta_\alpha)}{\sum_{\alpha=1}^{k} T_\alpha}, \quad \hat{p}_k(i, j) = \frac{\sum_{\alpha=1}^{k} h(\eta_\alpha)}{\sum_{\alpha=1}^{k} g(\eta_\alpha)}
\]
be the estimators of \( \Pi \) and \( P \), where \( T_\alpha \) is the length of \( \eta_\alpha \).

The bootstrap algorithm is as follows:

1) The original sample can be decomposed in the following fashion:
\[
\{\eta_0, \eta_1, \eta_2, \cdots, \eta_k\}, \text{ where } \eta_0 \equiv \{X_0, X_1, \cdots, X_{T_{\Delta}^{(1)} - 1}\}.
\]

Let \( \hat{F}_k \) denote the uniform probability measure on the cycles \( \{\eta_\alpha; \alpha = 1, 2, \cdots, k\} \).

2) With the original sample fixed, draw a “bootstrap sample” of size \( k \) according to \( \hat{F}_k \). Denote this sample by \( \eta_1^*, \eta_2^*, \cdots, \eta_k^* \). Then, the bootstrap estimators of \( \hat{\pi}_k(i) \), \( \hat{p}_k(i, j) \) can be defined as follows:
\[
\hat{\pi}_k(i) = \frac{\sum_{\alpha=1}^{k} g(\eta_\alpha^*)}{\sum_{\alpha=1}^{k} T_\alpha^*}, \quad \hat{p}_k(i, j) = \frac{\sum_{\alpha=1}^{k} h(\eta_\alpha^*)}{\sum_{\alpha=1}^{k} g(\eta_\alpha^*)},
\]
where \( T_\alpha^* \) is the length of \( \eta_\alpha^* \).

3) Approximate the distribution of \( R(X, F) \equiv \sqrt{k}(\hat{\pi}_k(i, j) - p_{ij}) \) by the conditional distribution of \( R(X^*, \hat{F}_k) \equiv \sqrt{k}(\hat{\pi}_k(i, j) - \hat{p}_k(i, j)) \) given \( x \).

The details will be discussed in Section 3.3.
Estimator III: Fix the original sample size $n$. Let $k$ be the (random) number of full cycles included in the observation $\{X_0, X_1, \ldots, X_n\}$. The bootstrap method here is to use these $k$ cycles. We will investigate this case in Section 3.4.

3.2 Estimator I

Let $X \equiv \{X_n; n \geq 0\}$ be a homogeneous ergodic Markov chain with transition probability matrix $P = (p_{ij})$ and countable infinite state space $S$. Then there exists an invariant probability measure $\Pi = (\pi_1, \pi_2, \ldots)$ such that $\pi_j > 0$, $\sum_{j=1}^{\infty} \pi_j = 1$, $p_{ij}^{(n)} \to \pi_j$, as $n \to \infty$ for all $i \in S$ and $\pi_j = \sum_{\alpha} \pi_{\alpha} p_{\alpha j}$, for all $j = 1, 2, \ldots$.

Suppose $x \equiv \{x_0, x_1, \ldots, x_n\}$ is a realization of the process observed up to time $n$. We estimate $P$ by its maximum likelihood estimator $\hat{P}_n \equiv (\hat{p}_n(i,j))$, where

$$\hat{p}_n(i,j) = \begin{cases} \frac{n_{ij}}{n_i}, & \text{if } n_i > 0; \\ \delta_{ij}, & \text{otherwise}. \end{cases}$$  \hspace{1cm} (3.1)

and estimate $\Pi$ by $\hat{\Pi}_n \equiv (\hat{\pi}_n(i))$, where

$$\hat{\pi}_n(i) = \frac{n_i}{n},$$  \hspace{1cm} (3.2)

$n_{ij}$ = observed number of $ij$ transitions in $\{x_0, \ldots, x_n\}$,

$n_i$ = observed number of visits to state $i$ in $\{x_0, \ldots, x_n\}$.

It is clear that a finite number of observations will not provide an estimator for all states of the transition probabilities. It is well known that for an irreducible positive recurrent Markov chain, the range space $R_n$ of $\{X_0, X_1, \ldots, X_n\}$ is asymptotically small compared to the number of observations $n$. In mathematical terms, it can be described as follows:
Theorem 7 Let \( \{X_n; n = 0,1,\cdots\} \) be an irreducible recurrent Markov chain on the nonnegative integers. Let \( R_n \equiv \text{cardinality of } \{X_0,X_1,\cdots,X_n\} \) be the range sequence. Let

\[ T_\Delta \equiv \inf\{n: n \geq 1, X_n = \Delta\}, \]

be the first hitting time of the state \( \Delta \), and \( \lambda \) be any initial distribution such that \( E_\lambda(R_{T_\Delta}) < \infty \), then

\[ \frac{R_n}{n} \rightarrow 0 \text{ w.p.1.} \]


The consistency and the asymptotic normality of the estimators \( \hat{\Pi}_n \) and \( \hat{P}_n \) are well known, see Derman [16] and Nummelin [33] for the details. We state the following two theorems here for reference.

Theorem 8 Let \( X \) be a homogeneous irreducible positive recurrent Markov chain. Then, for each \( i \)

\[ \hat{\pi}_n(i) \rightarrow \pi_i \text{ with probability } 1 \text{ as } n \rightarrow \infty. \]

Theorem 9 Let \( X \) be a homogeneous irreducible positive recurrent Markov chain with 
\( E_\Delta T_\Delta^2 < \infty \). Then

\[ \sqrt{n}(\hat{P}_n - P) \rightarrow N(0, \Sigma P) \text{ in distribution,} \]

where \( \Sigma_P \), the variance-covariance matrix, is continuous as a function of \( P \) with respect to the supremum norms on the class of stochastic matrices and on the class of variance covariance matrices.
Here convergence in distribution means that for any finite set \( A \) of pairs \((i, j)\),
\[
\{\sqrt{n}(\hat{p}_n(i, j) - p_{ij}); \ (i, j) \in A\} \rightarrow N(0, (\Sigma P)_A),
\]
where \((\Sigma P)_A\) is a block diagonal matrix involving the states in \( A \).

Let \( \hat{P}_n \) be the bootstrap estimator defined as before. The problem here is to verify that \( \sqrt{n}(\hat{P}_n - P) \) and \( \sqrt{N_n}(\hat{P}_n - \hat{P}_n) \) have the same asymptotic behavior. This is done as follows:

With the same set up as above, we want to verify that
\[
\sqrt{N_n}(\hat{P}_n - \hat{P}_n) \rightarrow N(0, \Sigma P) \text{ in distribution}
\]
in a suitable sense, that is, either for almost all realizations of the original chain or in probability.

If we follow the proof of Theorem 4, the only step that needs a change is the one to show that for all \( \epsilon > 0 \)
\[
P(| \frac{m_i^{(n)}}{N_n} - \pi_{ni} | > \epsilon | X) \rightarrow 0 \text{ w.p.1. (or in probability).} \tag{3.3}
\]

In the finite Markov chain case (Theorem 4), we exploited the geometric ergodicity of \((p^{(n)}_{ij} - \pi_j)\) and the finiteness of the state space in showing that
\[
E(| \frac{m_i^{(n)}}{N_n} - \pi_{ni} |^2 | X) \rightarrow 0 \text{ w.p.1. as } n, N_n \rightarrow \infty.
\]
Unfortunately, this does not carry over to the infinite state space case. We do still have that
\[
P(| \frac{m_i^{(n)}}{N_n} - \pi_{ni} | > \epsilon | X) \leq \frac{1}{\epsilon^2} \left( \frac{1}{4N_n} + \frac{1}{N_n^2} \sum_{k=1}^{N_n} \sum_{s=1}^{N_n-k} p_{n1j}^{(k)}(p_{nij}^{(s)} - p_{n1j}^{(s+k)}) \right).
\]
What we need to show is that
\[
\Delta_n(\omega) \equiv \frac{1}{N_n^2} \sum_{k=1}^{N_n} \sum_{s=1}^{N_n-k} p_n^{(k)} p_n^{(s)} (p_n^{(k+s)} - p_n^{(k+s)}) \rightarrow 0 \quad (3.4)
w.p.l. \ (or \ in \ probability).
\]

The open question here is as follows:

\textit{Is it true that} \ \Delta_n(\omega) \rightarrow 0 \ \text{w.p.l. \ (or \ in \ probability)?}

A sufficient condition is that for all \( \epsilon > 0 \)
\[
\sup_{s \geq \epsilon N_n} | p_n^{(s)} - \pi_{nj} | \rightarrow 0 \ \text{w.p.l. \ (or \ in \ probability)}.
\]

At this moment, we do not know a nice sufficient condition to ensure (3.4). In practice, it is possible to choose \( N_n \) depending on \( \hat{P}_n \) to ensure that (3.4) holds.

It is interesting to note that Theorem 9 needs \( E_{\Delta} T_{\Delta}^2 < \infty \). We do not know whether \( E_{\Delta} T_{\Delta}^2 < \infty \) implies (3.4).

For an ergodic Markov chain with stochastic matrix \( P \), let \( i \) be any state and fix \( n \). Under the same notations given above, for any given \( \epsilon > 0 \), let
\[
\phi(\epsilon, n, P) \equiv P(| \tilde{\pi}_n(i) - \pi_i | > \epsilon).
\]

Then, (3.4) can be reformulated as follows:
\[
\phi(\epsilon, n, N_n, \hat{P}_n) \rightarrow 0 \ \text{w.p.l. \ (or \ in \ probability). \ \ (3.5)}
\]

An interesting open question for the convergence in (3.5) is to determine conditions on \( \alpha(P) \), where \( \alpha(P) \) is the ergodic coefficient which can be defined as follows:
Definition 4 Let $P$ be a stochastic matrix. The ergodic coefficient of $P$, denoted by $\alpha(P)$, is defined by

$$\alpha(P) = 1 - \sup_{i,k} \sum_{j=1}^{\infty} [p_{ij} - p_{kj}]^+,$$

where $[p_{ij} - p_{kj}]^+ = \max(0, p_{ij} - p_{kj})$.

Isaacson and Madsen [29] is a good reference on the concept of the ergodic coefficient.

3.3 Estimator II

Recall that estimator II is based on $k$ full cycles. Our goal is to estimate the distribution of $\sqrt{k}(\hat{\pi}_k(i) - \pi_i)$ and $\sqrt{k}(\hat{p}_k(i,j) - p_{ij})$. We begin by recalling some well known results for the i.i.d. case.

Let $X_1, X_2, \cdots$ be i.i.d. random variables with $EX_1 = \mu < \infty$. Given a realization $X = (X_1, X_2, \cdots, X_n)$ and integers $n$ and $m$, construct $Y_{n,i}$, $i = 1, 2, \cdots, m$ as i.i.d. random variables with conditional distribution $P^*(Y_{n,i} = X_j) = 1/n$ for $1 \leq j \leq n$. ($P^*$ denotes conditional distribution given $X$). We have the following theorem regarding the strong law for the bootstrap. We state the result without proof, the reader is referred to Athreya [3] for the details.

Theorem 10 If $\lim m^{-\beta} > 0$ for some $\beta > 0$ as $m, n \to \infty$ and $E | X_1 - \mu |^\theta < \infty$ for some $\theta \geq 1$ such that $\theta \beta > 1$, then

$$\frac{1}{m} \sum_{i=1}^{m} Y_{n,i} \longrightarrow \mu \text{ w.p.1. as } m, n \to \infty.$$

The strong consistency property of the bootstrap estimator $\hat{\pi}_k(i)$ is given by the following theorem.
Theorem 11  With the same notations given above, if there exists $\delta > 0$ such that $E_\Delta T^{1+\delta}_\Delta < \infty$, then

$$\tilde{\pi}_k(i) \rightarrow \pi_i \text{ w.p.l. as } k \rightarrow \infty.$$ 

Proof. Recall that

$$\tilde{\pi}_k(i) = \frac{\sum_{i=1}^k g(\eta_t)}{\sum_{t=1}^k T_t},$$

where

$$g(\eta_t) = \text{number of visits to } i \text{ during cycle } \eta_t,$$

$$T_t = \text{length of the cycle } \eta_t.$$

The bootstrap version of this is

$$\tilde{\pi}_k(i) = \frac{\sum_{i=1}^k g(\eta^*_t)}{\sum_{t=1}^k T^*_t}.$$ 

By assumption, we have

$$E_\Delta |g(\eta_1)|^{1+\delta} \leq E_\Delta T^{1+\delta}_\Delta < \infty \text{ for some } \delta > 0.$$

By Theorem 10, we have

$$\frac{1}{k} \sum_{t=1}^k g(\eta^*_t) \rightarrow E g(\eta_1) \text{ with probability 1 as } k \rightarrow \infty,$$

and

$$\frac{T^*_1 + \cdots + T^*_k}{k} \rightarrow E T_1 \text{ with probability 1 as } k \rightarrow \infty.$$

Hence, we have that

$$\tilde{\pi}_k(i) \rightarrow \frac{E g(\eta_1)}{E T_1} \equiv \pi_i.$$
It is well known that

\[ \sqrt{k}(\hat{\pi}_k(i) - \pi_i) \text{ is asymptotically normal}, \]

and its bootstrap estimator is the conditional distribution of \( \sqrt{k}(\hat{\pi}_k(i) - \hat{\pi}_k(i)) \) given \((\eta_1, \ldots, \eta_k)\). The following theorem is an asymptotic one for the classical i.i.d. case, and the reader is referred to Bickel and Freedman [11] and Singh [38] for the details. More recent results are in Hall [27].

**Theorem 12** Suppose \( X_1, X_2, \ldots \) are independent, identically distributed, and have finite positive variance \( \sigma^2 \). Along almost all sample sequences \( X_1, X_2, \ldots \), given \((X_1, \ldots, X_n)\), as \( n \) and \( m \) tend to \( \infty \):

\[ \sqrt{m}(\mu^*_m - \mu_n) \xrightarrow{\text{in distribution}} N(0, \sigma^2), \]

where \( \mu_n(\mu^*_m) \) is the sample mean (bootstrap mean).

The bootstrap method works well to estimate the distribution of \( \sqrt{k}(\hat{\pi}_k(i) - \pi_i) \) for an ergodic Markov chain with infinite state space. The statement and proof are as follows:

**Theorem 13** With the notations given above, if \( E_X T^2_\Delta < \infty \), then, for almost all realizations of \( \{X_n; n \geq 0\} \), we have

\[ \sqrt{k}(\hat{\pi}_k(i) - \hat{\pi}_k(i)) \xrightarrow{\text{in distribution}} N(0, \sigma^2), \]

where \( \sigma^2 \) is the variance which will be defined in the proof.

**Proof.** Note that

\[
\hat{\pi}_k(i) = \frac{\sum_{t=1}^k g(\eta_t)}{\sum_{t=1}^k T_t}, \]

\[
\hat{\pi}_k(i) = \frac{\sum_{t=1}^k g(\eta^*_t)}{\sum_{t=1}^k T^*_t}. \]
Thus,

\[
\sqrt{k} (\bar{\pi}_k(i) - \bar{\pi}_k(i)) = \sqrt{k} \left( \frac{\sum_{t=1}^{k} g(\eta_t^*)}{\sum_{t=1}^{k} T_t^*} - \frac{\sum_{t=1}^{k} g(\eta_t)}{\sum_{t=1}^{k} T_t} \right)
= \sqrt{k} \left( \frac{1}{\sum_{t=1}^{k} T_t} \left( \sum_{t=1}^{k} g(\eta_t^*) \right) \left( \frac{\sum_{t=1}^{k} T_t^*}{\sum_{t=1}^{k} T_t} - 1 \right) \right)
+ \frac{1}{1/k \sum_{t=1}^{k} T_t} \frac{1}{\sqrt{k}} \sum_{t=1}^{k} (g(\eta_t^*) - g(\eta_t))
= \frac{1}{(1/k \sum_{t=1}^{k} T_t)(1/k \sum_{t}^{k} T_t^*)} \left( \frac{1}{\sqrt{k}} \sum (T_t - T_t^*) \right)
+ \frac{1}{1/k \sum_{t=1}^{k} T_t - \frac{1}{ET_t}} \frac{1}{\sqrt{k}} \sum (g(\eta_t^*) - g(\eta_t))
+ \left[ \frac{Eg(\eta_1)}{(ET_1)^2} \frac{1}{\sqrt{k}} \sum (T_t - T_t^*) + \frac{1}{\sqrt{kET_t}} \sum (g(\eta_t^*) - g(\eta_t)) \right]
= Z_{k1} + Z_{k2} + Z_{k3}, \quad \text{say.}
\]

By Theorem 11 and strong law, we have

\[
\frac{1}{k} \sum_{t=1}^{k} T_t^* \rightarrow ET_1 \quad \text{and} \quad \frac{1}{k} \sum_{t=1}^{k} g(\eta_t^*) \rightarrow Eg(\eta_1).
\]

Therefore \(Z_{k1}\) and \(Z_{k2}\) of the above equation converge to 0 with probability 1 as \(k \to \infty\). Let \(a \equiv 1/ET_t\) and \(b \equiv -Eg(\eta_1)/(ET_1)^2\), then \(Z_{k3}\) of the above equation is equal to

\[
\frac{1}{\sqrt{k}} \sum_{t=1}^{k} (a(g(\eta_t^*) - g(\eta_t)) + b(T_t^* - T_t))
= \frac{1}{\sqrt{k}} \sum_{t=1}^{k} ((a(g(\eta_t^*) + bT_t^*) - (ag(\eta_t) + bT_t))
\rightarrow N(0, a^2 \sigma_1^2 + b^2 \sigma_2^2 + 2ab\sigma_{12}) \text{ in distribution,}
\]

where \(\sigma_1^2 \equiv Var(T_1), \sigma_2^2 \equiv Var(g(\eta_1))\) and \(\sigma_{12}^2 \equiv Cov(T_1, g(\eta_1))\). \(\square\)
We have the asymptotic normality of $\sqrt{k}(\hat{p}_k(i,j) - p_{ij})$. The asymptotic distribution of $\sqrt{k}(\hat{p}_k(i,j) - \hat{p}_k(i,j))$ will be investigated in the following theorem.

**Theorem 14** With the notations given above, if $E\Delta T_\Delta^2 < \infty$, then, for almost all realizations of the process $\{X_n; n \geq 0\}$, we have

$$\sqrt{k}(\hat{p}_k(i,j) - \hat{p}_k(i,j)) \xrightarrow{d} N(0, \sigma^2)$$

where $\sigma^2$ will be defined in the proof.

Proof. We have

$$\sqrt{k}[\hat{p}_k(i,j) - \hat{p}_k(i,j)]$$

$$= \sqrt{k}\left[\sum h(\eta_i) - \sum h(\eta_t)\right]$$

$$= \frac{\sqrt{k}}{\sum g(\eta_t)} \sum h(\eta_t)\left[\sum g(\eta_t) - 1\right] + \sqrt{k} \frac{1}{\sum g(\eta_t)} \left[\sum h(\eta_t) - \sum h(\eta_t)\right]$$

$$= \left[\frac{1}{\sum g(\eta_t)}\right] \left[1/k \sum g(\eta_t) - \frac{Eh(\eta_1)}{\sum g(\eta_t)}\right] + \left[\frac{1}{\sum g(\eta_t)}\right] \left[\sum h(\eta_t) - \sum h(\eta_t)\right]$$

$$= W_{k1} + W_{k2} + W_{k3}, \quad \text{say.}$$

We have that $W_{k1}, W_{k2}$ converge to 0 with probability 1. Let

$$c \equiv \frac{1}{E\eta(\eta_1)}, \quad d \equiv -\frac{Eh(\eta_1)}{E(\eta_1)^2}.$$

Then $W_{k3}$ of the above equation is equal to

$$\frac{1}{\sqrt{k}} \sum_{i=1}^k [c(h(\eta_i^*) - h(\eta_t)) + d(g(\eta_i^*) - g(\eta_t))]$$
\[= \frac{1}{\sqrt{k}} \sum_{t=1}^{k} [(ch(\eta_t^*) + dg(\eta_t^*)) - (ch(\eta_t) + dg(\eta_t))] \]

\[\rightarrow N(0, c^2\sigma_2^2 + d^2\sigma_2^2 + 2cd\sigma_{23}) \text{ in distribution,} \]

where \(\sigma_2^2 = \text{Var}(g(\eta_1)), \sigma_3^2 = \text{Var}(h(\eta_1)), \text{and } \sigma_{23} = \text{Cov}(h(\eta_1), g(\eta_1)).\) □

Remark: If the bootstrap resample size \(k'\) is different from \(k\). Theorem 14 still holds, as long as both \(k\) and \(k'\) go to \(\infty\). The rate of growth is irrelevant, but the finite second moment for the hitting time \(T_{\Delta}\) is crucial.

### 3.4 Estimator III

Suppose \(X \equiv \{X_0, X_1, \ldots, X_n\}\) is a realization of an ergodic Markov chain with infinite state space \(S\) and transition probability matrix \(P\). The third version of the bootstrap algorithm is as follows:

1) Given \(n\), let \(k + 1 = \sup \{T_j^\Delta \leq n\}\) and \(\eta_i = (X_{T_i^\Delta}, \ldots, X_{T_{i+1}^\Delta-1})\), \(i = 1, 2, \ldots, k\). Note that unlike in (3.3), here \(k\) is a random variable. Let \(\hat{\pi}_k(i)\) and \(\hat{p}_k(i, j)\) be defined as above.

2) Given \(X\), draw a “bootstrap sample” \(X^* \equiv \{\eta_1^*, \eta_2^*, \ldots, \eta_k^*\}\) of size \(k\) from the empirical distribution \(\hat{F}_k\).

3) Approximate the sampling distribution of \(R(X, P) \equiv \sqrt{k}(\hat{P}_k - P)\) by the bootstrap distribution of \(R(X^*, \hat{P}_k) \equiv \sqrt{k}(\hat{P}_k - \hat{P}_k)\), where \(\hat{P}_k\) is defined as above.

Even though \(k\) is random, it goes to \(\infty\) w.p.1. as \(n \rightarrow \infty\). Thus, the strong consistency and normality of the bootstrap hold here.

**Theorem 15** With the same notations as above, if there exists \(\delta > 0\) such that
Then
\[ \hat{\pi}_k(i) - \hat{\pi}_k(i) \rightarrow 0 \text{ with probability 1.} \]

Proof. By the definition of the bootstrap estimator, we have
\[
\hat{\pi}_k(i) = \frac{1}{m} \sum_{t=1}^{k} g(\eta_t^*) \quad (\text{where } m = T_1^* + \cdots + T_k^*)
\]
\[
= \frac{k}{m} \sum_{t=1}^{k} g(\eta_t^*)
\]
\[
= \frac{k}{m} \left[ \frac{[\pi \Delta n]}{\pi \Delta n} \sum_{t=1}^{[\pi \Delta n]} g(\eta_t^*) \right) + \frac{1}{[\pi \Delta n]} \sum_{t=[\pi \Delta n]+1}^{k} g(\eta_t^*) \right].
\]

By Theorem 10 and \( E_\Delta T_\Delta^{1+\delta} < \infty \Rightarrow E_\Delta g(\eta_1)^2 < \infty \), we have

a) \[
\frac{m}{k} = \frac{1}{k} \sum_{t=1}^{k} T_t^*
\]
\[
= \frac{[\pi \Delta n]}{\pi \Delta n} \left( \sum_{t=1}^{[\pi \Delta n]} T_t^* \right) + \frac{[\pi \Delta n]_t=[\pi \Delta n]+1 T_t^*}{[\pi \Delta n]}
\]

The first term converges to \( E_\Delta T_\Delta \) by Theorem 10, the second term converges to 0 as \( n \rightarrow \infty \), which has been done in Section 2.2.

b) By Theorem 4, we have \( k/[\pi \Delta n] \rightarrow 1 \).

c) By Theorem 10, we have \( (1) \Rightarrow E g(\eta_1) \) with probability 1, and by Theorem 3, we have \( (2) \rightarrow 0 \) with probability 1. \( \square \)

**Theorem 16** With the notations given above, if \( E_\Delta T_\Delta^2 < \infty \), then for almost all realizations of the process \( \{X_n; n \geq 0\} \), we have
\[
\sqrt{k}(\hat{\pi}_k(i) - \hat{\pi}_k(i)) \rightarrow N(0, \sigma^2) \text{ in distribution},
\]
where \( \sigma^2 \) is the variance which is a function of \( \text{Var}(T_1), \text{Var}(g(\eta_1)), \) and \( \text{Cov}(T_1, g(\eta_1)) \).

Proof. Note that

\[
\hat{\pi}_k(i) = \frac{1}{m} \sum_{t=1}^{k} g(\eta_t^*) \quad \text{where} \quad m = \sum_{t=1}^{k} T_t^*.
\]

Now, consider

\[
\sqrt{k}(\hat{\pi}_k(i) - \pi(i)) = \sqrt{k}(\frac{1}{m} \sum_{t=1}^{k} g(\eta_t^*) - \frac{1}{n'} \sum_{t=1}^{k} g(\eta_t)),
\]

where \( n' = \sum_{j=1}^{k} T_j \). In order to prove the convergence of the above equation, we prove the following two results.

1) \[
\sqrt{k}(\frac{m}{k} - \frac{n'}{k}) = \sqrt{k}[\frac{1}{k} (\sum_{j=1}^{k} T_j^* - \sum_{j=1}^{k} T_j)] = \frac{1}{\sqrt{k}} \sum_{j=1}^{k} (T_j^* - T_j) \quad \rightarrow \quad N(0, \sigma_1^2) \quad \text{in distribution},
\]

where \( \sigma_1^2 = \text{Var}(T_1) \).

Since \( g(\eta_1^*) \) are i.i.d. and \( E_{\Delta} T_2^2 < \infty \Rightarrow Eg(\eta_1)^2 < \infty \), we have

2) \[
\sqrt{k}(\frac{1}{k} \sum_{t=1}^{k} g(\eta_t^*) - \frac{1}{k} \sum_{t=1}^{k} g(\eta_t)) \quad \rightarrow \quad N(0, \sigma_2^2) \quad \text{in distribution},
\]
where $\sigma^2 = \text{Var}(G(\eta_1))$.

By $\delta - method$, we have

$$\sqrt{k}(\hat{\pi}_k(i) - \hat{\pi}_k^*(i)) \rightarrow N(0, \sigma^2) \text{ in distribution.} \quad \Box$$

We now state the following theorem regarding the asymptotic normality of the distribution of $\sqrt{k}(\hat{\pi}_k(i, j) - \hat{\pi}_k^*(i, j))$, since the proof is the same as Theorem 14, we do not give it here.

**Theorem 17** With the notations given above, if $E\Delta T^2_\Delta < \infty$, then for almost all realizations of the process $\{X_n; n \geq 0\}$, we have

$$\sqrt{k}(\hat{\pi}_k(i, j) - \hat{\pi}_k^*(i, j)) \rightarrow N(0, \sigma^2) \text{ in distribution,}$$

where $\sigma^2$ is the variance involving $\text{Var}(g(\eta_1)), \text{Var}(h(\eta_1))$ and $\text{Cov}(h(\eta_1), g(\eta_1))$.

Remark: We note that for estimators II and III, the bootstrap has been shown to work, whereas for estimator I, we do not have a complete proof yet.
# Limit Theorems for an Array of Harris Chains

## 4.1 Central Limit Theorem for an Array of Harris Chains

Let \( \{X_n; \; n \geq 0\} \) be a Harris chain on a measurable state space \((S, \mathcal{S})\) with transition kernel \(P(\cdot, \cdot)\) and reference measure \(\varphi(\cdot)\). It is well known that there is a regeneration scheme for such chains in the following sense: there exists an integer \(n_0 \geq 1\) for which the skeleton chain \(Y_n = \{X_{nn_0}; \; n \geq 0\}\) can be extended to a chain \(\tilde{Y}_n\) on an enlarged space \(\tilde{S} = S \cup \{\Delta\}\) with transition kernel \(\tilde{P}\), where \(\Delta\) is a recurrent point for \(\tilde{Y}_n\); namely \(\tilde{P}_{\pi}(\tilde{Y}_n = \Delta \; \text{for some} \; n \geq 1) \equiv 1\). Thus, for the Harris chain, without loss of generality, we may assume there exists a recurrence point. For details of this analysis, the reader is referred to Athreya and Ney [7]. We will assume such a recurrent point exists for the whole chapter.

**Theorem 18** The measure

\[
\nu(A) = E_{\Delta} \left( \sum_{j=0}^{T_{\Delta}-1} I_A(X_j) \right),
\]

where \(T_\Delta = \inf\{n : n \geq 1, \; X_n = \Delta\}\), is an invariant measure for \(P\), namely \(\nu P = \nu\). If \(\lambda(\cdot)\) is another \(\sigma\)-finite measure satisfying \(\lambda P \leq \lambda\), then \(\lambda(\cdot) = \lambda(\Delta) \nu(\cdot)\).

The following theorem is a generalization of the classical ergodic theorem for Markov chains. We quote it here without proof, and the reader is referred to Athreya and Ney [7] for the details.
Theorem 19 Let $E \Delta T \Delta < \infty$. Then, for all $f \in L_1(\nu)$, we have
\[
\frac{1}{n} \sum_{j=0}^{n} f(X_j) - \int f(x) \pi(dx) \longrightarrow 0 \text{ almost surely},
\]
where $\pi(dx) = \nu(dx)/\nu(S)$.

The following theorem is a central limit theorem for the functionals
\[
\xi_n(f) \equiv \sum_{j=0}^{n} f(X_j), \quad f \in L_1(\nu).
\]
Note that, when $f = I_A$, $\xi_n(A) \equiv \xi_n(I_A)$ contains the number of visits by \{X_n\} to the set $A$ up to time $n$. The reader is referred to Nummelin [33] for the details.

Theorem 20 Let \{X_n\} be an irreducible Harris chain with state space $(S,S)$ and recurrent point $\Delta$ with $E \Delta T \Delta < \infty$. Let $f \in L_1(\nu)$ be such that
\[
E_{\Delta} \left( \sum_{j=0}^{T_{\Delta}-1} f(X_j) \right)^2 < \infty.
\]
Then
\[
\frac{1}{\sqrt{n}} \sum_{j=0}^{n} (f(X_j) - \int f(x) \pi(dx)) \longrightarrow N(0,\sigma^2(f)) \text{ in distribution},
\]
where
\[
\sigma^2(f) = 2 \int f(x)(Tf)(x) \pi(dx) - \int f^2(x) \pi(dx) - \left( \int f(x) \pi(dx) \right)^2,
\]
and $(Tf)(x) = E_x(\sum_{j=0}^{T_{\Delta}-1} f(X_j))$.

Let $X_n = \{X_{nj}; n \geq 0\}$ be a sequence of Harris chains on a measurable state space $(S,S)$ with transition kernels $P_n(\cdot,\cdot)$ and reference measures $\varphi_n(\cdot)$. We assume that the existence of recurrent point $\Delta$ for the sequence of Harris chains $X_n$. 
Our goal here is to prove a generalization of Theorem 20 to a double array of Harris chains. Let $T_{n\Delta}$ be the first hitting time of the Harris chain $X_n$ to its recurrent point $\Delta$ on the state space $S$. That is,

$$T_{n\Delta} = \begin{cases} \inf \{t \geq 1, X_{nt} = \Delta\}; \\ \infty, \text{ if no such } n \text{ exist.} \end{cases}$$

Let $\nu_n(\Delta) \equiv E_{\Delta}(\sum_{t=0}^{T_{n\Delta}-1} I_A(X_{nt}))$, we assume $\nu_n(S) \equiv E_{\Delta} T_{n\Delta} < \infty$ and set $\pi_n(\cdot) \equiv \nu_n(\cdot)/\nu_n(S)$. Define for any $f_n \in L_1(\pi_n)$,

$$\eta_n(f_n) \equiv \frac{T_{n\Delta}^j+1-1}{\sum_{t=T_{n\Delta}^j}^T f_n(X_{nt})}. \quad (1)$$

Without loss of generality, we may assume that $E\eta_n(1) = 0$.

**Theorem 21** With the notations given above, if

1) $\sup_{x,n} \| P_n^{(\alpha)}(x, \cdot) - \pi_n(\cdot) \| \leq C \rho^\alpha$, for some constant $C > 0$ and $\rho \in (0, 1)$,

where $\| \cdot \|$ is the total variation norm,

2) $N_n \pi_{n\Delta} \to \infty$ as $n \to \infty$,

3) $\frac{1}{\sigma_n^2} E((\eta_1(f_n))^2; | \eta_1(f_n) | > \xi \sigma_n \sqrt{[N_n \pi_{n\Delta}]} \to 0$ as $n \to \infty$.

where

$$\sigma_n^2 = 2 \int f_n(x)(T_n f_n)(x) \pi_n(dx) - \int f_n^2(x) \pi_n(dx),$$

and

$$T_{n\Delta} \sum_{t=0}^{T_{n\Delta}-1} f_n(X_{nt}),$$

then

$$\frac{1}{\sigma_n \sqrt{N_n}} \sum_{j=0}^{N_n} f_n(X_{nj}) \to N(0, 1) \text{ in distribution.}$$
Proof. We decompose \((1/\sigma_n \sqrt{N_n}) \sum_{j=0}^{N_n} f_n(X_{nj})\) as follows:

\[
\frac{1}{\sigma_n \sqrt{N_n}} \sum_{j=0}^{N_n} f_n(X_{nj}) = \frac{1}{\sigma_n \sqrt{N_n}} \left( \sum_{j=0}^{m_n \Delta} \eta_{nj}(f_n) + \sum_{j=T_{n \Delta}^{m_n \Delta}}^{N_n} f_n(X_{nj}) \right)
\]

\[
= \frac{\sqrt{[N_n \pi_n \Delta]}}{\sqrt{N_n}} \left[ \frac{1}{\sigma_n \sqrt{[N_n \pi_n \Delta]}} \sum_{j=0}^{N_n \pi_n \Delta} \eta_{nj}(f_n) \right]
\]

\[
+ \frac{1}{\sqrt{N_n}} \sum_{j=[N_n \pi_n \Delta]+1}^{m_n \Delta} \eta_{nj}(f_n)/\sigma_n + \frac{1}{\sqrt{N_n}} \sum_{j=T_{n \Delta}^{m_n \Delta}}^{N_n} f_n(X_{nj})/\sigma_n,
\]

where \(m_n \Delta\) is the number of visits to \(\Delta\) by the \(n^{th}\) chain up to time \(N_n\).

Thus, we can prove this theorem by discussing four parts of the above equation separately.

Claim 1. For all \(\epsilon > 0\),

\[
P(\left| \frac{m_n \Delta}{N_n} - \pi_n \Delta \right| > \epsilon) \rightarrow 0 \text{ as } n \rightarrow \infty.
\]

In fact,

\[
E\left(\frac{m_n \Delta}{N_n} - \pi_n \Delta\right)^2
\]

\[
= E\left(\frac{1}{N_n} \sum_{j=1}^{N_n} (I(X_{nj} = \Delta) - \pi_n \Delta)\right)^2
\]

\[
= \frac{1}{N_n^2} \sum_{l=1}^{N_n} \sum_{k=1}^{N_n} \left[ P(X_{nk} = \Delta, X_{nl} = \Delta) - \pi_n \Delta P(X_{nk} = \Delta) \right]
\]

\[
- \pi_n \Delta P(X_{nl} = \Delta) + \pi_n^2 \Delta.
\]
By assumption 1), the rest of the proof is the same as the proof in Theorem 4.

Claim 2. For all $\epsilon > 0$,
\[
P\left(\frac{1}{\sqrt{N_n}} \sum_{j=T_{n\Delta}^{m}}^{N_n} f_n(X_{n,j})/\sigma_n \geq \epsilon\right) \to 0 \text{ as } n \to \infty.
\]

Let $\epsilon > 0$ be an arbitrary constant, we have
\[
P\left(\frac{1}{\sqrt{N_n}} \sum_{j=T_{n\Delta}^{m}}^{N_n} f_n(X_{n,j}) \leq \epsilon\sqrt{N_n}\sigma_n \right)
= \sum_{m=0}^{N_n} P\left(\frac{1}{\sqrt{N_n}} \sum_{j=N_n-m}^{N_n} f_n(X_{n,j}) \geq \epsilon\sqrt{N_n}\sigma_n ; T_{n\Delta}^{(m\Delta+1)} > m, T_{n\Delta}^m = N_n - m\right)
= \sum_{m=0}^{N_n} g_n(m) P\{T_{n\Delta}^m = N_n - m\} \text{ (by Markov property)}
\leq \sup_m g_n(m),
\]
where
\[
g_n(m) = P\Delta\left\{\sum_{j=0}^{m} f_n(X_{n,j}) \geq \epsilon\sqrt{N_n}\sigma_n; T_{n\Delta} > m \right\}.
\]

But
\[
\sup_m g_n(m) \leq P\Delta\left\{\sum_{j=0}^{T_{n\Delta}^m - 1} f_n(X_{n,j}) \geq \epsilon\sqrt{N_n}\sigma_n \right\}
\leq \frac{E[|\eta_n(f_n)|^2; |\eta_n(f_n)| \geq \epsilon\sqrt{N_n}\sigma_n]}{\sigma_n^2 \epsilon N_n}
\to 0 \text{ (by assumption 3)}.
\]

Claim 3. For all $\epsilon > 0$,
\[
P\left(\frac{1}{\sigma_n \sqrt{N_n}} \sum_{j=[N_n\tau_{n\Delta}]+1}^{m_n\Delta} \eta_n(f_n) \geq \epsilon\right) \to 0.
\]
By Claim 1, we have for any fixed $\epsilon > 0$, an integer $n_0$ such that

$$P\{ | m_{n\Delta} - [N_n\pi_{n\Delta}] | > \epsilon^3 N_n \} < \epsilon \quad \text{for all } n > n_0.$$ 

Clearly, for such $n$,

$$P\{ \left| \sum_{j=[N_n\pi_{n\Delta}]+1}^{m_{n\Delta}} \eta_{nj}(f_n) \right| > \epsilon \sqrt{N_n \sigma_n} \}$$

$$\leq P\{ | m_{n\Delta} - [N_n\pi_{n\Delta}] | > \epsilon^3 N_n \}$$

$$+ P\{ \max_{1 \leq m \leq \epsilon^3 N_n} \left| \sum_{j=[N_n\pi_{n\Delta}]+1}^{m} \eta_{nj}(f_n) \right| > \epsilon \sqrt{N_n \sigma_n} \}$$

$$< \epsilon + 2P\{ \max_{1 \leq m \leq \epsilon^3 N_n} \left| \sum_{j=1}^{m} \eta_{nj}(f_n) \right| > \epsilon \sqrt{N_n \sigma_n} \}$$

$$< \epsilon + \frac{2E(\sum_{j=1}^{[\epsilon^3 N_n]+1} \eta_{nj}(f_n))^2}{\epsilon^2 N_n \sigma_n^2} \quad \text{(by Kolmogorov's inequality)}$$

$$= \epsilon + 2\epsilon$$

$$= 3\epsilon.$$

Claim 4.

$$\frac{1}{\sigma_n \sqrt{[N_n\pi_{n\Delta}]}} \sum_{j=0}^{[N_n\pi_{n\Delta}]} \eta_{nj}(f_n) \sim N(0,1) \text{ in distribution.}$$

Let

$$Y_{nj} \equiv \frac{\eta_{nj}(f_n)}{\sigma_n \sqrt{[N_n\pi_{n\Delta}]}}.$$

Then, we have for each $n$

1) $\{ Y_{nj}; \ j = 1, \cdots, [N_n\pi_{n\Delta}] \}$ are i.i.d. random variables,

2) $EY_{nj} = 0,$

3) $\sum_{j=1}^{[N_n\pi_{n\Delta}]} EY_{nj}^2 = \frac{E(\eta_{n1}(f_n))^2}{\sigma_n^2} < \infty \quad \text{(by assumption 3).}$
It is enough to show that \( \{Y_{nj}\} \) satisfies the Lindeberg's condition. That is, for any fixed \( \epsilon > 0 \), we have

\[
\frac{\sum_{j=1}^{[N_n \pi_n \Delta]} E[Y_{nj}^2 \cdot I(|Y_{nj}| > \epsilon)]}{\sigma_n^2} \longrightarrow 0 \text{ as } n \to \infty.
\]

But, the left side of the above equation is equal to

\[
\frac{1}{\sigma_n^2} E[(\eta_{n1}(f_n))^2; |\eta_{n1}(f_n)| > \epsilon \sigma_n \sqrt{[N_n \pi_n \Delta]}]
\]

\[
\longrightarrow 0 \text{ as } n \to \infty \text{ (by assumption 3).}
\]

It remains to calculate the variance \( E(\eta_{n1}(f_n))^2 \). In fact, we have

\[
E(\eta_{n1}(f_n))^2
= E \Delta(\sum_{j=0}^{T_n \Delta - 1} f_n(X_{nj}))^2
= E \Delta(\sum_{i,j=0}^{T_n \Delta - 1} f_n(X_{ni})f_n(X_{nj}))
= E \Delta(\sum_{i=0}^{T_n \Delta - 1} f_n^2(X_{ni}))
+ 2E \Delta(\sum_{i=0}^{T_n \Delta - 1} \sum_{j>i+1} f_n(X_{ni})f_n(X_{nj}))
= E \Delta(\sum_{i=0}^{T_n \Delta - 1} f_n^2(X_{ni}))
+ 2E \Delta(\sum_{i=0}^{\infty} I(T_n \Delta > i) \sum_{j>i+1} f_n(X_{ni})f_n(X_{nj})I(T_n \Delta > j))
= E \Delta(\sum_{i=0}^{T_n \Delta - 1} f_n^2(X_{ni}))
+ 2 \sum_{i=0}^{\infty} E \Delta[(I(T_n \Delta > i)f_n(X_{ni})) \cdot E(\sum_{j=i+1}^{\infty} f_n(X_{nj})I(T_n \Delta > j) | \mathcal{F}_i)].
\]
But

\[
E[ \sum_{j=i+1}^{\infty} f_n(X_{nj}) I(T_n \Delta > j | \mathcal{F}_i) I(T_n \Delta > i)] \\
= E_{X_n^i} \sum_{r=1}^{\infty} f_{nr}(X_{ni}) I(T_n \Delta > r) \\
= ((T_n f_n)(X_{ni}) - f_n(X_{ni})) I(T_n \Delta > i),
\]

where \((T_n f_n)(x) \equiv E_x(\sum_{i=0}^{T_n \Delta - 1} f_n(X_{ni})).\)

Hence, the variance

\[
E(\eta_{n1}(f_n))^2 \\
= E_\Delta( \sum_{i=0}^{T_n \Delta - 1} f_n^2(X_{ni})) \\
+ 2 \sum_{i=0}^{\infty} E_\Delta[I(T_n \Delta > i) f_n(X_{ni})][(T_n f_n)(X_{ni}) - f_n(X_{ni})]I(T_n \Delta > i)] \\
= 2 \sum_{i=0}^{\infty} E_\Delta[I(T_n \Delta > i) f_n(X_{ni})(T_n f_n)(X_{ni}) - E_\Delta( \sum_{i=0}^{T_n \Delta - 1} f_n^2(X_{ni}))] \\
= 2 \int f_n(x)(T_n f_n)(x) \pi_n(dx) - \int f_n^2(x) \pi_n(dx).
\]

\[\square\]

4.2 Applications and Further Research

Let \(\{X_{nj}; j = 1, \ldots, N_n, n = 1, \ldots\}\) be a sequence of Harris chains with the same assumptions as the previous section. We will show that Theorem 4 is a corollary of Theorem 21. The procedure is as follows:

We define notation first. Let

\[f_{\Delta \Delta}^{(m)} \equiv P_\Delta\{X_t \neq \Delta \text{ for } t < m; X_m = \Delta\}.\]
Theorem 22 Let \( \{X_n; j = 1, \ldots, N_n\} \) be a sequence of ergodic Markov chains on a finite state space \( S \), and transition probability matrix \( P_n \), such that \( P_n(i, j) \to P(i, j) \) for all \( i, j \), where \( P(i, j) \) is the transition probability matrix of a Markov chain \( \{X_k; k \geq 0\} \) on the same state space \( S \). Let \( f_n \) be a sequence of functions on \( S \). If

\[
\sup_{n \geq 1, s \in S} |f_n(s)| < \infty,
\]

then

\[
\frac{1}{\sqrt{N_n \sigma_n^2(f_n)}} \sum_{j=1}^{N_n} f_n(X_{n_j}) \to N(0, 1) \text{ in distribution},
\]

where \( \sigma_n^2(f_n) \) is the same as the one in Theorem 21.

Proof. Here, we want to check that with the assumption given above, the three conditions hold in Theorem 21. We prove the following lemma first.

Lemma 6 With the notations given above, then there exists \( \delta > 0 \) such that

\[
\sup_n E_\Delta [\eta_n^{2+\delta}(f_n)] < \infty.
\]

Note that since \( \sup_n \sigma_n^2(f_n) < \infty \), Lemma 6 implies assumption 3) in Theorem 21.

Proof. Since the state space \( S \) is finite, without loss of generality, we may assume all entries of \( P_n \) are positive for all \( n \), and let

\[
\alpha_n \equiv \max_{i,j} p_{nij}, \quad \beta_n \equiv \min_{i,j} p_{nij},
\]

\[
\alpha \equiv \max_{i,j} p_{ij}, \quad \beta \equiv \min_{i,j} p_{ij}.
\]

Then

\[
\alpha_n \to \alpha, \text{ and } \beta_n \to \beta.
\]
Now, consider

\[ f_{\Delta \Delta} = p_{\Delta \Delta} \leq \alpha, \]
\[ f^{(2)}_{\Delta \Delta} = \sum_{k \neq \Delta} p_{\Delta k} p_{k \Delta} \leq \alpha \sum_{k \neq \Delta} p_{\Delta k} \]
\[ = \alpha(1 - p_{\Delta \Delta}) \leq \alpha(1 - \beta), \]
\[ \vdots \]
\[ f^{(m)}_{\Delta \Delta} \leq \alpha(1 - \beta)^{m-1}. \]

Since \( \alpha_n \mapsto \alpha \) and \( \beta_n \mapsto \beta \), so, there exists \( \epsilon > 0 \) and integer \( n_0 \) such that

\[ f^{(m)}_{n \Delta \Delta} \leq C(1 - \beta - \epsilon)^{m-1}, \quad \text{for all } n \geq n_0. \]

Now, let \( \rho > 1 \) such that \( \rho(1 - \beta - \epsilon) < 1 \), then

\[
\sup_{n \geq n_0} E_\Delta \rho^{T_{n \Delta}} = \sup_{n \geq n_0} \sum_{m=1}^{\infty} \rho^m f^{(m)}_{n \Delta \Delta} \\
\leq \sup_{n \geq n_0} \sum_{m=1}^{\infty} \rho^m C(1 - \beta - \epsilon)^{m-1} \\
\leq C \rho \frac{1}{1 - \rho(1 - \beta - \epsilon)} < \infty.
\]

This implies that there exists \( \delta > 0 \) such that

\[ \sup_{n \geq 1} E_\Delta \rho^{T_{n \Delta}} < \infty \implies \sup_{n \geq 1} E_\Delta T_{n \Delta}^{2+\delta} < \infty. \quad \square \]

In order to complete the proof, we need to check that

1) \( \sup_{i,n} | P_n^{(\alpha)}(i,j) - \pi_n(j) | \leq C \rho^\alpha, \)

...
for some independent constants $C$ and $\rho$.

2) $\lim_{n \to \infty} \inf_{i \neq \Delta} P_n(i, \{\Delta\}) > 0 \Rightarrow N_n \pi_n \Delta \to \infty$.

For 1), since we have

$$|P_n^{(\alpha)}(i, j) - \pi_n(j)| \leq C\rho_n^\alpha \text{ and } \rho_n = 1 - \alpha_n \text{ where } \alpha_n \to \alpha,$$

so, there exists a constant $\rho \in (0, 1)$ such that

$$\sup_n |P_n^{(\alpha)}(i, j) - \pi_n(j)| \leq C\rho^\alpha.$$

For 2), since $\Delta$ is a recurrent point of the Markov chain, so, we have

$$P_n(i, \{\Delta\}) \to P(i, \{\Delta\}) > 0, \text{ as } n \to \infty. \quad \Box$$

Now, we give an alternative proof of Theorem 4 which can be regarded as a corollary of Theorem 21. Let us prove the following lemma first.

**Lemma 7** Let $X$ be an ergodic Markov chain with state space $(E, \mathcal{E})$ and transition probability matrix $P$. Let $g$ be a measurable function on $(E \times E, \mathcal{E} \otimes \mathcal{E})$ such that $g \in L_1(\mu)$ where $\mu$ is $\pi \times \pi$, and $\pi$ is the invariant measure on $E$. Then

$$\frac{1}{n+1} \sum_{m=0}^{n} g(X_m, X_{m+1}) \to \int_{E} \int_{E} g(x, y) p(x, dy) \pi(dx) \text{ with probability } 1.$$

**Proof.** Consider $Y_n \equiv (X_n, X_{n+1})$, for $n = 0, 1, \ldots$, then $Y_n$ is an ergodic Markov chain with state space $E \times E$, and invariant measure $\mu$. Then, we have

$$\lim_{n \to \infty} \frac{1}{n+1} \sum_{m=0}^{n} g(Y_m) = \int_{E \times E} g(z) \mu(dz) = \int_{E \times E} g(x, y) \mu(dx \times dy), \text{ where } z = (x, y).$$
For all $A, B \in E$, $C \equiv (A, B)$, and $\Delta = (i, E)$, we have

\[
\mu(C) = E_\Delta \left( \sum_{m=0}^{T_{\Delta} - 1} I_C(X_m, X_{m+1}) \right) \\
= E_i \left( \sum_{m=0}^{T_i - 1} I_A(X_m)I_B(X_{m+1}) \right) \\
= \sum_{m=0}^{\infty} E_i \left( I_A(X_m)I_B(X_{m+1})I(T_i > m) \right) \\
= \sum_{m=0}^{\infty} E_i \left[ E_i \left( I_A(X_m)I_B(X_{m+1})I(T_i > m) \mid X_m \right) \right] \\
= \sum_{m=0}^{\infty} E_i \left( I_A(X_m)P(X_m, B)I(T_i > m) \right) \\
= \int_E I_A(x)p(x, B)\pi(dx) \\
= \int_A p(x, B)\pi(dx).
\]

This implies that

\[
\mu(dx, dy) = p(x, dy)\pi(dx) \\
\implies \int_{E \times E} g(x, y)\mu(dx \times dy) = \int_E \int_E g(x, y)p(x, dy)\pi(dx).
\]

**Theorem 23** With the notations given above, then for almost all realizations of the process, we have

\[
\sqrt{N_n(\hat{P}_n - \hat{P}_n)} \overset{d}{\longrightarrow} N(0, \Sigma P) \text{ in distribution}
\]

as $n \to \infty$ and $N_n \to \infty$, where $\Sigma P$ is the same as the one in Theorem 4.

Proof. The maximum likelihood estimator $\hat{P}_n(i, j)$ of $P(i, j)$ is a consistent estimator. That is, $\hat{P}_n(i, j) \to P(i, j)$ for all states $i, j$ in the state space $S$. For each fixed $n$,.
the observation \{X_{nj}; j = i, \cdots, N\} can be regarded as a Markov chain with finite state space \(S\) and transition probability matrix \(\hat{P}_n(\cdot, \cdot)\). From Theorem 22, we have

\[
\sqrt{N_n} \left( \sum_{j=1}^{N_n} \frac{f(X_{nj})}{N_n} - \int f(x) \pi_n(dx) \right) \rightarrow N(0, \sigma^2(f)) \text{ in distribution,}
\]

and

\[
\sqrt{N_n} \left( \sum_{j=1}^{N_n} \frac{g(X_{nj})}{N_n} - \int g(x) \pi_n(dx) \right) \rightarrow N(0, \sigma^2(g)) \text{ in distribution.}
\]

Then by \(\delta\)-method, we have

\[
\sqrt{N_n} \left( \sum_{j=0}^{N_n} \frac{f(X_{nj})}{\sum_{j=0}^{N_n} g(X_{nj})} - \int \frac{f(x) \pi_n(dx)}{\int g(x) \pi_n(dx)} \right) \rightarrow N(0, \sigma^2(f, g)) \text{ in distribution.}
\]

Now, we define \(Y_n \equiv (X_n, X_{n+1})\), then, \(Y_n\) is also a Markov chain, and let

\[
f(x, y) = \begin{cases} 1, & \text{if } x = i, y = j; \\ 0, & \text{otherwise}, \end{cases}
\]

\[
g(x, y) = \begin{cases} 1, & \text{if } x = i; \\ 0, & \text{otherwise}. \end{cases}
\]

Then, we have

\[
\frac{\sum_{j=0}^{N_n} f(Y_{nj})}{\sum_{j=0}^{N_n} g(Y_{nj})} = \frac{m_{ni}}{m_{nj}},
\]

and

\[
\frac{\int_{E} \int_{E} f(x, y)p(x, dy) \pi_n(dx)}{\int_{E} \int_{E} g(x, y)p(x, dy) \pi_n(dx)} = \frac{\hat{P}_n(i, j)\pi_n(i)}{\pi_n(i) \int_{E} p(x, dy)} = \hat{P}_n(i, j).
\]

Hence

\[
\sqrt{N_n} \left( \frac{m_{ni}}{m_{nj}} - \hat{P}_n(i, j) \right) \rightarrow N(0, \sigma^2(P)) \text{ in distribution}
\]

\[
\Rightarrow \sqrt{N_n}(\hat{P}_n - \hat{P}_n) \rightarrow N(0, \Sigma_p) \text{ in distribution.} \quad \square
\]
The following are further research topics related to this paper.

1) The theorems proved in Section 4.2 can only be applied to the finite state Markov chain case. In fact, for a Markov chain with infinite state space, the condition

1) in Theorem 21

\[ \sup_{x,n} \| P_n^{(\alpha)}(x,\cdot) - \pi_n(\cdot) \| \leq C \rho^\alpha \]

can not be checked.

2) The rate of convergence of the bootstrap estimator is an open question: Is there an Edgeworth type expansion for

\[ P\{ \sqrt{N_n}(\tilde{P}_n - \hat{P}_n) \leq x \} ? \]

3) Bootstrapping the transition kernel \( P(\cdot,\cdot) \) of an ergodic Harris chain, is an extension of bootstrapping the transition probability matrix of an ergodic Markov chain with discrete state space. With the Doeblin's condition for the Harris chain, the histogram estimator \( \hat{P}_n(\cdot,\cdot) \) of \( P(\cdot,\cdot) \) has the asymptotic normality under some regularity conditions. An interesting problem here is to find the asymptotic behavior of the bootstrap estimator.
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