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CONCLUSION

We present in this article the first formal computer science definition for framing, an approach for 
the discovery of five distinct patterns (referred to as signatures) that characterize prominent frames, 
and a process that advances machine learning for document classification that takes advantage of 
content analysis on a small number of documents for scaling up to meet the demands of large datasets. 
Preliminary experiments suggest the use of Non-negative Matrix Factorization (NMF) combined with 
Term Frequency–Inverse Document Frequency (TF-IDF) are promising approaches for discovering 
frames through the process of revealing latent relationships found in online news articles. Though 
research by computer scientists is underway in using communication frames to explore news discourse 
(Alashri et al., 2016; Ceran et al., 2015; Lu et al., 2016), these studies fail to answer a foundational 
question: how can framing be used in machine learning and in the context of computer science? Thus, 
our research fills an important gap in the computer science literature by providing a formal definition 
and process for discovering frames. Future work involves improving our model using deep learning 
methods. We intend to test further linked data and discriminant factors that maximize the similarity 
between the document representations and each frame signature. We also plan to compare our results 
with existing classification techniques to evaluate performance.
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Figure 10. News frame discovery results
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