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creased the spatial variability of corn plant population within
PS and PN. A conventional planting methodology was used
to sow PW on 13 June 2004 (table 1).

Aerial hyperspectral remote sensing imagery was col‐
lected over the study area using the hyperspectral focal plane
scanner and data acquisition system developed by scientists
at the Institute for Technology Development at Stennis Space
Center in Mississippi (Mao, 2000). A Cessna single‐engine
aircraft was used as the platform for remote sensing data
collection,  and the sensor was fastened in a gyrostabilized
mount to minimize the effect of airplane roll, pitch, and yaw
on data quality. The scanner collected data between 498 nm
and 855 nm at a 3 nm bandwidth, for a total of 120 bands of
spectral information. The spatial resolution of the imagery
was 1 m. Remote sensing data were collected over the entire
study area on three dates in the summer of 2004: 22 June,
25�July, and 3 September. These dates corresponded to corn
growth stages V5 (5‐leaf vegetative), V15 (15‐leaf vegeta‐
tive), and R4 (dough) for PN and PS, and V3 (3‐leaf vegeta‐
tive), V12 (12‐leaf vegetative), and R2 (blister) for PW
(table�2).  Prior to remote sensing data collection, calibration
tarps showing eight grayscale levels from white to black were
laid out in an area near the study site. A spectroradiometer
(1500, GER Corp., Millbrook, N.Y.) was used to measure the
spectral reflectance from each panel between 286 nm and
1102 nm at a bandwidth of approximately 1.5 nm. Pilots then
captured hyperspectral remote sensing imagery over both the
study area and over the calibration tarps.

Ground reference data were collected using the machine
vision‐based corn plant population sensing system developed
by Shrestha and Steward (2003). System components were
mounted on a 4×4 Kawasaki all‐terrain vehicle (ATV) for
data collection in the field (fig. 2). A digital camcorder
(DCR‐TRV900, Sony Corp., New York, N.Y.) was used for
video acquisition of crop rows, and a special mount was de‐
signed to hold the camera at the front center of the vehicle.
Special features of the camera mount included a metal frame
skirted with translucent white cloth for diffusion of sunlight
in the camera's field of view and a connection mechanism
that isolated the camera from vehicle vibrations. The camera
was mounted at a height of 0.53 m above the ground, and this
provided a 0.3 × 0.4 m field of view. Video of crop rows was
recorded onto miniDV tapes. A global positioning system
(GPS) receiver (GG24‐RTK, Thales Navigation, Santa Clara,
Cal.) was used to obtain the geographic coordinates of the
ATV in the field. The antenna for the GPS receiver was
mounted above the storage box at the rear center of the ve‐
hicle, and the distance between the video camera and the re‐
ceiver along the longitudinal axis of the vehicle was 1.73 m.
A GPS encoder/decoder (VMS 200, Red Hen Systems, Inc.,
Fort Collins, Colo.) was used to convert GPS strings to an au‐
dio signal that could be recorded on the soundtrack of the mi‐
niDV tapes. A corrugated aluminum storage box was

Table 2. Status of corn growth on each image collection date.[a]

Plot North Plot South Plot West

Image Date DAP GS DAP GS DAP GS

22 June 2004 18 V5 18 V5 9 V3
25 July 2004 51 V15 51 V15 42 V12
3 Sept. 2004 91 R4 91 R4 82 R2

[a] DAP = days after planting; GS = growth stage.

Figure 2. The ground‐based corn plant population sensing system.

mounted on the rear of the ATV for storage of the global posi‐
tioning equipment.

On the days of ground reference data collection at the
study site, a second GPS receiver (GG24‐RTK, Thales Navi‐
gation, Santa Clara, Cal.) was placed at the location of a
benchmark on the research farm. This receiver was used as
a base station to improve the accuracy of position measure‐
ments at the rover receiver on the ATV. The two GPS receiv‐
ers communicated with each other via a radio link
(RFM‐96W, Pacific Crest Corp., Santa Clara, Cal.). When
the rover receiver was fixed on the base station through the
radio link, the positioning accuracy of the rover receiver was
less than 10 cm. The video camera was then set to collect vid‐
eo in progressive scan mode with a shutter speed of 1/1000�s.
Due to the movement of the ATV, these settings were essen‐
tial to ensure that high‐quality video was collected. After ful‐
ly zooming out the camera and allowing it to automatically
focus on the scene, the camera's autofocus function was
turned off. If left on, the autofocus was found to continually
overcompensate as it attempted to adjust the camera's focus
during data collection, and this ultimately caused blurriness
in the video. Prior to video collection, the camera's white bal‐
ance was also adjusted to ensure a more natural video color.
All other camera controls were used at their default settings.
Video frames recorded onto the miniDV tapes were in the
NTSC DV format with an aspect ratio of 2:3 (480 × 720 pix‐
els) and 24‐bit color resolution. Frames recorded in this for‐
mat do not have square pixels but are stretched to cover the
camera's field of view, having an aspect ratio of 3:4. Different
aspect ratios between real‐world and recorded frames do not
affect image processing; this difference only affects the dis‐
play of the image frames on computer screens with square
pixels. The GPS information was recorded on the soundtrack
at a frequency of 5 Hz, and the ATV was operated at an aver‐
age speed of 1 m s-1. Ground reference data were collected
in PN and PS on 23 June 2004 and in PW on 30 June 2004
(table 1). The system was used to collect information over ev‐
ery crop row contained within the area of the three plots.

GROUND REFERENCE DATA PROCESSING
Following the initial development of their machine vision

system, Shrestha and Steward (2003) packaged their algo‐
rithms for system operation and video processing into a C++
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application named ESCOPE. Characteristics of the software
include two operation modes, including “real‐time mode” for
automatic collection of corn plant population and spacing in‐
formation in the field and “laboratory mode” for analysis of
pre‐recorded videotapes in the laboratory. The ESCOPE soft‐
ware also provides three options for image segmentation, in‐
cluding a new algorithm that significantly reduces the
processing time required for this task (Shrestha et al., 2004b).
In addition, a manual plant count adjustment algorithm and
graphic user interface were developed such that a user could
visually inspect and make corrections to the automatic plant
counting algorithm results on the computer screen. Due to the
difficulties in automatically delineating plants at higher
growth stages, such corrections were most needed when at‐
tempting to count larger plants.

To generate a ground reference dataset of corn plant popu‐
lation for this work, the ESCOPE software first was used in
laboratory mode to segment the video frames that were re‐
corded during the data collection effort. To save time, the fast
image segmentation algorithm (Shrestha et al., 2004b) was
used as a first choice. However, when poor field conditions
or video quality warranted a more robust algorithm, the slow‐
er algorithm presented in Shrestha and Steward (2003) was
used. Plant identification and counting were then performed
on all the sequenced images of crop rows using an image seg‐
mentation algorithm (Shrestha and Steward, 2003) combined
with a chain code approach (Shrestha and Steward, 2005).
However, because crop rows were mainly recorded at higher
growth stages in this work, manual adjustments were made
in a majority of the sequenced images to ensure the accuracy
of plant locations. After these adjustments, ESCOPE pro‐
duced a text file containing the geographic coordinates of all
marked plants in the sequenced images. Because video was
recorded and analyzed on every crop row, the ground‐based
system was used to generate a complete inventory of all corn
plant locations within our study area. The generation of this
dataset was quite costly in terms of manual effort; however,
it enabled a unique investigation into the use of remote sens‐
ing imagery as an alternative way to estimate plant popula‐
tion spatially across cornfields.

HYPERSPECTRAL DATA PROCESSING

The hyperspectral imagery was prepared for analysis us‐
ing both spatial and spectral preprocessing. First, since raw
image spatial distortions can be produced by changes in air‐
craft attitude during the scanner‐based image collection pro‐
cess, a correction procedure, developed by Yao and Tian
(2004), was implemented to remove as much spatial distor‐
tion in the raw hyperspectral imagery as possible. Next, the
images were georeferenced to the Universal Transverse Mer‐
cator (UTM) coordinate system using a field boundary map
that was obtained with a meter‐level accuracy backpack GPS
unit (Pathfinder Pro XRS, Trimble Navigation Ltd., Sunny‐
vale, Cal.). For spectral correction, a minimum noise fraction
(MNF) transformation (Green et al., 1988) was used to re‐
move sensor noise in the raw reflectance data. Then, by
matching the digital numbers of the calibration tarps in each
image to the reflectance measurements taken of the tarps on
the ground, the imagery was calibrated to percent reflectance
with an empirical line calibration procedure (Smith and Mil‐
ton, 1999). These pre‐processing steps were performed sepa‐
rately for each of the three remote sensing image collection

dates using ENVI software (Version 4.2, Research Systems,
Inc., Boulder, Colo.).

STATISTICAL ANALYSIS
In preparation for statistical analysis, ground reference

data and spectral reflectance data were aggregated at three
separate spatial resolutions. Since all the remote sensing im‐
ages were originally collected at 1 m spatial resolution, the
reflectance measurements in each waveband were averaged
over square blocks of 4, 36, and 100 raster units to decrease
the spatial resolution of the imagery arbitrarily to 2 m, 6 m,
and 10 m, respectively. The total number of grid cells for PN,
PS, and PW resulting from this aggregation process are given
in table 1. Using ArcGIS (Version 9, ESRI, Redlands, Cal.),
the raster grids for images on each date and at each spatial res‐
olution were then used to clip the ground reference corn pop‐
ulation measurements over each of the three plots. The total
number of plants within each raster grid cell area was then de‐
termined, and the plant counts were normalized by the grid
cell area to generate raster maps of corn plant stand density.
Since corn population was measured on the ground only once
during the season, we assumed that the plant stand was well
established at the time of the ground‐based measurements
and that the corn population did not change significantly
throughout the remainder of the growing season.

For purposes of data reduction and interpretation, princi‐
pal component analyses (Johnson and Wichern, 2002) were
performed separately on the hyperspectral reflectance data
for each combination of plot, measurement date, and spatial
resolution. A principal component analysis requires the com‐
putation of the singular value decomposition of a dataset. It
results in an orthogonal linear transformation of the dataset
such that the first coordinate axis lies along the vector of max‐
imum variability in the dataset, and each succeeding coordi‐
nate axis lies along the vector of maximum variability in a
direction orthogonal to the preceding axes. For this study, if
X is the m × n matrix of hyperspectral reflectance informa‐
tion, where m is the number of wavebands and n is the number
of grid cells across a plot, then the m principal components
for the dataset are ordered in the m × n matrix, Y, such that:

 TT VXUY Σ==  (1)

where U � VT is the singular value decomposition of X. The
results of a principal component analysis are often discussed
in terms of the scores (rows of Y) and the loadings (columns
of U). Principal component loadings are otherwise known as
the eigenvectors of the covariance matrix of X, and the eigen‐
values of the covariance matrix of X are contained in the di‐
agonal elements of �. In the case where an m × n matrix, Z,
containing the standardized variables of X is used in place of
X in equation 1, the principal component loadings are the ei‐
genvectors of the correlation matrix of X. All reflectance in‐
formation was standardized prior to computing the principal
components in this study.

The principal component scores for each case of plot,
measurement date, and spatial resolution were used as the
predictor variables in a multiple linear regression analysis
(Neter et al., 1996) with corn plant stand density as the re‐
sponse variable. Unique regression models were fit for each
case using the first k principal component scores as predictor
variables, iterating k from 0 to 12. Regression models for
each case were evaluated using leave‐one‐out cross‐



315Vol. 51(1): 311-320

0.4

0.5

0.6

0.7

0.8

0.9

1

0 1 2 3 4 5 6 7 8 9 10 11 12

Number of PCs

Choose 6 PCs

R
M

S
E

C
V

 (
p

la
n

ts
 m

-2
)

Figure 3. Scree plot for Plot North at 6 m spatial resolution for the 25 July
image.

validation,  and our reported values for the coefficient of mul‐
tiple determination (R2) and the root mean squared error of
cross‐validation (RMSECV) are the cross‐validated esti‐
mates of regression model performance. Scree plots
(RMSECV versus k) were used to determine the appropriate
number of principal components to be included in the re‐
ported regression results. This endeavor was somewhat sub‐
jective; we chose the number of principal components at the
local minimum on the scree plot after which the RMSECV
did not significantly change (fig. 3). Correlation coefficients
(r) were also computed to assess the relationship between
each principal component score and plant stand density. By
examining the loadings for the principal components most
highly correlated with stand density, we assessed how the
original reflectance spectra contributed to the most important
principal components. Algorithms for carrying out the prin‐
cipal component analyses, the regressions on principal com‐
ponent scores, the leave‐one‐out cross‐validation procedure,
and the analysis and interpretation of the results are all avail‐
able in the “pls” package (Mevik and Wehrens, 2007) of the
R statistical software.

RESULTS
PRINCIPAL COMPONENT REGRESSION

Among the three spatial resolutions used in the analysis,
the 2 m spatial resolution generally provided the poorest rela‐
tionships between observed plant stand density and cross‐
validated estimates from multiple linear regressions on
principal component scores (table 3). The R2 values for these
regressions ranged from 0.02 to 0.40 at the 2 m spatial resolu‐
tion, and the RMSECVs ranged from 1.37 to 1.75 plants m-2.
The reason for poorer results at the 2 m spatial resolution can
be explained in terms of the crop row width. In this study,
crop rows were planted at a width of 0.76 m (30 in). Thus, de‐
pending on the location of the 2 m spatial resolution raster
grid relative to the crop rows, some raster cells would contain
three crop rows while adjacent cells would contain only two
crop rows. If a raster cell contained three crop rows, the plant
count for the cell would be significantly higher than for the
cells containing only two crop rows. Given the low R2 values
and higher RMSECV values at 2 m spatial resolution, it is ev-

Table 3. Cross‐validated results for regressions of principal component
(PC) scores and corn plant stand density for each case
of plot, spatial resolution, and image collection date.

Number
of PCs[a] R2

RMSECV[b]

(plants m‐2)

Date 2 m 6 m 10 m 2 m 6 m 10 m 2 m 6 m 10 m

Plot North
22 June 6 3 4 0.31 0.55 0.52 1.45 0.61 0.39
25 July 2 6 6 0.38 0.79 0.70 1.37 0.44 0.30
3 Sept. 4 4 5 0.30 0.59 0.49 1.45 0.60 0.42

Plot South
22 June 6 5 4 0.11 0.25 0.38 1.75 1.03 0.65
25 July 2 5 5 0.40 0.76 0.75 1.45 0.60 0.39
3 Sept. 4 5 5 0.37 0.74 0.63 1.46 0.60 0.49

Plot West
22 June 7 7 7 0.02 0.25 0.34 1.55 0.46 0.33
25 July 4 2 7 0.15 0.36 0.45 1.42 0.40 0.29
3 Sept. 2 2 2 0.14 0.52 0.56 1.39 0.34 0.29

[a] Number of principal components used in the regression (chosen
from scree plots).

[b] Root mean squared error of cross‐validation.

ident that this crop row quantization effect was unable to be
detected within the remote sensing imagery. These results
make sense, since light interaction within a plant canopy is
not restricted to the bounds of a raster grid, whereas plant
population can be discretely measured within that grid. At the
6 m and 10 m spatial resolutions, a greater number of crop
rows were present within each raster grid cell, which reduced
the effect of row quantization on plant counts in the cells. As
a result, estimates of plant stand density were always im‐
proved for these lower spatial resolution cases.

When comparing the statistics across the three image
collection dates, the relationships between observed corn
plant stand density and cross‐validated regression model esti‐
mates were better for the 25 July image for PN and PS
(table�3).  At the 6 m spatial resolution, the highest two R2 val‐
ues in the entire study (0.79 and 0.76 for PN and PS, respec‐
tively) were achieved when relating the principal
components of reflectance spectra from 25 July to corn plant
stand density (fig. 4). In addition, the RMSECVs for PN and
PS on 25 July were generally lower than that on the other two
dates. The only exception was for PS on 3 September at 6 m
spatial resolution, which essentially had an identical
RMSECV value as the estimate from 25 July. For PW, the
best relationships between observed corn plant stand density
and cross‐validated model estimates generally occurred with
data from the 3 September image, reflecting the later planting
date for PW. Although the highest R2 value for PW was only
0.56 on 3 September at the 10 m spatial resolution, the lowest
RMSECV for the entire study, 0.29 plants ha-1, was also
achieved in this case. Thus, although the regression model
explained a relatively lower percentage of overall variability
for this case, the error between measured and estimated val‐
ues was not excessive in relation to other cases.

Estimates of corn plant stand density were generally poor‐
er when using the data from the 22 June image. On the 22 June
image collection date, corn plants were still in their early
vegetative growth stages (table 2), and canopy closure had
not yet occurred. At early growth stages, the effects of soil
background on reflectance spectra have been known to ham‐
per the analysis of remote sensing imagery for vegetation
(Thorp et al., 2004). Similarly in this study, results indicated
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Figure 4. Measured plant stand density versus cross‐validated estimates
from principal component regression for (a) Plot North and (b) Plot South
at 6 m spatial resolution on 25 July 2004.

that the use of remote sensing imagery to estimate the vegeta‐
tive growth parameter of plant stand density was less reliable
at earlier growth stages before the canopy had closed. We also
expected to see a reduced ability to estimate corn plant stand
density from reflectance spectra at the end of the growing
season as the plants reached physiological maturity and lost
vegetative vigor. Our results for PN and PS confirm this,
since the R2 values for the 3 September image were lower
than that for the 25 July image. Likewise, with the exception
of one case, the RMSECVs were always higher with the 3
September image than with the 25 July image for PN and PS.
Plants in PN and PS were at the V15 and R4 growth stages on
25 July and 3 September, respectively (table 2). Plant popula‐
tion in PW was best estimated from the principal components
of reflectance spectra on 3 September when plants were at the
R2 growth stage. Thus, remote sensing imagery was best used
to estimate the vegetative growth parameter of plant stand
density when plants were at the upper vegetative and lower
reproductive growth stages.

Other interesting results were found when comparing the
regression statistics between the three plots for each collec‐
tion date and spatial resolution. First, for the 22 June image
collection date, the R2 values for PN were higher than for PS
and the RMSECVs for PN were lower than for PS at all three
spatial resolutions. Prior to planting, PN was tilled using a
conventional tillage method, while PS was managed using
no‐till practices (table 1). As a result, it is expected that the
higher proportion of residue covering the surface of PS in‐
creased the soil brightness in that plot. Since increasing soil

brightness has been shown to cause reduced correlations of
reflectance spectra to vegetative growth parameters at early
growth stages (Thorp et al., 2004), the residue cover in PS
probably increased the difficulty in estimating corn plant
stand density on the 22 June date relative to PN. Second, the
R2 values for PW were lower than that of PN and PS for most
cases of image date and spatial resolution. It is expected that
the total corn population variability across each plot contrib‐
uted to this result. The standard deviations for corn plant den‐
sity, aggregated at the 6 m spatial resolution, were 0.91, 1.20,
and 0.53 plants m-2 for PN, PS, and PW, respectively. In addi‐
tion, a histogram of the data showed that plant density ranged
from 2 to 9 plants m-2 for PN and PS, but it only ranged from
6 to 9 plants m-2 for PW (fig. 5).

Lower R2 values for PW in relation to PN and PS may be un‐
derstood according to the definition of the statistic. The R2 sta‐
tistic is the percentage of total variability in a dataset that is
explained by a regression model; it demonstrates the existence
of a trend between the model estimates and measured data.
Therefore, if a dataset has less overall variability to be ex‐
plained, as is the case for PW, then the variability due to model
error can approach the variability in the measured data, leaving
little trend between the measured and estimated values. As a re‐
sult, the R2 statistic is reduced. It is interesting to note that, al‐
though R2 values were typically lower for PW, the values for
RMSECV in PW were also lower than that in PN and PS for
many cases. However, unlike the R2 statistic, the RMSECV sta‐
tistic does not give an indication of a trend between the regres‐
sion model estimates and the measured data. These results for
PW are important in light of our objective; remote sensing im‐
agery may only be useful for estimating plant stand variability
if (1) stand variability exists and (2)�the variability due to factors
other than plant stand is minimal.

PRINCIPAL COMPONENT INTERPRETATION

Pearson correlations between plant stand density and each
of the first seven principal component scores for each case
demonstrated similar results as that obtained from principal
component regression (table 4). When comparing the differ‐
ent spatial resolutions, the effect of row quantization was ap‐
parent, since the 6 m or 10 m resolution datasets typically had
one or two principal component scores that were more highly
correlated with plant stand density than that of the 2 m spatial
resolution datasets. In addition, across all of the 22 June data-
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Table 4. Pearson correlations between plant stand density and each of the first seven principal component (PC) scores for each case of plot,
spatial resolution, and image collection date. Classifications (type A, B, C, or D) of the PCs were assigned when the correlation exceeded 0.25.

North South West

Date PC 2 m 6 m 10 m 2 m 6 m 10 m 2 m 6 m 10 m

22 June 1 ‐0.07 ‐0.08 0.19 ‐0.04 ‐0.19 ‐0.14 0.03 ‐0.02 0.12
2 ‐0.46 A 0.56 A 0.31 A ‐0.27 A ‐0.40 A ‐0.49 A ‐0.02 0.14 0.29 D
3 ‐0.09 0.50 B 0.61 B ‐0.15 0.21 ‐0.31 B ‐0.07 0.05 ‐0.09
4 ‐0.25 B 0.03 0.26 D 0.02 ‐0.04 ‐0.31 D ‐0.03 0.19 ‐0.17
5 0.08 0.07 ‐0.10 0.09 0.20 0.05 0.01 ‐0.01 0.03
6 ‐0.13 0.08 0.09 ‐0.09 ‐0.04 0.10 ‐0.10 ‐0.31 B 0.50 B
7 0.04 0.02 0.05 0.02 0.03 ‐0.05 ‐0.07 ‐0.40 B ‐0.30 B

25 July 1 ‐0.55 A ‐0.72 A 0.48 A ‐0.58 A ‐0.75 A 0.61 A ‐0.27 A ‐0.44 A ‐0.35 A
2 ‐0.28 C ‐0.42 C ‐0.46 C ‐0.26 C ‐0.41 C 0.59 C ‐0.23 ‐0.43 C ‐0.52 C
3 ‐0.05 ‐0.11 ‐0.07 ‐0.01 ‐0.03 0.02 0.13 ‐0.06 ‐0.06
4 ‐0.03 ‐0.10 ‐0.31 B 0.00 ‐0.02 0.02 0.08 ‐0.01 ‐0.20
5 ‐0.04 ‐0.19 0.19 ‐0.04 0.21 0.30 D 0.04 0.10 0.09
6 ‐0.07 ‐0.23 0.43 D 0.03 0.07 0.05 0.07 0.18 ‐0.20
7 0.08 ‐0.02 ‐0.08 ‐0.09 ‐0.04 0.08 0.06 0.08 ‐0.24

3 Sept. 1 0.11 ‐0.17 ‐0.19 ‐0.08 0.03 ‐0.13 ‐0.19 0.59 A ‐0.61 A
2 0.39 A 0.49 A 0.18 A 0.55 A 0.73 A 0.53 A 0.32 A ‐0.44 C ‐0.47 C
3 ‐0.30 B 0.35 B 0.04 ‐0.22 ‐0.35 B 0.47 B 0.00 0.08 0.03
4 0.22 ‐0.47 D 0.39 D ‐0.15 0.16 ‐0.02 0.01 ‐0.11 0.06
5 0.02 ‐0.01 ‐0.58 D 0.07 ‐0.27 D 0.41 D 0.04 ‐0.02 0.01
6 ‐0.02 0.08 0.02 ‐0.02 ‐0.15 0.05 0.02 0.01 0.05
7 0.12 ‐0.22 0.00 ‐0.14 0.16 0.24 0.06 0.07 0.23

sets, the first principal component was never the most highly
correlated with plant stand density. This indicated that the in‐
formation along the axis of greatest variability in the datasets
were due to something other than plant stand density, prob‐
ably soil background. On the other hand, across all of the
25�July datasets, the first two principal components were al‐
ways the most highly correlated with plant stand density. This
indicated that the information along the first two orthogonal
axes of greatest variability in the datasets was highly related
to plant stand density. However, by 3 September, the first
principal component for each PN and PS dataset was no lon‐
ger the most highly related to plant stand density. This is not
true for PW, which was planted later than PN and PS. These
results further support that idea that information in remote
sensing images was best able to estimate corn plant stand
density at mid‐season when the corn was at the late vegetative
to early reproductive growth stages. For PW on 22 June, the
sixth and seventh principal components were most highly
correlated with stand density, indicating the relatively small
effect of vegetation in this reflectance data.

Principal component loadings can be thought of as
weighting values per wavelength in the transformation of re‐
flectance data to the principal component scores (eq. 1). By
visually comparing the loading plots of principal components
whose correlations with plant stand density were greater than
the arbitrarily chosen value of 0.25 (table 4), we were able to
classify the most important principal components for esti‐
mating plant stand density and to interpret the relationship
between each component type and the original reflectance
data. Four unique types of principal components, labeled as
types A, B, C, and D in table 4, were identified. Examples of
the loading plots for each principal component type are given
in figure 6, where the presented loading plot for each type
corresponds to the principal component of that type, among
all cases, that had the highest correlation between principal
component scores and plant stand density. For example, with
r equal to -0.75, the most highly correlated type A principal

component was the first principal component of the dataset
for PS on 25 July at the 6 m spatial resolution (table 4).

The type A principal component represents a contrast be‐
tween reflectance measurements in the visible red and near‐
infrared regions of the electromagnetic spectrum. For the
case shown in figure 6 (PS, 25 July, 6 m spatial resolution,
first component), wavelengths in the visible red range were
given a strong positive loading while wavelengths in the
near‐infrared had a strong negative loading. Therefore, as
near‐infrared reflectance increased and visible red reflec‐
tance decreased with increasing plant stand density, the prin‐
cipal component score would be reduced. This resulted in a
negative correlation (-0.75) between principal component
scores and plant stand density for this case (table 4). In other

Figure 6. Loading values for four common principal component (PC)
types that were highly correlated to plant stand density.
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cases, the wavelengths in the visible red range had a negative
loading and wavelengths in the near‐infrared had a positive
loading, which resulted in positive correlations between prin‐
cipal component scores and plant stand density. The inflec‐
tion point of zero loading for type A principal components
occurred between 717 and 720 nm. This approximately cor‐
responds to the location of the red edge (Horler et al., 1983),
which is the transition point between absorption of visible red
light and reflection of near‐infrared light in plant leaves. By
contrasting the reflectance in these portions of the spectrum,
the type A principal component is an indicator of the amount
of vegetation available for reducing reflectance in the visible
red region, increasing reflectance in the near‐infrared region,
and increasing the overall spread between the amount of vis‐
ible and near‐infrared light reflected from the plant canopy.
In nearly all the cases, the type A component was the primary
principal component of those that were highly correlated to
plant stand density (table 4). Therefore, of the variability in
reflectance data that was due to vegetation, the largest por‐
tion was related to the opposing effect of plant leaves on re‐
flectance of light in the visible red and near‐infrared regions.

The type B principal component represents a contrast be‐
tween reflectance measurements in the green and red por‐
tions of the spectrum as well as a second contrast between two
portions of the near‐infrared region. For the case shown in
figure 6 (PN, 22 June, 10 m spatial resolution, third compo‐
nent), a range of wavelengths in the green region from 531 to
552 nm had a strong positive loading while a range of wave‐
lengths in the red region from 675 to 693 nm had strong nega‐
tive loading. In addition, the loading in the near‐infrared at
759 nm was strongly positive while the near‐infrared loading
at 852 nm was strongly negative. If plant stand density was
very small and reflectance spectra were dominated by the soil
signal, then we would expect the reflectance in the red wave‐
lengths to exceed the reflectance in the green wavelengths.
Likewise, we would expect the reflectance at 852 nm in the
near‐infrared region to exceed the reflectance at 759 nm.
With given loadings for the type B principal component, this
would result in principal component scores that were more
negative in value. However, with an increase in plant stand
density, we would expect an increase in green reflectance and
a decrease in red reflectance, and the green reflectance would
eventually exceed that of the red. Likewise, we would expect
the reflectance in the near‐infrared to level off, and the con‐
trast of reflectance between 759 and 852 nm would zero out.
This would result in principal component scores that were
more positive in value. Thus, there exists a positive correla‐
tion (0.61) between principal component scores and plant
stand density for this case (table 4). Interestingly, in PN and
PS, the type B principal component is the most common sec‐
ondary component for cases on 22 June and 3 September,
dates when partial canopy cover or onset of plant senescence
reduced the influence of vegetation on the reflectance spec‐
tra. Thus, the type B principal component is important for
plant stand density estimation when the reflectance spectra
are dominated by components other than vegetation.

The type C principal component sums the reflectance in
the green region with the reflectance in the near‐infrared re‐
gion. For the case shown in figure 6 (PS, 25 July, 10 m spatial
resolution, second component), strong positive loadings
were computed in the green region from 528 to 546 nm and
in the near‐infrared region from the red edge at 717 nm
through the longest measured wavelength of 855 nm. Load‐

ing values in the red region are essentially zero. Thus, the
scores for this component are directly related to the increases
in green and near‐infrared reflectance that would be expected
with increases in plant stand density, and there is a positive
correlation (0.59) between principal component scores and
plant stand density for this case (table 4). The type C principal
component is similar to the type B component in that it was
usually a secondary component to type A; however, type C
was most commonly found on 25 July and 3 September for
PW when the vegetation signal was more dominant in the re‐
mote sensing data.

The type D principal component represents a contrast be‐
tween the shorter green wavelengths and the red edge. For the
case shown in figure 6 (PN, 3 September, 10 m spatial resolu‐
tion, fifth component), strong positive loadings were com‐
puted between the blue and green regions from 498 to 507
nm, and the loadings gradually declined to a strong negative
loading at the red edge wavelength of 717 nm. Loadings in
the near‐infrared are noisy around zero, contributing nothing
to the contrast, and the negative spike at 759 nm is more than
likely related to the Fraunhofer line at that wavelength. With
increasing plant stand density, reflectance in the blue to short
green region is expected to decline due to absorption by chlo‐
rophyll while reflectance at the red edge increases. There‐
fore, this contrast produces principal component scores that
become more negative as plant stand density increases, and
we obtain a negative correlation (-0.58) between principal
component scores and plant stand density for this case. It is
interesting to note that the important wavelengths in the
green region for this component approached the spectral lim‐
its of the remote sensing system, and it would be interesting
to understand how this component would behave if reflec‐
tance data were available at wavelengths less than 498 nm.

DISCUSSION
Remote sensing technology was shown to be effective at

estimating corn plant stand density at mid‐season. This work
fills a research gap in the area of corn population sensing,
which to date has only been developed for counting plants
during the early stages of corn growth (Shrestha and Steward,
2003) and while harvesting (Birrell and Sudduth, 1995). Ef‐
fective use of remote sensing imagery for estimating popula‐
tion was shown to depend heavily on timing. Therefore, for
efforts to be fruitful, plans for data reconnaissance must be
well executed to acquire imagery when corn plants are reach‐
ing the later vegetative growth stages. If image collection
dates are too early, results may be hampered by the strong in‐
fluence of soil background on reflectance spectra. If remote
sensing images are collected too late in the growing season,
the onset of reproductive development and senescence pre‐
vents the use of reflectance spectra for estimating plant popu‐
lation.

The characteristics of the ground reference dataset in this
work demonstrate the usefulness of ground‐based crop sens‐
ing systems for testing the effectiveness of remote sensing
technology. Since the entire area of each plot was mapped for
corn plant geographic locations, no assumptions were made
regarding corn population in unmeasured locations and there
was no extrapolation of population measurements to larger
areas based on strategic sampling. This was possible due to
the existence of the ground‐based corn population sensing
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system developed by Shrestha and Steward (2003). Future re‐
search in agricultural remote sensing will benefit from the de‐
velopment of ground‐based sensing systems that can
relatively quickly generate maps of important crop growth
and soil parameters across the field. By first acquiring a de‐
tailed map of these parameters on the ground, a truer assess‐
ment of the limitations of remote sensing can be obtained as
camera systems are incorporated on aerial and satellite plat‐
forms farther away from the scene. Then, it is possible to de‐
termine whether remote sensing offers any advantages over
ground‐based data collection and whether remote sensing
images can be used to accurately estimate the true variability
of crop parameters on the ground. For example, this study
showed that remote sensing offers an advantage over ground‐
based data collection at mid‐season; however, corn plant
stand density could not be estimated at higher spatial resolu‐
tions due the effects of row quantization within an image's
raster grid.

CONCLUSIONS
� Remote sensing was best able to estimate corn plant

stand density at mid‐season when plants were at the late
vegetative or early reproductive growth stages.

� Due to crop row quantization effects, poor relation‐
ships between principal components of reflectance and
plant stand density were obtained for datasets at a 2 m
spatial resolution. Improved relationships were found
for datasets at 6 m and 10 m spatial resolutions.

� Remote sensing imagery may only be useful for esti‐
mating plant stand variability if stand variability exists
and if the variability due to other factors is minimal.

� Principal components of reflectance that were most
highly correlated with plant stand density were classi‐
fied into four common types based on the loading val‐
ues.
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