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(a) -weighted

Fig. 5.

Fig. 6. Axial views (from left to right) at the 72nd, 82nd, 92nd and 102nd
slices of the breast image.

acquired at a resolution of 0.8929mm 0.8929mm 1.25mm.
A 187.5mm 117.8mm 220mm was cropped to exclude large
non-breast regions of chest, air and so on, resulting in an
image containing 210 132 176 voxels. Thus, there are few
background voxels for this image, thus the histogram-based
method may not be particularly applicable. We also do not
have access to the complex-valued data at each voxel and thus
there is no gold standard for comparisons in this case.

B. Results

Table II summarizes estimates obtained using the three
methods for estimating o. For the -weighted MR dataset, it

TABLE 11
ESTIMATED oS ON CLINICAL DATASETS OBTAINED USING THE BIC-,
HISTOGRAM- AND VARIABILITY-BASED METHODS OF ESTIMATING o
ALONG WITH THEIR “GROUND TRUTH” ESTIMATES (WHERE AVAILABLE).

Dataset ground truth BIC  histogram variability
-weighted 0.994 1.455 3.263 1.357
T1-weighted 0.833 1.328 1.966 0.899
To-weighted 0.824 0.828 1.258 0.828
[ Breast | - [ 8.005 13.366 8.005 |

appears that all three methods for estimating o did not perform
particularly well. Our variability-based estimator proved a
little better than the BIC-based estimator, over-estimating
o by 36.5% as opposed to 46.4% for the BIC-estimator.
Performance of the histogram-based estimator was particu-
larly poor: it over-estimated o by over 228%. For the T1-
weighted image, the variability-based estimator over-estimated
o by about 7.9%, while the BIC-based and histogram-based
estimators had errors of over 59.4% and 136%, respectively.
Each of the three estimators had their best performance on
the T,-weighted image, but even here, the histogram-based
estimator over-estimated o by about 52.7%. Both the BIC-
and variability-based estimators performed very well, reporting
relative errors of under 0.5%. Finally, both the BIC- and
variability-based methods estimated o to be 8.005 for the
breast image, while the histogram-based method estimated
o to be 13.366. As mentioned earlier, there is no “ground
truth” estimate available here, but the results of the simulation

(b) T1-weighted

(c) To-weighted

Axial (left), coronal (middle) and sagittal views of the the (a) -, (b) T1- and (c) T2-weighted scans on a normal male volunteer.

and phantom experiments and the smaller proportion of back-
ground voxels in the image provide us with greater assurance
on our the variability- and BIC-based estimates.

In this section, we have demonstrated application of our
o-estimation methodology to four 3D clinical datasets. Our
estimates were the closest to the “ground truth” values when
the latter was available, thus providing a measure of surety in
the applicability of our methodology to clinical settings.

V. CONCLUSIONS

In this paper, we provide an automated method for esti-
mating the noise parameter in magnitude MR images that
is applicable irrespective of whether there is a substantial
number of background voxels in the image. Specifically, we
model the observed voxel image intensities as a mixture of
an unknown number J of Rician distributions with common
noise parameter o. For given J, we use EM to estimate all the
parameters in the model given initializing values, strategies to
choosing which are also provided. In addition to using BIC to
estimate J, we also propose a variability-based approach based
on the noise in the estimated ¢. Given the EM’s computational
limitations, we propose choosing at random a coarse sub-grid
of the image cube. The EM algorithm is applied to this reduced
set of voxels and thus becomes practical to implement. In
doing so, we also minimize the effect of local dependencies
between observed voxel intensities that may potentially arise in
the image as a result of post-processing and image registration.
Our methodology supplements the automated histogram esti-
mation method of [18] which relies on identifying background
voxels and then using the Rayleigh distribution assumption
on these background voxels in order to estimate o. We
report performance on experiments on simulated and physical
phantom data, the former in fields with different proportions
of bias. Our suggested methodology generally outperformed
the others in our experiments, providing evidence of its utility
in automatically estimating o, especially when the presence of
large numbers of background voxels is not assured. We also
successfully demonstrated application of our methodology to
four clinical datasets.

A few points need to be made in this context. First,
we note that our algorithm is very computer-intensive with
calculations for each J taking as much time as the algorithm
in [18]. However, the entire procedure can be parallelized.
Further, while not implemented here, the EM algorithm can
be substantially sped up using acceleration methods as in [30].
While also not pursued in this paper, we note that the estimates
of the signal and associated clustering probabilities provide the
ingredients for a segmentation algorithm. The estimation of .J
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which, although a nuisance parameter, plays an important role
in estimating o. Our experiments indicate that a better choice
of J may further improve estimates of o. One concern with the
suggested variability-based approach to estimating .J is that it
relies entirely on the variability in 6. A more comprehensive
approach involving not just &, but also the other parameters (7
and /i) may possibly help in improving the estimation. Another
issue pertains to smoothing and dependent data. We have tried
to address this concern by sampling from a sub-grid with offset
m (chosen to be 12 in our simulation experiments). It may
be possible to explicitly include the dependence structure in
our estimation. This is especially true in the context of image
segmentation, where the goal is to classify every voxel, unlike
the estimation of one parameter (o), so that a coarser sub-
grid may not be possible. Thus, while a promising automated
method for noise estimation in magnitude MR images has been
developed, a few issues meriting further attention remain.
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