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The purpose of the present paper is twofold; first, we present an empirical study evaluating the effectiveness of a novel CALL tool for foreign language vocabulary instruction based on spaced repetition of target vocabulary items. The study demonstrates that by spending an average of three minutes each day on automatically generated vocabulary activities, EFL students increased their long-term vocabulary retention rate threefold. Second, we demonstrate that the double-blind experiment design, which has become standard research practice in such extremely high-stakes fields as pharmacology and healthcare, has the potential of being successfully implemented in CALL research.
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Abstract

The purpose of the present paper is twofold; first, we present an empirical study evaluating the effectiveness of a novel CALL tool for foreign language vocabulary instruction based on spaced repetition of target vocabulary items. The study demonstrates that by spending an average of three minutes each day on automatically generated vocabulary activities, EFL students increased their long-term vocabulary retention rate three fold. Second, we demonstrate that the double-blind experiment design, which has become standard research practice in such extremely high-stakes fields as pharmacology and healthcare, has the potential of being successfully implemented in CALL research.
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Introduction

The importance of building a working knowledge of vocabulary in learners of English as a foreign language (EFL) cannot be overestimated. Because students are not immersed in the target language environment, diminishing the possibilities for incidental vocabulary acquisition, vocabulary learning becomes
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a time- and effort-consuming task. Limited contact time in many EFL classes makes this challenge even more salient.

In addressing the challenge of foreign language (FL) vocabulary learning, the potential of various CALL approaches has been investigated: training students to use online corpora (Gordania, 2012) or web-based dictionaries (Al-Jarf, 2007; Ranalli, 2013), employing CALL tools to provide students with multimodal annotations (glosses) for vocabulary items (Gorjian, Moosavinia, Kavari, Asgari, & Hydarei, 2011; Poole, 2012), designing mobile applications with pre-created sets of activities (Stockwell, 2007), or using flashcard-based spaced repetition programs (Nakata, 2011; Zhu, Fung, & Wang, 2012), which rely on pair-associate vocabulary learning. The present paper will focus on the latter approach, dealing with pair-associate learning, because it can be efficiently applied to any set of vocabulary items without the need for the instructor to develop specific activities manually.

Literature review

The history of spaced repetition (the concept underlying flashcard-based software) traces back to the nineteenth century, when Ebbinghaus (1885) hypothesized that the rate at which people forget information increased exponentially with time, but if an item was repeatedly revised, it tended to be forgotten at a slower rate, the latter gradually decreasing with each repetition. Further research in cognitive psychology of memory and learning articulated the following two principles (Nakata, 2008, pp. 5–6):

1. a successful recall from memory yields superior retention to mere presentation of the target item; and
2. successfully recalling an item from memory after a delay is more effective than recalling it immediately after we learn it.

The two principles are contradictory, because the former calls for intervals between repetitions small enough so that the item may be successfully recalled, while the latter, on the other hand, recommends using longer intervals. It can be inferred, therefore, that in an efficient learning strategy, items should be reviewed just when they are about to be forgotten. It is, of course, a challenge to accurately identify the moment in time when the item is on the verge of oblivion, but remains in the learner’s memory.

A number of algorithms have been devised to estimate such moments and thus create optimal revision schedules based on the learner’s prior experience with the items to be learned. Two prominent examples include “Leitner’s learning box” (Leitner, 2011) and SuperMemo (Wozniak, 1990), with the latest (fifteenth) revision of the latter implemented in 2011 (www.supermemo.com). Although authors of particular spaced-repetition algorithms may argue for
their uniqueness and high relative efficiency, research suggests that differences between spacing schedules may not be that important. Specifically, when Karpicke and Bauernschmidt (2011) explored various relative spacing schedules (expanding, equal, and contracting), they found no evidence for a particular schedule being inherently superior to another. Interestingly, although expanding schedules afforded a pattern of increasing retrieval difficulty across repeated tests, this did not translate into gains in long-term retention.

In a comprehensive review of nine flashcard programs for learning vocabulary based on spaced repetition, Nakata (2011) notes that while, in general, such programs are developed in a way that maximizes vocabulary learning, they all have some room for improvement. According to the researcher, the most notable shortcoming of the existing vocabulary learning software is that “none of the programs is designed to encourage generative use of target words” (Nakata, 2011, p. 33). Additionally, the programs were found to be limited in their ability to increase retrieval effort along the course of instruction: most of the programs do not provide sufficient support for data entry, do not take advantage of the word frequency information, and have limited support for multiple-choice exercises (Nakata, 2011). The fact that the existing programs mostly aim at autonomous learners may be viewed as an advantage, but at the same time, teachers willing to use flashcard software in a classroom setting are given little (if any) control over the material presented to the students, therefore the extent to which the existing tools can be integrated into the curriculum may be limited. In addition to the limitations of the existing flashcard-based space repetition software, researchers have drawn attention to the more fundamental controversy around the essentially behavioral nature of the pair-associate paradigm (Hulstijn, 2001). While research suggests that students find flashcards to be a useful learning tool (Wissman, Rawson, & Pyc, 2012), there is no denying that vocabulary acquisition is a complex process encompassing many aspects of the word knowledge beyond the simple “form-meaning” mapping (Nation, 2001).

**Our approach**

The limitations outlined above, along with the lack of research into the psycholinguistic adequateness and comparative practical benefits of different spaced-repetition algorithms, prompted the authors of this paper to develop a new computer-based tool for vocabulary learning. The tool (named Linguatorium) takes the form of a web-based system that runs in any modern Web browser on both personal computers and touch-screen tablets. The system addresses the above-mentioned limitations of the existing vocabulary learning tools in the following ways.
1. The system was designed to generate custom exercises (activities) for the students, including multiple-choice exercises with automatic selection of distractors along with spelling and “fill-in-the-blank” exercises that promote some degree of generative use of vocabulary. For a discussion of activities that the system can generate see “Generating Activities” below.

It should be noted that the absence of vocabulary production exercises in many programs and the limited extent to which other tools (including ours) support the productive use of vocabulary is to a large extent explained by the inherent limitations of automated processing of natural language semantics in computational systems (Piotrowski, 1999, p. 229). Being aware of this limitation, as well as the controversy around the behavioral “pair-associate paradigm” cited above, we intended our system as a supplemental tool, rather than a comprehensive vocabulary learning solution. Our aim, therefore, was to minimize the time the student would be required to spend on working with the system, so that adequate room for other activities could be made in the curriculum.

2. The system allows the instructor to enter custom wordlists (called “lexical themes”) based on his or her curriculum, while supporting the data entry process by automatically retrieving definitions and semantic information from online dictionaries and WordNet (Miller, 1995), performing automated Google searches to retrieve images that the instructor might want to consider including in the lexical unit cards for “imageable” vocabulary, and employing frequency data from corpora. The system allows the instructor to assign multiple wordlists to the students and specify “due dates,” that is, dates by which each of the lists should be acquired by the students. The system will prioritize the order in which lexical items are introduced to the students based on the due dates. This capability, along with individual and aggregated progress reports, provides the flexibility needed for the integration of a CALL tool into the classroom.

3. The system employs an adaptive tutoring algorithm developed by one of the authors. The algorithm is driven by computational models of student lexical memory, and is presented in detail in “The adaptive tutoring algorithm” below. While several studies (Labrie, 2000; Nakata, 2008; Oberg, 2011) have found no statistically significant differences in learning outcomes between CALL-based vocabulary learning and paper-based approaches, it would be reasonable to expect that implementing an adaptive tutoring algorithm (impossible or at least impractical in the paper-based paradigm due to the associated computational complexity) may add value to a CALL tool. Student modeling has been long recognized as an essential component of an effective intelligent tutoring system. Since information about the learner’s knowledge of L2 is not directly accessible by the system, it needs to be inferred from the learner’s responses to practice tasks (Brown, 2002, pp. 343–344).
Theoretically, the development of Linguatorium was rooted in the concept of Linguistic Automaton and the cybernetic approach to instruction as regulation and control. Linguistic Automaton (Piotrowski, 1999; Piotrowski & Beliaeva, 2005) is a theoretical framework for creating computational models of the human verbal-mental activity. The cornerstone of the model is modular architecture, allowing for “graceful fallbacks” in case the linguistic information fails to be processed at a certain stage of analysis. Initially devised primarily for the purposes of machine translation, the concept has been successfully applied to linguistically aware intelligent tutors (Beliaeva, 2007). An example of graceful fallback in the context of a vocabulary tutoring system would be a case when the system might not be able to use a lexical unit in certain types of activities due to the lack of semantic information available about the unit, but would still incorporate it into simpler activity types that do not rely on computational semantics. The cybernetic approach (Rastrigin & Erenštejn, 1988) treats the process of instruction as a complex regulatory system, wherein every instructional session is formalized as a regulatory action, through which the tutor affects certain internal parameters of the student in a way desirable for achieving the learning goals. This approach, originally developed specifically for FL vocabulary learning, provides a formal framework for conceptualizing and implementing various tutoring systems.

Our system was designed with an application programming interface (API) for automated manipulation of the tutoring algorithm parameters. Specifically, the API allows for arbitrary internal labels to be randomly assigned to both participants and lexical units, and for the behavior of the system to be altered based on combinations of such labels. This functionality provided the infrastructure required for double-blind empirical studies of vocabulary acquisition.

The need for double-blind studies in CALL research required some justification. It is well known that in such high-stakes fields as evidence-based medicine or pharmacology, double-blind and triple-blind clinical trials have become the standard of experimental design, protecting researchers against placebo effects, observer bias, and conscious deception (Davidoff, Haynes, Sackett, & Smith, 1995). In pedagogical research, non-blind randomized controlled trials to date have been the highest standard of evidence-based research design (What Works Clearinghouse, 2011, pp. 11–16). Undoubtedly, blinding is difficult to achieve in pedagogical research because the participating instructors are aware of the teaching methods used in the intervention and the comparison groups (Jones, Gebski, Onslow, & Packman, 2002). Arguably, the introduction of blinding procedures into experimental design may prevent the instructors’ personal enthusiasm about and attitude towards particular teaching methods from adversely affecting the study outcomes. However, to date, the feasibility of blinding in applied linguistic research has not been investigated.
Based on the above, we aimed the present study at answering two research questions.

1. How do automatically generated supplemental activities based on spaced repetition improve vocabulary learning gains in EFL students?
2. Can double-blind experimental design be successfully implemented in a CALL-based pedagogical intervention study?

In the remaining parts of the present paper, we will discuss the details of the adaptive tutoring algorithm used in the system, paying special attention to the design of the student memory model; describe the methodology of the present study; and, finally, present and discuss the empirical findings.

The adaptive tutoring algorithm

As mentioned above, Linguatorium is based on a novel adaptive algorithm, which controls spaced repetition of target vocabulary items. The algorithm operates on vocabulary lists (lexical themes) provided by the instructor. To ensure proper synchronization with classroom activities, it is recommended that the content of the lexical themes be selected to correspond to units of instruction in the curriculum. The instructor enters lexical units into the system along with glosses (translations or definitions, images, associations, and additional comments) and context usage examples.

Each student’s lexical memory is formalized as four non-intersecting sets of lexical units:

- $N$ – units assigned to the student and pending introduction;
- $P$ – units in the process of active acquisition;
- $S$ – units in the student’s short-term memory;
- $L$ – learned units (in the long-term memory).

The term short-term memory has been used in cognitive psychology to describe the capacity for holding a small amount of information in mind for a short period of time, in the order of seconds, which can be prolonged if the information is rehearsed (cf. Davelaar, Goshen-Gottstein, Haarmann, & Usher, 2005; Murdock, 1972). For the purposes of the present algorithm, a lexical unit is deemed to be in the student’s short-term memory after it has been successfully recalled at least four times in various types of activities (of increasing difficulty), without significant intervals between successive repetitions. In contrast, a unit is considered to be in the long-term memory (in other words, to be “fully learned”) after it has stayed in the short-term memory for at least seven days, and is still successfully recalled by the student. The authors of this paper are unaware of any prior work on distinct stages of word acquisition.
in vocabulary tutoring algorithms, therefore, the above-mentioned thresholds were selected arbitrarily with the intention to refine them through further experimentation. The terms short-term memory, long-term memory, and learned are used operationally under the definitions described above. The relationship between these operational terms and psycholinguistic reality, including the distinction between tacit and explicit knowledge (Collins, 2010), is not investigated in the present study.

Initially, set $N$ is populated with all lexical units that are assigned by the instructor, and sets $P$, $S$, and $L$ are empty. When the instructor assigns a new lexical theme to the student, lexical units constituting the theme are added to set $N$. Regardless of the set to which a lexical unit belongs, it has a numerical vector ($p$) associated with it, describing the unit's anticipated complexity, the degree to which the unit has been learned by the student at every moment in time, and other parameters. As the student works on the lexical units, they are first moved from $N$ to $P$ (introduction of new material), then from $P$ to $S$ (activation in short-term memory), and, finally, from $S$ to $L$ (long-term retention). The only backward movement of lexical units permitted by the model is that from $S$ to $P$, which may happen if the student fails to recall the unit.

While the lexical unit is in set $P$, it is presented frequently to the student in activities of increasing difficulty levels until the student starts to recall it reliably (specific vocabulary learning activities implemented in the system are described below). While in set $S$, intervals between the consecutive presentations of the lexical unit are increased to at least an hour; if the student practices once a day as recommended, it effectively means that the unit will only be shown once daily. The units in set $L$ are presented to the student only occasionally.

Step 1: Introducing new words
Let us suppose that a certain lexical unit has been assigned to the student, introduced, but then for some reason is dropped from the active acquisition process and re-introduced at a later time. In such a case, the time and effort spent by the student between the initial introduction and the temporary removal from the acquisition process would be, effectively, wasted. After the re-introduction, the student would need to start the learning process all over.

In order to avoid this sort of inefficiency, the adaptive tutoring algorithm will always have the student fully acquire all lexical units that have been introduced to them. The only exception to this general rule is made when the instructor cancels the assignment and the lexical unit in question becomes no longer relevant for the student. An important implication is that the tutoring
algorithm must make all prioritization decisions at the time of selecting material from the pool of the assigned units (set \( N \)) to be introduced to the student. Once a unit has entered the acquisition process (set \( P \)), it is treated equally with other units that are already in the process, regardless of the priorities set by the instructor for the corresponding lexical themes.

When introducing new words, it is important not to overflow the student’s working memory. Miller (1956) established \( 7 \pm 2 \) items as an estimate of working memory capacity, but this value was later shown to be age dependent, increasing during childhood development and decreasing with ageing (cf. Morraa, Vigliocco, & Penello, 2001). In our system, Miller’s estimate of \( 7 \pm 2 \) items is adopted: under normal circumstances, the tutoring algorithm will not introduce more than seven new lexical units per training session, but if the deadlines specified by the instructor are very tight, or the student is falling behind, this limit may be automatically increased to nine.

New vocabulary items are initially presented in a multiple-choice matching activity: the target unit is shown along with several different L1 translations, and the student is prompted to select the translation that matches the target word. The adaptive algorithm recognizes that some of the words may be known to the student by the time they are first introduced within the system. If in this initial activity the student performs as if he or she already knew the word, the system will ask them to confirm if it is indeed the case. If an affirmative answer is given, the system will test the student on this lexical unit one more time (after a certain time interval has elapsed) and then move the unit directly to set \( L \). However, if the student makes a mistake, the lexical unit will be dealt with as if it were initially unknown to the student.

After vocabulary items have been introduced to the student, they all enter the same process of active acquisition, supported by various activities generated by the system. These activities will be discussed in more detail in the following section.

**Step 2: Generating activities**

During each training session, the tutoring algorithm selects a subset of lexical units from sets \( P, S \), and \( L \) and automatically generates activities based on these words, trying to optimize for the predicted learning gains. Each of the three sets is allocated its own quota within the training session time. In the present study, these quotas were set arbitrarily, again with the intention of refining them in our continued research.

Once the target words are selected, they are used to generate activities. At the time of the experiment, the system was capable of generating seven types of activities:
• multiple-choice matching of the target word to its L1 translation;
• multiple-choice matching of the L1 translation to the target word;
• spelling of the target word based on an L1 prompt;
• listening comprehension-1: the target word is presented audibly, and the student is prompted to select an appropriate L1 translation among distractors (see Figure 1);
• listening comprehension-2: the target word is presented audibly, and the student is prompted to spell the target word;
• semantic classification (sorting, see Figure 1);
• fill-in-the-blank sentence completion.

An important part of the generation of multiple-choice (matching) activities is collision prevention. By collisions we mean instances when not only the target item, but also one or more of the distractors may be reasonably perceived as valid responses to the prompt. For example, English words landing and boarding are both translated by the Russian word посадка [pɐˈsatkə]. When generating a translation-to-word matching activity with посадка as the prompt and landing as the target word, the selection of boarding as one of the distractors would lead to a collision. To avoid collisions, WordNet data (Miller, 1995) is used to exclude synonyms and direct hypernyms/hyponyms of the target word from the inventory of possible distractors, along with heuristics based on Levenshtein distances between pairs of glosses. Paronyms, on the other hand, are given preference in distractor lists, to help the students learn to distinguish between them.

Examples of activities are presented in Figure 1.

Step 3: Updating student models
After the student completes an exercise, instant feedback is displayed together with additional information about the target lexical unit, such as usage examples or comments. Upon reviewing the feedback at his or her convenience, the student can proceed to the next exercise. The information about all completed activities is stored in a detailed log file, including the activity type, the target lexical unit, the distractors (if applicable), and the student’s answer to the prompt. Additionally, the following timings are stored in every log entry: the timestamp of the moment the activity was completed, the time interval in seconds between the moment when the prompt was displayed to the student and the moment when the student responded to it, and the time interval between the moment feedback was shown to the student and the moment when the student finished reviewing the feedback and proceeded to the next activity. The log files are used to generate student models, which, in turn, are used to generate further exercises. For research purposes, Linguatorium also has the capability of restoring a student model as of any specified moment in time.
Methodology

Classroom environment

The classroom where Linguatorium was used for vocabulary teaching was at a state maritime academy in Russia. The Marine Engineering Department of the institution is one of the oldest and most renowned among similar educational establishments in Russia. According to its graduation requirements, proficiency in English is one of the conditions of being granted a professional degree. Educational standards in this respect are based on internationally
accepted requirements for competence with regard to communication on board ocean-going ships. As stated by the International Maritime Organization Convention on Standards of Training, Certification, and Watchkeeping for Seafarers (STCW), the ability to communicate in a clear and concise way on matters related to successful performance of watch is considered to be one of the most important among various maritime skills required to qualify as a watchkeeping rating or an Able Seafarer Engine.

The aim of the EFL class, therefore, is to develop communicative competence relevant to the future professional demands of academy graduates. The areas of competence fall under several categories: graduates should be proficient in speaking, listening comprehension, reading, and writing (within the scope of their professional duties). As specified by the STCW Convention, cadets should be trained to use correct terminology in machinery spaces and correct names of machinery and equipment, understand orders and be understood in matters relevant to watchkeeping duties, and record information, as instructed, in the engine-room log book, engine movements log, and other record books. Communication should be clear and concise, and advice or clarification should be sought from the officer of the watch where watch information or instructions are not clearly understood. At the advanced level, communication within the operator’s area of responsibility should be consistently successful.

Taking into consideration the certification requirements, the task of developing lexical competence should not be underestimated. However, the lack of FL exposure, limited time allocated for EFL classes, low initial level of language competence displayed by most marine engineering cadets, and other disadvantages make the task of practical acquisition of marine engineering English a demanding one. The current EFL pedagogy at the academy relies on reading, translation, and discussion of specialized texts, followed by vocabulary, grammatical, and communicative activities and homework assignments (Nicholls & Potapova, 2010). In the present study, Linguatorium was used as a supplementary vocabulary learning tool.

**Participants**

Our participants were 22 cadets enrolled in an EFL class during the spring semester of 2012. All participants were third year cadets, studying marine engineering as their specialty. Their ages ranged between 20 and 22 years, averaging at 20.6 years. There was only one female student among the participants, which reflects the general gender distribution among the cadets. All participants were native speakers of Russian. The second author of the present paper taught the class as an adjunct professor. Each cadet signed up for a student account with Linguatorium and accepted a service contract offer with a provision of consent to participate in the present study.
According to the current curriculum, the following lexical themes were covered in class: “Refrigerating and Air Conditioning Plant,” “Pumps,” “Leak Detection,” and “Compressors.” A total number of 155 words were selected by the instructor to be supplemented with computer-based activities, from which a subset of 112 items was chosen for the present experiment. All 155 lexical units were entered into the system, along with their Russian translations, images, and usage examples extracted from the materials used in the traditional classroom teaching. Conventional in-class and homework activities provided the main exposure to the target vocabulary, while Linguatorium was used as a supplementary activity. All participants were asked to spend at least 10 minutes each day on working with the system. This time was chosen arbitrarily, under the common sense assumption that 10 minutes a day would not be regarded as exceedingly burdensome for a supplementary activity.

**Randomization and blinding**

The present study followed the Independent samples $t$-statistic design with double blinding (Jones et al., 2002; Kirk, 2009), strengthened by creating multiple control (comparison) and experimental (intervention) groups. For each target lexical unit $u_1$, $u_2$, $u_3$, ..., $u_{112}$, students were split into two groups: control and experimental, resulting in a total of $M = 224$ groups ($C_1$, $C_2$, $C_3$, ..., $C_{112}; E_1$, $E_2$, $E_3$, ..., $E_{112}$). For each lexical unit $u_i$, every participant was randomly assigned to either the corresponding control group $C_i$ or the experimental group $E_i$. Each participant, therefore, was assigned to 112 different groups, some of them being control groups ($C_i$), others experimental ($E_i$).

In each of the control groups $C_i$, the respective lexical unit $u_i$ was presented in class and practiced through conventional homework assignments. In the corresponding experimental group $E_i$, our system was used as an additional tool for the acquisition of that particular lexical unit $u_i$. With $M = 224$ distinct control and experimental groups and $N = 22$ participants, $M \cdot N = 2,464$ participant-to-group mappings were obtained. The randomization process was performed automatically, by using a program developed by one of the authors. The program accessed the Linguatorium server via the API to create a key that mapped the participants to their corresponding groups. A quasi-random number generator was used to determine the assignments. The key was stored in the database and was not disclosed to the researchers until the study was completed. This process allowed us to keep all 112 conditions independent for each of the participants throughout the experiment. As a result, every participant-to-group mapping was treated as an independent observation. Another way of looking at it is as if we had $M = 112$ concurrent, yet distinct experiments (one per each target lexical unit), involving the same set of $N = 22$ participants.
This approach to randomization had two limitations. First, it did not allow us to quantify the within-participant and across-participant variance of performance measures. In this study, however, we did not aim at identifying multiple factors that could contribute to better learning gains; instead, we intentionally limited the study to a single factor, that is, the use of the vocabulary tutoring system. Second, the large number of observations could inflate the statistical significance of the results: the differences between the control and experimental groups may be found statistically significant, but not necessarily practically important. The discrepancy between statistical and practical significance has been long recognized in medical research (e.g., Hays & Woolley, 2000). We will address this potential discrepancy in the Discussion section, below.

A schematic illustration of randomization and blinding is presented in Figure 2.

<table>
<thead>
<tr>
<th>Lexical Units</th>
<th>Participants</th>
<th>p1</th>
<th>p2</th>
<th>p3</th>
<th>p4</th>
<th>p5</th>
<th>p6</th>
<th>p7</th>
<th>p8</th>
<th>p9</th>
<th>p10</th>
<th>p11</th>
<th>...</th>
<th>p22</th>
</tr>
</thead>
<tbody>
<tr>
<td>reciprocating compressor</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>E</td>
<td>C</td>
<td>C</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>C</td>
<td>E</td>
<td>C</td>
</tr>
<tr>
<td>auxiliary</td>
<td>E</td>
<td>E</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>E</td>
<td>C</td>
<td>C</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>C</td>
</tr>
<tr>
<td>high-pitched</td>
<td>E</td>
<td>C</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
</tr>
<tr>
<td>operating procedure</td>
<td>E</td>
<td>C</td>
<td>E</td>
<td>E</td>
<td>C</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
</tr>
<tr>
<td>supply</td>
<td>C</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>C</td>
</tr>
<tr>
<td>positive displacement</td>
<td>C</td>
<td>E</td>
<td>C</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>C</td>
</tr>
<tr>
<td>air start valve</td>
<td>E</td>
<td>E</td>
<td>C</td>
<td>C</td>
<td>E</td>
<td>C</td>
<td>E</td>
<td>E</td>
<td>C</td>
<td>E</td>
<td>C</td>
<td>E</td>
<td>C</td>
<td>E</td>
</tr>
<tr>
<td>torch</td>
<td>E</td>
<td>E</td>
<td>C</td>
<td>C</td>
<td>E</td>
<td>C</td>
<td>E</td>
<td>E</td>
<td>C</td>
<td>E</td>
<td>C</td>
<td>E</td>
<td>E</td>
<td>C</td>
</tr>
<tr>
<td>barrier cream</td>
<td>E</td>
<td>E</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>E</td>
<td>C</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
</tr>
<tr>
<td>gauge</td>
<td>C</td>
<td>C</td>
<td>E</td>
<td>C</td>
<td>E</td>
<td>C</td>
<td>E</td>
<td>C</td>
<td>C</td>
<td>E</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>E</td>
</tr>
<tr>
<td>dust mask</td>
<td>E</td>
<td>C</td>
<td>E</td>
<td>C</td>
<td>C</td>
<td>E</td>
<td>C</td>
<td>C</td>
<td>E</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>hazardous</td>
<td>E</td>
<td>C</td>
<td>E</td>
<td>E</td>
<td>C</td>
<td>E</td>
<td>C</td>
<td>E</td>
<td>C</td>
<td>E</td>
<td>C</td>
<td>E</td>
<td>E</td>
<td>E</td>
</tr>
<tr>
<td>refrigerating capacity</td>
<td>C</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
</tr>
</tbody>
</table>

Figure 2: Randomization and blinding:

E – experimental groups;
C – control groups.

Outcome assessment

The present study followed the randomized controlled double-blind design; therefore the differences in the outcomes could be attributed to the treatment variations in the absence of a pretest (Jones et al., 2002). A paper-based vocabulary test was designed following the evaluation practices currently in use at the academy (Nicholls & Potapova, 2010). A graduate student of
linguistics from a different school was employed to deliver the test at the end of the semester. Participants were informed that the test was given to them for research purposes only, and their performance at the test would not influence their grade in class. During the test, participants were presented with Russian terminology and general vocabulary units and prompted to provide their corresponding English equivalents in writing. Participants were allowed one hour to complete the test. Responses to each of the test items were graded as follows: no credit, if the item was translated incorrectly; partial credit, if there was a spelling error in the translation, or the part of speech was chosen incorrectly; full credit, if the translation was correct. The above-mentioned graduate student, who did not know the cadets personally and was blind to the distribution of the participants across experimental and control groups, performed all grading.

Data analysis
After the administration of the posttest, a detailed log file documenting the participants’ interaction with the system throughout the semester was exported from the server database. The key mapping the lexical units to their corresponding groups was also retrieved, and the data were supplemented with the cadets’ test results. At this time, all personally identifiable information was irreversibly removed from the dataset, and the key was destroyed.

Based on the log data, every student model was traced back to the first day of learning, and then day-to-day progress was incrementally reconstructed. This allowed us to estimate the amount of time the students spent on computer-based activities to acquire each of the target lexical units, as well as identify the status of each unit in the students’ lexical memory as per the student memory model at the time of posttest administration. The one-tailed t-test for proportions was employed to assess the statistical significance of the differences in the posttest scores (observable dependent variable) across the controlled conditions (independent variables).

Results
Although the participants were asked to spend at least 10 minutes a day working with the system, activity log analysis revealed that, on average, they actually spent 174 seconds (just under 3 minutes) per day. For each of the lexical units, the combined activity time was calculated from the moment the unit was first introduced (i.e. moved from set N to set P) up to the moment when it was deemed fully learned (i.e. moved from set S to set L), yielding a mean of 107 seconds (SD = 159) and a median of 71 seconds. This is an estimate of the average time it takes a lexical unit to make
its way to the student’s long-term memory. A typical pattern of a student model changing in time is presented in Figure 3. It is evident that the rate at which the new lexical units are introduced to the student varies slightly; this variation is the result of the algorithm adapting to the ‘due dates’ specified by the instructor. Whenever a deadline for a certain lexical theme was approaching, the rate of introducing new vocabulary slightly increased in an effort to meet the deadline.

**Figure 3:** A student model changing in time:

- \( N \) – number of units pending introduction;
- \( P \) – number of units in active acquisition;
- \( S \) – number of units in short-term memory;
- \( L \) – number of units in long-term memory.

Because our participants were not perfectly diligent, a portion of lexical units in the corresponding experimental groups only managed to progress to sets \( P \) or \( S \) by the time of the posttest (see “The adaptive tutoring algorithm” above for details), while the majority reached set \( L \) and therefore were considered ‘learned’. Table 1 shows raw counts of lexical units in the control groups, sets \( P \), \( S \), and \( L \) at the time of the test administration (note that lexical units in set \( L \), which were identified as previously known to the students at the time they were first introduced within the system, are counted separately). Lexical units in each category are split by the score given in the posttest: *no credit*, *partial credit*, and *full credit*. Proportions of lexical units that received some credit (full or partial) within the corresponding groups are also presented.
**Table 1: Lexical Unit Statuses in Student Models and Posttest Credit**

<table>
<thead>
<tr>
<th></th>
<th>Raw counts of lexical units</th>
<th>Some credit, %*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$M \cdot N$</td>
<td>No credit</td>
</tr>
<tr>
<td>Control groups</td>
<td>596</td>
<td>495</td>
</tr>
<tr>
<td>Experimental groups</td>
<td>1,868</td>
<td>936</td>
</tr>
</tbody>
</table>

**Breakdown by final status:**

- **Active acquisition ($P$)**
  - 135
  - 113
  - 11
  - 11
  - 16.3

- **Short-term memory ($S$)**
  - 150
  - 107
  - 19
  - 24
  - 28.7

- **Long-term memory ($L$)**
  - 884
  - 441
  - 157
  - 286
  - 50.1

- **Previously known units**
  - 699
  - 275
  - 119
  - 305
  - 60.7

*a*Some credit – proportion of lexical units that received ‘partial credit’ or ‘full credit’ among all lexical units the corresponding group ($M \cdot N$).

*b*$M \cdot N$ is the number of participant-to-group mappings treated as independent observations. See "Randomization and blinding" for details.

The difference in test scores between fully acquired lexical units in the experimental group (set $L$) and those known to the students prior to introduction in Linguatorium was not very large (50.1% vs. 60.7%), but significant ($p < 0.001$, one-tailed), which indicates that the students may have failed to attain the level of vocabulary knowledge identical to the previously known lexical units.

In terms of the test scores, the difference between the lexical units in the control group and set $P$ was not significant, while the difference between sets $P$ and $S$ was significant ($p < 0.01$, one-tailed), and so was the difference between sets $S$ and $L$ ($p < 0.001$, one-tailed). This finding provides support for the criteria that were chosen for moving lexical units from $P$ to $S$ (initial activation in the short-term memory) and from $S$ to $L$ (long-term retention). Based on the test results, the difference between vocabulary items considered fully learned by the adaptive tutoring model (the experimental group) and the control group was almost threefold (50.1% vs. 16.9%) and statistically significant ($p < 0.001$, one-tailed).

**Discussion**

The focus of this paper was not on critiquing pedagogical approaches that are typically used for teaching vocabulary in an EFL classroom, such as reading and discussing specialized texts. Rather, we explored the effects of a supplementary activity that took a few minutes a day and did not require any modifications to the usual pedagogy, which remained unchanged for the duration of the study. As seen in the results, although students only spent an average of 3 minutes per day on working with the system, the recommendation being
10 minutes per day, the rate of long-term vocabulary recall in the experimental groups was found to increase almost three times compared to that in the corresponding control groups. The acquisition of each lexical unit took the students a median of 71 seconds overall in Linguatorium-based activities. Intuitively, this is a reasonably short time, which suggests a high practical value of the developed system. Yet, supplementary in nature, our system did not aim at substituting the existing methods of vocabulary learning, thus eliminating the ground for controversy related to the behavioral nature of the pair-associate instructional paradigm (Hultsijn, 2001) and the confinement of flashcard-based vocabulary software to the form-meaning matching of lexical units (Nakata, 2011).

In this paper, we also demonstrated the feasibility of randomized controlled double-blind trials in CALL research, wherein both the instructors and the students are unaware of the participant assignment to groups—a rare case in pedagogical intervention research (Jones et al., 2002). This approach not only contributed to the credibility of our conclusions, but also allowed us to study the effect of computer-based spaced repetition on vocabulary learning gains independent of teachers’ and students’ beliefs about and attitudes towards different learning methods. Such beliefs and attitudes are known to be difficult to control for, and as a result, many educational researchers prefer to avoid predictive experiments altogether (Hoadley, 2004). Furthermore, unlike quasi-experimental designs, randomized controlled trials do not require that a pretest be administered (cf. Jones et al., 2002), which is beneficial due to the questionable pedagogical value of the pretest.

Conclusion

In this paper, we have demonstrated that (1) automatically generated supplemental activities based on spaced repetition can lead to a nearly three-fold improvement of vocabulary learning gains in EFL students without any changes to the rest of pedagogy in the classroom, and (2) a double-blind experimental design can be successfully implemented in a CALL-based pedagogical intervention study.

Our work, however, had several limitations. First, due to the implemented randomization and blinding procedures, we could not quantify the within-participant and across-participant variance of performance measures. In future work, these procedures should be improved to allow for such quantification. Second, the recommended duration of activities (10 minutes per day) was not sufficiently substantiated. Further research should be done to refine the recommended duration of activities in terms of the cost/benefit ratio. Third, our study was carried out in a specific purpose context (marine engineering English), and the lexical material represented a mix of general
vocabulary and special terminology. In our future work, we plan to study the differences between general and special vocabulary in terms of the effectiveness of computer-based spaced repetition, which might clarify the prospects of using this method in general EFL contexts.

Finally, when modeling the three stages of vocabulary learning (active acquisition process, activation in short-term memory, and long-term retention), we were unable to find any literature on formal models of word acquisition stages in vocabulary tutoring algorithms. Therefore, we had to establish our own formal procedures identifying such stages, with a hope to refine them experimentally. We were fortunate to discover that the learning stages identified by our algorithm corresponded to statistically significant changes in the long-term vocabulary retention as shown by the posttest scores, which supports the validity of our model. In a follow-up study, we plan to manipulate the thresholds used to identify the stages, to see if any adjustments might lead to improved efficiency of the system. Furthermore, additional research will explore the relationships between the algorithmic stages and the psycholinguistic reality of both the process of vocabulary acquisition and the state of tacit and explicit knowledge of vocabulary (Collins, 2010).
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