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CHAPTER 1. INTRODUCTION

1.1 Logic Programming and Revisable reasoning

Many areas of Artificial Intelligence rely heavily on representing the knowledge an entity has about its environment in an explicit or symbolic form. Knowledge represented in this fashion is often referred to as declarative knowledge because it is contained in declarations about the world. There are many reasons to prefer declarative representation of knowledge when designing intelligent systems. One advantage is that it is relatively easy to make changes to the knowledge present in the system: this can be done by modifying a small subset of the statements that make up the system's knowledge base. Furthermore, declarative knowledge can usually be extended, beyond the explicit set of declarations, by the virtue of some reasoning process that can derive additional knowledge. The issue of formalizing knowledge has thus been one of the central building blocks and research areas of Artificial Intelligence. The purpose of formalizing declarative knowledge is to provide intelligent machines with a mathematically precise definition of the knowledge that they possess, in a manner which is independent of procedural considerations and easy to manipulate.

For many years, particularly in the 70's, it was believed by many AI practitioners that first-order logic can serve as an adequate framework and a universal language for knowledge representation. The power of first-order predicate calculus as a language
for expressing declarative knowledge in AI systems cannot be disputed. However, it later became clear to most adherents of this view that first-order logic suffers from certain inadequacies, especially when trying to represent or reason with inexact, incomplete, or contradictory information. This kind of reasoning process is, of course, one that faces intelligent systems in many problem domains.

Presumably, a typical AI system using first-order logic would work in the following manner. The knowledge that the system has about the problem domain is given as a finite set of axioms (formulas of first-order logic), say \( \Gamma \). To answer a query or take some action, the system would then try to determine whether a formula \( F \) is a logical consequence of \( \Gamma \). This task is accomplished by using the deduction rules of first-order logic to derive \( F \) from \( \Gamma \) (in most theorem proving systems, for instance, this is done by using the resolution rule of inference on the clausal form of \( \Gamma \cup \neg F \) to derive a contradiction). It was research in the area of theorem proving that eventually led to logic programming.

The main tenet of logic programming, the idea that first-order logic could be used as a programming language, was revolutionary because it not only capitalized on the ability of logic as a way to specify knowledge, but also it showed that first-order logic has a procedural interpretation. The idea here was that given a program clause \( A \leftarrow B_1, \ldots, B_n \), one could interpret this clause as giving a definition for a procedure \( A \). Now, if a goal \( \leftarrow B'_1, \ldots, B'_k \) is given to the system, each \( B'_i \) can be interpreted as a procedure call. The computation, then, would be comprised of a sequence of steps each involving an attempt to unify one of the \( B'_i \) with \( A \). The unification process records bindings obtained for the variables of \( A \) in the form of substitutions. Thus unification will become a uniform mechanism for parameter passing, data selection, and data
construction. This procedural interpretation emanates from the proof theory of first-order logic, and computation of the resulting substitution essentially amounts to a constructive proof of an existential formula.

Logic programming is based on the idea of declarative programming stemming from Kowalski's principle of separation of logic and control [28]. Ideally, the programmer should be only concerned about the declarative meaning of the program (i.e., what needs to be done), while the procedural aspects of the execution (i.e., how it needs to be done) are handled automatically. Unfortunately, this idealized view of logic programming has not yet been realized. One reason is those same limitations of first-order logic as a knowledge representation language, described earlier. A particular instance of this problem is the lack of clarity as to what should be the proper declarative semantics for negation within logic programs. Let us examine some of the limitations mentioned above more closely.

One important limitation of the aforementioned model of AI systems using first-order logic (even in the context of logic programming) is that often the rules specified within the system are subject to an indefinite number of exceptions and qualifications. In a sense our set of axioms and rules are but an approximate description of the real world. Ideally, the representation language should be robust enough to deal with conclusions that will need to be further revised and specified. Systems based on classical logic are inherently monotonic in the sense that addition of new information to a basic set of beliefs will never result in inferences that contradict what was originally known. The type of reasoning in which an intelligent agent engages, however, often involves revising or retracting old conclusion as a result of expanding the set of axioms by newly obtained information. This type of reasoning is called
nonmonotonic.

Another limitation of first-order logic stems from the fact that statements are evaluated to be either true or false. Intelligent agents, however must often deal with information which is uncertain, or incomplete. This suggests that certain non-classical logics which allow statements to be evaluated by truth values other than true or false may be more suitable for knowledge representation in some AI systems.

There have been several approaches for formalizing nonmonotonic and revisable reasoning. These include default logic [44], nonmonotonic modal logics [33], and Autoepistemic logics [34, 35]. For a review of these approaches see [54]. These and other logical approaches to nonmonotonic reasoning and reasoning with uncertain beliefs have been studied in [22].

The kind of "brittleness" resulting from the limitations of the underlying first-order logic within the logic programming systems, has caused many AI practitioners to shy away from using logic programming languages as the knowledge representation language in AI systems. It is therefore desirable to construct logic programming systems that can overcome the difficulties mentioned above. The work presented here is an attempt to provide a general framework for such logic programming languages. The above brief discussion suggests that such systems must have two common characteristics: they must rely on the expressive power of an underlying multi-valued logic which can deal with contradictory as well as incomplete or uncertain information. and secondly, such systems should be able to interpret statements not based on their truth or falsity, but based on some measure of the knowledge contained within those statements.
1.2 Semantics of Negation and Knowledge-based Logic Programming

In the context of logic programming and deductive databases, much of the research along the aforementioned lines has manifested itself in attempts to deal with the issue of adequately representing negative or conflicting information. The presence of negation within logic programs, however, causes certain semantic problems [49, 50, 29], and the full inclusion of classical negation in logic programs and queries is generally thought to be infeasible for computational reasons.

Negation as Failure is the most common treatment of negation in logic programming. It is essentially a rule of inference stating that if A is a ground atom, then the goal \(\neg A\) succeeds if A fails, and the goal \(\neg A\) fails if A succeeds. However, it is well known that Negation as Failure is not sound with respect to classical semantics for programs [49, 50]. There have been many attempts to give a reasonable declarative semantics with respect to which Negation as Failure is sound, including Reiter’s Closed World Assumption [43] and Clark’s program completion [8]. Unfortunately, while these and other approaches have resulted in various declarative semantics with respect to which Negation as Failure is sound, the corresponding completeness results hold only for restricted classes of logic programs.

These semantic problems are also present when the declarative semantics for logic programs involving negation is specified using fixpoints. Fixpoint semantics for logic programs were originally developed by van Emden and Kowalski [56] in the context of logic programs without negation. The idea is to associate, with each program \(P\), a natural closure operator \(T_P\) on interpretations and to identify models of \(P\) with fixpoints of \(T_P\). The interpretation given by the least fixpoint of \(T_P\) is generally taken to be the intended model for the program. When negations are present, however, the
$T_P$ operator is generally not monotonic and $T_P$ may have no least fixpoint.

Much of the literature about negation in logic programming examines the ramifications of choosing non-classical semantics based on multi-valued logics [14, 15, 29]. From a related but different point of view, several approaches have proposed dealing with negation by ordering statements and formulas not according to the degree of truth or falsity, but according to the degree of knowledge "present in the system" about these statements and formulas. Ginsberg [23, 24] introduced a family of multi-valued logics based on certain algebraic structures called bilattices, which combined the two aforementioned approaches. Ginsberg's work focuses on those logics that have a knowledge dimension as well as a truth dimension and thus can be used to model the connection between truth and knowledge in a particular logic program or deductive database. The first logic of this kind originated with Belnap [3]. It is based on the idea that information in a database can have both a positive and a negative content with regard to the truth of a particular event.

The two situations in which only positive or only negative information is available give rise to two truth values that can be identified with classical true and false, respectively. But there are two other situations: when the information has both a positive and a negative content, and where there is no information of either kind. These lead to a third and fourth "truth value" that are denoted respectively by $\top$ and $\bot$. Part of the motivation here is that, in a distributed database, information about a given event is collected from various sources at various times and some of it might be contradictory. So the truth value of the event can be viewed as representing our state of knowledge about the classical truth or falsity of the event rather than its actual truth or falsity, and as we have seen there are four possibilities for this state
of knowledge. This 4-element Belnap logic is the simplest example of a bilattice.

Fitting [16, 17, 18, 19] further studied properties of bilattices. He expanded the theory of bilattices into a full fledged mathematical theory of the truth-knowledge interaction and made this the basis of a well behaved fixpoint semantics for a knowledge-based logic programming system. For logic programs based on the class of distributive bilattices, he developed a fixpoint semantics and a procedural semantics based on Smullyan style semantic tableaux.

The significant feature of knowledge-based logic programming is that logical negation is monotonic with respect to knowledge: Having more information about event $E_1$ than event $E_2$ means we have more positive and more negative information. Hence we also have more information about $\neg E_1$ than $\neg E_2$ since logical negation simply switches the polarity of the information. In contrast, logical negation is anti-monotonic with respect to classical truth. Bilattices provide a setting in which one can successfully deal with negation in programs, at least when programs are interpreted according to their knowledge content. Many of the problems that arise in classical truth-based logic programming that are due to the anti-monotonic nature of negation, such as the nonexistence of least fixpoints, can be avoided in a knowledge-based system.

1.3 An Overview

The results presented in this thesis also use bilattices as the underlying framework for the logic programming language. We use a fixpoint semantics similar to the one proposed by Fitting, but we develop a new procedural semantics based, partly, on resolution. We present a generalized framework for knowledge-based logic programs.
Depending on the choice of the underlying bilattice, the resulting knowledge-based logic programming language can be used to model many useful logics such as probabilistic logics, intuitionistic logics, and modal logics based on the possible-worlds semantics. The procedural semantics presented in this work, generalizes the ideas behind SLDNF-resolution to provide a natural and efficient computational model for logic programming. The results presented in the sequel are organized as follows.

In Chapter 2, we provide some necessary background information on lattices. Lattices provide the underlying structure of bilattices. They are also used as the basis of fixpoint semantics which we use to characterize the declarative semantics of logic programs. An important part of this chapter is the discussion of the join-irreducible elements of a lattice and their role as a representative subset of elements in distributive lattices which satisfy certain finiteness conditions. These ideas are later extended to bilattices.

In Chapter 3, we present some general background material on logic programming. In particular, we discuss various elements of logic programming systems based on classical first-order logic, including the syntax of the underlying language, declarative semantics, and procedural semantics of logic programs. We also introduce the basic concepts of unification theory. Finally, we give a brief discussion of the role of negation in logic programming and some of the pitfalls and problems that arise in obtaining adequate semantics for negation.

The new results presented in this work are discussed in Chapters 4 through 7. In Chapter 4 we present a general theory of bilattices. We provide the basic definitions and some motivating examples of bilattices. We also present the basic construction and representation theorems for bilattices originally due to Ginsberg. For reasons
that will become clear later; the definition of bilattice given here is somewhat dif-
ferent from those found in the works by Ginsberg and Fitting mentioned earlier.
There are two different mechanisms by which the relationship between the truth and
the knowledge dimensions can be specified. One is the requirement that the lattice
theoretic operators for each ordering be monotonic with respect to the other order-
ing. This called the interlacing condition. We call structures that have this property
pre-bilattices.

Another way of capturing the connection between the two orderings is by means
of a negation operator which is monotonic with respect to the knowledge ordering
but not with respect to the truth ordering. Ginsberg’s definition of bilattices consists
of structures (with two complete lattices) which have such an idempotent negation
operator. We, however, insist that a bilattice also satisfy the interlacing condition.
In other words, every bilattice is a pre-bilattice. In this way we can discuss more
general results in the context of the weaker notion of a pre-bilattice, whereas for the
results specific to bilattices, we can focus on the properties of the negation operator.
It must be noted, however, that for the class of bilattices in which we are most
interested, namely, distributive bilattices, the alternative definitions are equivalent
as the distributivity laws imply the interlacing condition.

For our purposes, the most important part of this chapter is the discussion of
elements of a bilattice that are join-irreducible in the knowledge ordering. We extend
many of the properties of the join irreducible elements to bilattices. We study these
properties in detail and present several new results which are original contributions
to the theory of bilattices. In particular, we prove several results which show that
the knowledge join-irreducible elements provide a representing set for distributive
bilattice that have the descending chain property in the knowledge ordering. In the logic programming context, these are precisely the type of bilattices in which we are the most interested.

In Chapter 5 we extend the notion of unifiers to substitutions themselves and use this concept of substitution unification to provide the necessary machinery for parallel evaluation of queries in our procedural semantics. Our procedural semantics uses an AND- and OR-parallel interpretation model (see [52, 9, 10]), in which the AND-parallel component is independent. In an independent AND-parallel model, even when subgoals share variables, they are solved independently. After termination, however, answer substitutions obtained independently for shared variables are tested for consistency. Substitution unification is used to ensure the consistency of answer substitutions for shared variables. In Chapter 5 we present an in-depth treatment of substitution unifiers and study many of their interesting properties. The results about substitution unifiers are significant in two respects. First, they represent an interesting contribution to the theory of unification, and secondly, they may be found useful in the development of parallel interpretation models for logic programs.

Similar ideas have been studied before in the literature, particularly in the context of parallel logic programming [26, 38]. Most of these approaches reduce the problem of unification to that of finding a solution to a system of equations or to other methods which involve dealing with substitutions in the context of their application to sets of expressions. Our development provides an expression and equation free treatment of substitutions and their unifiers. This allows us to develop a full fledged algebraic theory of substitution unification.

In Chapter 6, we carefully study an important special case of our generalized
knowledge-based logic programming framework, namely, one based on a four-valued bilattice. This special case serves as the basis of many of the concepts which we later generalize to arbitrary bilattices. It is significant in its own right since the resulting logic programming system can be used as a representation language in AI systems that have to deal with contradictory or incomplete information. In particular, we will show how this particular system can resolve many of the problems associated with negation.

For this purpose we use a four-valued logic of Belnap in which the space of truth values includes not only true and false, but also two other truth values which represent degrees of knowledge about the truth or falsity of a particular statement, in particular, no information and conflicting information. The space of truth values, and by extension, the space of all interpretations, is now partially ordered in two dimensions using two separate orderings. One is called the truth dimension and the other is called the knowledge dimension. In the truth direction we have all of the machinery of classical logics. In the knowledge dimension, interpreting a program according to its knowledge content gives a monotonic operator associated with that program. When programs are interpreted according to their knowledge content, a statement can potentially be evaluated as both true and false, suggesting the existence of conflicting information. In this sense these programs have the paraconsistency property introduced in [5]. For instance, interpreting the program clause $A \leftarrow \text{true}$ according to its knowledge content, does not mean that $A$ is true, but rather that there is evidence suggesting that $A$ is true.

We fully utilize the self-duality of knowledge operators under negation allowing us to evaluate negative queries with variables without encountering the usual seman-
tic problems associated with negation in standard truth-based logic programming. It is worth emphasizing that interpretation of programs under the knowledge ordering gives rise to a monotonic logic which has potential for efficient implementation. The procedural semantics presented here treats the notions of success and failure symmetrically, and thus it is can be used to deduce both negative and positive information in a uniform manner. Furthermore, this procedural semantics lends itself to parallel and distributed evaluation of queries, and thus it can serve as the basis for implementation of parallel knowledge-based logic programming languages.

In the last part of this chapter we extend the bilattice-based fixpoint and procedural semantics to incorporate a version of Closed World Assumption (CWA). This allows inference of negative information when no information is present. We give soundness and completeness results, with and without the presence of CWA. Our soundness and completeness results are general and are not restricted to ground atomic goals.

In Chapter 7 we generalize the four-valued semantics to arbitrary distributive bilattices. As mentioned above, a novel feature of our operational semantics based on the 4-element Belnap bilattice is the introduction of completely symmetric notions of proof and refutation. Roughly speaking, the existence of a proof (respectively refutation) for a given goal, corresponds to having positive (respectively negative) information about it.

In this chapter the operational semantics is generalized to an arbitrary distributive bilattice. We introduce the notion of a b-proof for each element of the bilattice except \( \top \) and \( \bot \). (In the 4-element case true-proofs coincide with proofs and a false-proofs with refutations.) We prove a soundness and completeness theorem for this
procedural semantics, again with respect to the declarative fixpoint semantics.

Although the resulting logic programming system is quite satisfactory in some respects, for example the symmetry between truth and refutation in the 4-element case is carried over and the mathematical theory is quite smooth, it has some serious defects. For a given truth value \( b \), the search for a \( b \)-proof of a complex goal \( G \) may entail searches for \( c \)-proofs of the subformulas of \( G \) for a large number of truth values \( c \) that are only remotely related to \( b \); moreover, this complexity ramifies as we pass down the parse tree of \( G \). It turns out that for finite distributive bilattices (more generally, bilattices with the descending chain condition) we can essentially restrict our attention to \( b \)-proofs where \( b \) ranges over a relatively small subset of special truth-values. Moreover, in the search for a \( b \)-proof for \( G \), we need only look for \( b \)-proofs of the subformulas of \( G \). These special truth values turn out to be the so-called join irreducible elements of knowledge part of the bilattice. We present a join irreducible operational semantics as an alternative to the standard one, and prove the connection between the two in the main result of the chapter. This allows us to obtain a completeness theorem for the join-irreducible operational semantics (with respect to Fitting’s fixpoint semantics) as a corollary of our first completeness theorem.
CHAPTER 2. LATTICE BACKGROUND

Before introducing the notion of a bilattice, which is central to the work presented in this thesis, we need to provide some background material on lattices. Lattices not only provide the underlying structure of bilattices, but they also are used as the foundation of logic programming semantics based on fixpoints which we shall use as the declarative semantics for logic programming system studied in this work.

Lattices are a special class of ordered sets which can be represented by certain algebraic axioms based on the existence of lower and upper bounds of subsets of the given ordered set. In the following, we will make these notions precise. We will also introduce and study a special subset of lattice elements, namely the join-irreducible ones, which will play an important role in the operational semantics of our knowledge-based logic programs.

2.1 Some Basic Concepts in Lattice Theory

Definition 2.1 Let $P$ be a set. A partial order on $P$ is a binary relation $\leq$ on $P$ such that, for all $x, y, z \in P$,

1. $x \leq x$ (reflexivity);

2. $x \leq y$ and $y \leq x$ imply $x = y$ (anti-symmetry);
3. \( x \leq y \) and \( y \leq z \) imply \( x \leq z \) (transitivity).

A set \( P \) on which a partial order \( \leq \) is defined is called a partially ordered set (or simply an ordered set), denoted by \( (P, \leq) \). The relation \( \leq \) is called a full (or total or linear) order on \( P \), if \( \leq \) is a partial order on \( P \) and for any \( x, y \in P \), either \( x \leq y \) or \( y \leq x \). In this case, we say that \( P \) is a fully (or totally or linearly) ordered set.

**Definition 2.2** Let \( P \) be a partially ordered set and let \( S \subseteq P \). An element \( x \in P \) is an upper bound of \( S \) if \( s \leq x \) for all \( s \in S \). A lower bound is defined dually. The element \( x \in P \) is the least upper bound of \( S \) if \( x \) is an upper bound of \( S \), and \( x \leq y \) for all upper bounds \( y \) of \( S \). The notion of greatest lower bound is defined dually. The greatest element of \( P \), if it exists, is called the top element of \( P \) and denoted by \( \top \). Similarly, the least element of \( P \), if it exists, is called the bottom element of \( P \), and denoted by \( \bot \).

Note that if a partially ordered set \( P \) has a top element, then \( \top \) is the unique least upper bound for \( P \). Similarly, the bottom element, \( \bot \), if it exists, is the unique greatest lower bound for \( P \).

We usually denote the least upper bound of \( x \) and \( y \) by \( x \lor y \) (read “\( x \) join \( y \)”) and the greatest lower bound of \( x \) and \( y \) by \( x \land y \) (read “\( x \) meet \( y \)”). Accordingly, for a set \( S \), we write \( \lor S \) and \( \land S \) to denote the least upper bound (join) and the greatest lower bound (meet) of \( S \), respectively.

**Definition 2.3** Let \( P \) be a non-empty partially ordered set.

1. If \( x \lor y \) and \( x \land y \) exist for all \( x, y \in P \), then \( P \) is called a lattice.

2. If \( \lor S \) and \( \land S \) exist for all \( S \subseteq P \), then \( P \) is called a complete lattice.
If $P$ is a lattice, then $\vee$ and $\wedge$ are binary operations on $P$ and we have an algebraic structure $(P, \wedge, \vee)$ (we leave out the relation $\leq$ since its association with $P$ is generally clear from context).

It is clear from the above definitions that any complete lattice is bounded, that is, it has top and bottom elements. Furthermore, if $P$ is a lattice, we can easily verify the following relationships between its ordering relation and its binary operators, $\wedge$ and $\vee$.

**Theorem 2.4** Let $L$ be a lattice and let $x, y \in L$. Then the following are equivalent:

1. $x \leq y$;
2. $x \vee y = y$;
3. $x \wedge y = x$.

Hence, to show that $P$ is a lattice it suffices to show that $x \vee y$ and $x \wedge y$ exist in $P$ for all non-comparable pairs $x, y \in P$.

It is well known for an ordered set $P$ that for every non-empty subset $S$ of $P$ which has an upper bound in $P$, if $\wedge S$ exists in $P$, then $\vee S$ exists in $P$; in fact,

$$\vee S = \wedge \{z \mid x \geq y \text{ for every } y \in S\}.$$ 

In other words, $\vee S$ is the meet of the set of all upper bounds of $S$. We thus have the following result.

**Theorem 2.5** Let $P$ be a non-empty partially ordered set. Then the following are equivalent:

1. $P$ is a complete lattice;
2. \( \forall S \exists \text{ in } P \text{ for every subset } S \subseteq P; \)

3. \( P \) has a top element, \( T \), and \( \forall S \exists \text{ in } P \text{ for every non-empty } S \subseteq P. \)

By a similar argument we can also establish the dual the above theorem:

**Theorem 2.6** Let \( P \) be a non-empty partially ordered set. Then the following are equivalent:

1. \( P \) is a complete lattice;

2. \( \forall S \exists \text{ in } P \text{ for every subset } S \text{ of } P; \)

3. \( P \) has a bottom element, \( \bot \), and \( \forall S \exists \text{ in } P \text{ for every non-empty subset } S \text{ of } P. \)

The following properties of lattices are often used when studying lattices as algebraic structures. They provide an alternative definition for lattices. We often use these properties without explicit mention.

**Theorem 2.7** Let \( L \) be a lattice. Then, for all \( a, b, c \in L \), \( \land \) and \( \lor \) satisfy the following conditions.

1. (Associativity) \( (a \lor b) \lor c = a \lor (b \lor c) \) and \( (a \land b) \land c = a \land (b \land c) \)

2. (Commutativity) \( a \lor b = b \lor a \) and \( a \land b = b \land a \)

3. (Idempotency) \( a \lor a = a \) and \( a \land a = a \)

4. (Absorption) \( a \lor (a \land b) = a \) and \( a \land (a \lor b) = a \).
There are a number of ways to construct new lattices (or more generally, ordered sets) from existing ones. We are particularly interested in two of these constructions which will be useful in subsequent discussions.

Let $L$ and $K$ be lattices. Consider the ordered set $L \times K$ with $\vee$ and $\wedge$ defined coordinatewise, as follows:

$$\langle l_1, k_1 \rangle \vee \langle l_2, k_2 \rangle = \langle l_1 \vee l_2, k_1 \vee k_2 \rangle$$

$$\langle l_1, k_1 \rangle \wedge \langle l_2, k_2 \rangle = \langle l_1 \wedge l_2, k_1 \wedge k_2 \rangle.$$ 

It is easy to check that $L \times K$ is also a lattice with the partial order $\leq$ defined coordinatewise. Furthermore, we have:

$$\langle l_1, k_1 \rangle \vee \langle l_2, k_2 \rangle = \langle l_2, k_2 \rangle \iff l_1 \vee l_2 = l_2 \text{ and } k_1 \vee k_2 = k_2$$

$$\iff l_1 \leq l_2 \text{ and } k_1 \leq k_2$$

$$\iff \langle l_1, k_1 \rangle \leq \langle l_2, k_2 \rangle.$$ 

Hence, the lattice obtained by taking the product of lattices $L$ and $K$ is the same as the one obtained by defining $\vee$ and $\wedge$ as above. If $L$ and $K$ are complete lattices, then $L \times K$ is a complete lattice (with joins and meets formed coordinatewise).

Another important class of lattices is obtained by considering the set of all mappings from a set to a lattice.

**Definition 2.8** Let $P$ and $Q$ be ordered sets.

1. A map $\phi : P \to Q$ is said to be order-preserving (or monotone) if $x \leq y$ in $P$ implies that $\phi(x) \leq \phi(y)$ in $Q$. $\phi$ is an order-embedding if $x \leq y$ in $P$ if and only if $\phi(x) \leq \phi(y)$ in $Q$. If, in addition, $\phi$ is onto, then it is called an order-isomorphism.
2. The set of all maps from $P$ to $Q$ is denoted by $Q^P$.

Let $P$ be any set and $Q$ a (complete) lattice. Then, under the usual pointwise order, the set $Q^P$ of maps from $P$ to $Q$ is also a (complete) lattice with join and meets formed in a pointwise fashion. Therefore, the join $\phi_*$ of $\{\phi_i \in Q^P\}_{i \in I}$ is given by

$$\text{for all } x \in P, \phi(x) = \bigvee_{i \in I} \phi_i(x),$$

and similarly for meet. When $P$ is an ordered set and all the maps $\phi_i$ are order preserving, then $\bigvee\{\phi_i | i \in I\}$ and $\bigwedge\{\phi_i | i \in I\}$ are also order-preserving. Hence, the resulting ordered set of mappings is a (complete) lattice.

**Definition 2.9** Let $L$ and $K$ be lattices. A map $\phi : L \to K$ is said to be a (lattice-) homomorphism if $\phi$ is join-preserving and meet-preserving, that is, for all $a, b \in L$,

$$\phi(a \lor b) = \phi(a) \lor \phi(b) \quad \text{and} \quad \phi(a \land b) = \phi(a) \land \phi(b).$$

A bijective homomorphism is a (lattice-) isomorphism. If $\phi : L \to K$ is a one-to-one homomorphism, then the sublattice $\phi(L)$ of $K$ is isomorphic to $L$ and we refer to $\phi$ as an embedding (of $L$ into $K$).

In general, an order-preserving (monotonic) map may not be a homomorphism. But, a stronger relationship holds between order-isomorphisms and lattice isomorphisms, as the following result indicates [11].

**Lemma 2.10** Let $L$ and $K$ be lattices and $\phi : L \to K$ a map.

1. The following are equivalent:

   (a) $\phi$ is order-preserving;
(b) for all \( a, b \in L \), \( \phi(a \lor b) \geq \phi(a) \lor \phi(b) \);

(c) for all \( a, b \in L \), \( \phi(a \land b) \leq \phi(a) \land \phi(b) \).

In particular, if \( \phi \) is a homomorphism, then \( \phi \) is order-preserving.

2. The following are equivalent:

(a) \( \phi \) is an order-isomorphism;

(b) \( \phi \) is bijective and an order-embedding;

(c) \( \phi \) is a lattice-isomorphism.

Complete lattices play an essential role in our discussion since they constitute the building blocks for bilattices, which we introduce in the next section. It is easy to verify that every finite lattice is complete. There are, however, other weaker finiteness conditions which guarantee that a lattice is complete. We will now state some of these conditions.

Definition 2.11 Let \( P \) be an ordered set.

1. A subset \( S \) of \( P \) is a chain in \( P \), if for all \( x, y \in P \), either \( x \leq y \) or \( y \leq x \). We usually represent a chain as a (possibly infinite) sequence \( \langle c_0, c_1, \ldots \rangle \), where \( c_i \leq c_{i+1} \).

2. If \( C = \langle c_0, c_1, \ldots, c_n \rangle \) is a finite chain in \( P \), then we say that the length of \( C \) is \( n \).

3. \( P \) has length \( n \) if the length of the longest chain in \( P \) is \( n \).

4. \( P \) is of finite length if it has length \( n \) for some \( n < \omega \).
5. $P$ has no infinite chains if every chain in $P$ is finite.

6. $P$ has the ascending chain property (ACP), if given any infinite sequence $x_1 \leq x_2 \leq \cdots \leq x_k \leq \cdots$ of elements of $P$, there exists a $k < \omega$ such that $x_k = x_{k+1} = \cdots$. The dual of the ACP is the descending chain property (DCP) and is defined accordingly.

The following theorems provide other characterizations of the ACP and the DCP. We state them without proof (see [11]).

**Theorem 2.12** An ordered set $P$ satisfies the ACP if and only if every non-empty subset $A$ of $P$ has a maximal element ($a \in A$ is a maximal element of $A$, if $a \leq x \in A$ implies $a = x$; minimal element of $A$ is defined dually). $P$ satisfies the DCP if and only if every non-empty subset $A$ of $P$ has a minimal element.

**Theorem 2.13** An ordered set $P$ has no infinite chains if and only if it satisfies both the ACP and the DCP.

Lattices with no infinite chains are complete as the following more general result indicates.

**Theorem 2.14** Let $P$ be a lattice.

1. If $P$ satisfies the ACP, then for every non-empty subset $A$ of $P$ there exists a finite subset $F$ of $A$ such that $\lor A = \lor F$ (which exists in $P$), and similarly for the DCP and $\land$.

2. If $P$ has a bottom element, $\bot$, and satisfies the ACP, then $P$ is complete, and similarly for $\top$ and the DCP.
3. If $P$ has no infinite chains, then $P$ is complete.

**Definition 2.15** Let $Q$ be an ordered set and let $P \subseteq Q$. Then $P$ is *join-dense* in $Q$ if for every element $s \in Q$ there is a subset $A$ of $P$ such that $s = \bigvee Q A$. The notion of *meet-density* is defined in a dual manner.

The next theorem shows the relationship between complete lattices and the join-dense subsets of an ordered set. Let $(\downarrow s)_{P}$ denote the set $\{ y \in P \mid y \leq s \}$, for every $s \in Q$.

**Theorem 2.16** Let $Q$ be an ordered set and let $P \subseteq Q$. Then the following are related by $(1) \iff (2) \Rightarrow (3)$ in general and are equivalent if $Q$ is a complete lattice:

1. $P$ is join-dense in $Q$;
2. $s = \bigvee Q (\downarrow s)_{P}$ for all $s \in Q$;
3. for all $s, t \in Q$ with $t < s$ there exists a $y \in P$ with $y \leq s$ and $y \leq t$.

Another very important class of lattices, with useful algebraic properties, is the class of *distributive* lattices. The study of the distributivity conditions on lattices will be of particular importance to us. We shall see later that distributive bilattices, are taken as the basis for the procedural semantics of knowledge-based logic programs, due to the special properties they exhibit.

**Definition 2.17** Let $L$ be a lattice. The $L$ is *distributive* if it satisfies the distributive law, that is, for all $a, b, c \in L$,

$$a \land (a \lor c) = (a \land b) \lor (a \land c)$$
or (equivalently)

\[ a \lor (a \land c) = (a \lor b) \land (a \lor c). \]

It is well known that if \( L \) is a distributive lattice, then every subset of \( L \) and every image of \( L \) under a homomorphism is also a distributive lattice. Furthermore, if \( L \) and \( K \) are distributive lattices, then \( L \times K \) is distributive.

### 2.2 Join-Irreducible Elements

There is a rich subclass of the class of distributive lattices which will play an important role in our discussion of procedural semantics for knowledge-based logic programs. These are distributive lattices which satisfy certain finiteness conditions, as described above. A special subset of the elements, namely the join-irreducible elements, provide a representing or characteristic set for this class of lattices. In the subsequent sections, we will extend these notions to bilattices and further study the properties of the join-irreducible elements.

**Definition 2.18** Let \((L, \leq, \land, \lor, 0, 1)\) be a lattice with \(\land, \lor, 0, 1\), and \(\leq\). Then \(a \in L\) is join-irreducible, if \(a \neq 0\) and \(a = b \lor c\) implies that \(b = a\) or \(c = a\), for every \(b, c \in L\).

We denote the set of join-irreducible elements of \(L\) by \(JIR(L)\). A meet-irreducible element of a lattice is defined dually.

The next few well known results demonstrate the importance of join-irreducible elements in the context of distributive lattices.

**Lemma 2.19** Let \(L\) be a distributive lattice and let \(x \in L\) with \(x \neq 0\). Then the following are equivalent:
1. \( x \) is join-irreducible;

2. if \( a, b \in L \) and \( x \leq a \lor b \) then \( x \leq a \) or \( x \leq b \);

**Proof:** To show that 1 \( \Rightarrow \) 2, let \( x \in JIR(L) \) and suppose that \( a, b \in L \) are such that \( x \leq a \lor b \). By distributivity we have \( x = x \land (a \lor b) = (x \land a) \lor (x \land b) \). Since \( x \) is join-irreducible, \( x = x \land a \) or \( x = x \land b \). Hence, \( x \leq a \) or \( x \leq b \).

It remains to show that 2 \( \Rightarrow \) 1. Suppose that 2 holds and that \( x = a \lor b \). Then obviously, \( x \leq a \lor b \), and so \( x \leq a \) or \( x \leq b \). But, \( x = a \lor b \) implying that \( a \leq x \) and \( b \leq x \). Hence, \( x = a \) or \( x = b \). \( \blacksquare \)

Based on the above lemma we have a more general result.

**Theorem 2.20** Let \( L \) be a distributive lattice and let \( x \in L \), with \( x \neq \bot \). \( x \in JIR(L) \) if and only if, for \( a_1, \ldots, a_k \in L \), \( x \leq a_1 \lor \cdots \lor a_k \) implies \( x \leq a_i \) for some \( i \) \((1 \leq i \leq k)\).

The following theorem provides a representation theorem for distributive lattices which have the DCP [4].

**Theorem 2.21** Let \( L \) be a distributive lattice satisfying the DCP. Then for every \( a \in L \), there exists an irredundant decomposition of \( a \) as a finite join of join-irreducible elements in \( L \) (that is \( a = b_1 \lor \cdots \lor b_n \) where \( b_i \in JIR(L) \), and none of the \( b_i \) can be removed). Furthermore, if \( b_1 \lor \cdots \lor b_n = c_1 \lor \cdots \lor c_m \) are two irredundant decompositions of \( a \) as joins of join-irreducibles, then \( n = m \) and \( b_i = c_i \) \((1 \leq i \leq n = m)\), up to renumbering.
Proof: Let \( a \in L \). If \( a \in JIR(L) \), then trivially \( a \) is an irredundant decomposition of \( a \) as a finite join of join-irreducibles. So, suppose that \( a \not\in JIR(L) \). Then there exist \( a_1, a_2 \in L \), such that \( a = a_1 \lor a_2 \) and \( a_1, a_2 < a \). If \( a_1, a_2 \in JIR(L) \), then we are done. Otherwise (if \( a_1, a_2 \) or both are not join-irreducible), there exist \( c_1, c_2, d_1, d_2 \in L \), such that \( a_1 = c_1 \lor c_2 \), \( a_2 = d_1 \lor d_2 \). Now, \( c_1, c_2 < a_1 < a \) and \( d_1, d_2 < a_2 < a \).

Hence, \( a = c_1 \lor c_2 \lor d_1 \lor d_2 \). Continuing in this manner, we obtain a decomposition of \( a \) as a join of join irreducible elements, and since \( L \) has the DCP, this join must be finite. It can be easily verified that the smallest such decomposition for \( a \) will be an irredundant one.

Now suppose that \( b_1 \lor b_2 \lor \cdots \lor b_n = c_1 \lor c_2 \lor \cdots \lor c_m = a \) be irredundant decompositions of \( a \) as joins of elements in \( JIR(L) \). Assume, without loss of generality, that \( n \leq m \). Since \( L \) is distributive, we can write:

\[
\begin{align*}
b_1 &= b_1 \land (c_1 \lor c_2 \lor \cdots \lor c_m) \\
&= (b_1 \land c_1) \lor \cdots \lor (b_1 \land c_m).
\end{align*}
\]

But, since \( b_1 \in JIR(L) \), \( b_1 = b_1 \land c_k \), for some \( k \) (\( 1 \leq k \leq m \)). Hence, \( b_1 \leq c_k \). By a similar argument, we can conclude that \( c_k \leq b_l \), for some \( l \) (\( 1 \leq l \leq n \)). Hence, \( b_1 \leq c_k \leq b_l \). However, since \( b_1 \lor \cdots \lor b_n \) is an irredundant decomposition of \( a \), it must be the case that \( l = 1 \). Therefore, \( b_1 = c_k \). By reordering, we can assume that \( k = 1 \) and so \( b_1 = c_1 \).

Continuing in this way, we have:

\[
b_1 = c_1, b_2 = c_2, \ldots, b_n = c_n.
\]
Hence,

\[ a = b_1 \lor \cdots \lor b_n \]
\[ = b_1 \lor \cdots \lor b_n \lor c_{n+1} \lor \cdots \lor c_m. \]

Now, by the irredundancy of \( c_1 \lor \cdots \lor c_m \), we can conclude that \( n = m \), which establishes the theorem. 

In the case of finite distributive lattices we have a stronger representation result with which we end our discussion of lattices.

**Definition 2.22** Let \( P \) be an ordered set and \( Q \subseteq P \). \( Q \) is a down-set (or order ideal) of \( P \) if, whenever \( x \in Q, y \in P, \) and \( y \leq x \), we have \( y \in Q \). We denote the family of all down-sets of \( P \) by \( \mathcal{O}(P) \).

Note that \( \mathcal{O}(P) \) is itself a lattice partially ordered by \( \subseteq \). The following theorem is known as Birkhoff's Representation Theorem for Finite Distributive Lattices [4].

**Theorem 2.23** Let \( L \) be a finite lattice. Then \( L \) is distributive if and only if \( L \) is isomorphic to \( \mathcal{O}(\text{JIR}(L)) \).

**Proof:** First suppose that \( L \) is a finite distributive lattice. We show that the map \( \eta : L \to \mathcal{O}(\text{JIR}(L)) \) defined by

\[ \eta(a) = \{ x \in \text{JIR}(L) \mid x \leq a \} \quad (= \text{JIR}(L) \cap \downarrow a) \]

is an isomorphism of \( L \) onto \( \mathcal{O}(\text{JIR}(L)) \).

By transitivity of \( \leq \), it is immediate that \( \eta(a) \in \mathcal{O}(\text{JIR}(L)) \). By Lemma 2.10, we only need to show that \( \eta \) is an order-isomorphism. It is easy to verify that \( a \leq b \)
implies \( \eta(a) \subseteq \eta(b) \). To show that \( \eta(a) \subseteq \eta(b) \) implies \( a \leq b \), we can use Lemma 2.21 to obtain
\[
a = \bigvee \eta(a) \leq \bigvee \eta(b) = b.
\]
Finally, we need to show that \( \eta \) is onto. Let \( U = \{a_1, a_2, \ldots, a_n\} \in \mathcal{O}(JIR(L)) \), and let \( a = a_1 \lor \cdots \lor a_n \). We show that \( U = \eta(a) \). Suppose that \( x \in U \). So, \( x = a_i \) for some \( i(1 \leq i \leq n) \). Then \( x \) is join-irreducible and \( x \leq a \), and hence \( x \in \eta(a) \). On the other hand, if \( x \in \eta(a) \), then \( x \leq a = a_1 \lor \cdots \lor a_n \) and by Lemma 2.19 we have \( x \leq a_i \), for some \( i \). Since \( U \) is an ideal and \( a_i \in U \), we have \( x \in U \).

The other direction of this theorem follows from the fact that \( \mathcal{O}(JIR(L)) \) is always distributive (details omitted here), and hence \( L \) must also be distributive. ❑

### 2.3 Lattices and Fixpoints

In this section we study fixpoints of mappings defined on lattices. Our interest in fixpoints arises from the fact that the declarative semantics of logic programs can be characterized by fixpoints of mappings defined over the lattice of interpretations. This characterization will be discussed in subsequent sections.

**Definition 2.24** Let \( L \) be a complete lattice and \( \phi : L \to L \) a mapping. Then \( a \in L \) is a fixpoint of \( \phi \) if \( \phi(a) = a \). The element \( a \) is a least fixpoint of \( \phi \) if it is a fixpoint of \( \phi \) and for all fixpoints \( b \) of \( \phi \), we have \( a \leq b \). The notion of greatest fixpoint of \( \phi \) is defined dually. The least fixpoint of \( \phi \) is denoted by \( \text{lfp}(\phi) \) and the greatest fixpoint of \( \phi \) is denoted by \( \text{gfp}(\phi) \).
The following result is due to Tarski [53] and generalizes an earlier result due to Knaster and Tarski.

**Theorem 2.25** Let $L$ be a complete lattice and $\phi : L \to L$ a monotonic mapping. Then $\phi$ has a least fixpoint and a greatest fixpoint. Furthermore, $\text{lfp}(\phi) = \land\{x \mid \phi(x) = x\} = \land\{x \mid \phi(x) \leq x\}$ and $\text{gfp}(\phi) = \lor\{x \mid \phi(x) = x\} = \lor\{x \mid \phi(x) \leq x\}$.

**Proof:** Let $S = \{x \mid \phi(x) \leq x\}$ and $g = \land S$. Note that $g \leq x$ for all $x \in S$. So by monotonicity of $\phi$ we have $\phi(g) \leq \phi(x)$, for all $x \in S$. Thus, $\phi(g) \leq x$, for all $x \in S$, and hence $\phi(g) \leq g$. Hence, $g \in S$. Now, to show that $g$ is a fixpoint, it only remains to show that $g \leq \phi(g)$. Note that $\phi(g) \leq g$ implies that $\phi(\phi(g)) \leq \phi(g)$, which in turn implies that $\phi(g) \in S$. Hence, $g \leq \phi(g)$ and so $g$ is a fixpoint of $\phi$.

Now let $g' = \land\{x \mid \phi(x) = x\}$. Since $g$ is a fixpoint we have $g' \leq g$. On the other hand, $\{x \mid \phi(x) = x\} \subseteq S$ and so $g \leq g'$. Hence, $g = g'$ and the proof is complete for $\text{lfp}(\phi)$. The proof for $\text{gfp}(\phi)$ is similar.

**Theorem 2.26** Let $L$ be a complete lattice and $\phi : L \to L$ a monotonic mapping. Suppose that $a \in L$ and $a \leq \phi(a)$. Then there exists a fixpoint $a'$ of $\phi$ such that $a \leq a'$. Similarly, if $b \in L$ and $\phi(b) \leq b$, then there exists a fixpoint $b'$ of $\phi$ such that $b' \leq b$.

**Proof:** Let $a' = \text{gfp}(\phi)$ and $b' = \text{lfp}(\phi)$ and then use Theorem 2.25.

We can now define the notion of ordinal powers of $\phi$. 
Definition 2.27 Let $L$ be a complete lattice and $\phi : L \rightarrow L$ a monotonic mapping. Then we define

\[
\begin{align*}
\phi \uparrow 0 &= \bot \\
\phi \uparrow \alpha &= \phi(\phi \uparrow (\alpha - 1)), \text{ if } \alpha \text{ is a successor ordinal} \\
\phi \uparrow \alpha &= \bigvee\{\phi \uparrow \beta \mid \beta < \alpha\}, \text{ if } \alpha \text{ is a limit ordinal} \\
\phi \downarrow 0 &= \top \\
\phi \downarrow \alpha &= \phi(\phi \downarrow (\alpha - 1)), \text{ if } \alpha \text{ is a successor ordinal} \\
\phi \downarrow \alpha &= \bigwedge\{\phi \downarrow \beta \mid \beta < \alpha\}, \text{ if } \alpha \text{ is a limit ordinal}.
\end{align*}
\]

The following result is a well-known characterization of $\text{lfp}(\phi)$ and $\text{gfp}(\phi)$ in terms of ordinal powers of $\phi$. We state it without proof (see [37]).

Theorem 2.28 Let $L$ be a complete lattice and $\phi : L \rightarrow L$ a monotonic mapping. Then, for any ordinal $\alpha$, $\phi \uparrow \alpha \leq \text{lfp}(\phi)$ and $\phi \downarrow \alpha \geq \text{gfp}(\phi)$. Furthermore, there exists ordinals $\beta_1$ and $\beta_2$ such that $\gamma_1 \geq \beta_1$ implies $\phi \uparrow \gamma_1 = \text{lfp}(\phi)$ and $\gamma_2 \geq \beta_2$ implies $\phi \downarrow \gamma_2 = \text{gfp}(\phi)$.

Definition 2.29 Let $S$ be an ordered set and $A \subseteq S$. Then $A$ is said to be a directed set if every finite subset of $A$ has an upper bound in $A$.

Definition 2.30 Let $L$ and $P$ be two complete lattices. A mapping $\phi : L \rightarrow P$ is continuous, if for every directed set $D$ of $L$, $\phi(\bigvee(D)) = \bigvee(\phi(D))$.

The least ordinal $\alpha$ such that $\phi \uparrow \alpha = \text{lfp}(\phi)$ is called the closure ordinal of $\phi$. The following theorem shows that under certain conditions, namely when $\phi$ is continuous, the closure ordinal of $\phi$ is at most $\omega$. 
Theorem 2.31 Let $L$ be a complete lattice and $\phi : L \to L$ a continuous mapping. Then $\text{lfp}(\phi) = \phi \uparrow \omega$.

Proof: By Theorem 2.28, we only need to show that $\phi \uparrow \omega$ is a fixpoint. Note that $S = \{\phi \uparrow n \mid n < \omega\}$ is directed, since $\phi$ is continuous and hence monotonic. Thus,

$$\phi(\phi \uparrow \omega) = \phi(\bigvee \{\phi \uparrow n \mid n < \omega\}) = \bigvee \{\phi(\phi \uparrow n) \mid n < \omega\} = \phi \uparrow \omega,$$

using continuity of $\phi$. $\blacksquare$
CHAPTER 3. LOGIC PROGRAMMING BACKGROUND

In this section we will provide some background material about logic programming which we need in our subsequent developments. This material is not intended to be a tutorial, but to provide a frame of reference with respect to which we can discuss extensions and generalizations of some of the standard notions. For most of our discussion in this section, we adopt the notation and definitions used by Lloyd in [37].

The main ideas behind logic programming emerged from the realization that logic can be used as a programming language. This discovery has been, for the most part, attributed to Kowalski [28]. The effectiveness of logic as a specification and declarative language has been known and studied for a long time. What Kowalski showed, however, was that logic also had a procedural interpretation, based on its proof theory, which made it effective as a programming language.

As is the case with any formal system, when studying logic programming languages, we must consider the syntax and semantics of the language. There are two separate but related notions of semantics which must be considered in this context. One is the declarative semantics which is derived from the model theory of the underlying logic, and the other is the procedural or operational semantics which derived from the logic's proof theory. It is the latter which defines the computational model.
of the logic programs. The soundness and completeness of such formal systems are
generally obtained by verifying the correspondence between the declarative and the
procedural semantics.

3.1 Syntax for Standard Logic Programming

A first order language consists of an alphabet and the set of all formulas defined
over that alphabet. The alphabet consists of the following classes of symbols:

1. variables, usually denoted by $x, y, z, u, v, \ldots$

2. constants, usually denoted by $a, b, c, d, \ldots$

3. function symbols, usually denoted by $f, g, h, \ldots$

4. predicate (relation) symbols, usually denoted by $p, q, r, \ldots$

5. connectives $\neg$ (negation), $\land$ (conjunction), $\lor$ (disjunction), $\rightarrow$ (implication),
   and $\leftrightarrow$ (equivalence);

6. quantifiers $\exists$ (there exists) and $\forall$ (for all); and

7. punctuation symbols "(", ",", and ",,",

So the set of connectives, quantifiers, and punctuation symbols are fixed. Usually,
the set of variables, constants, function symbols, and predicate symbols vary from
language to language. We assume, however, that the set of variables is infinite and
fixed. Each function and predicate symbol has a fixed arity. Constant symbols can
be viewed as function symbols of arity 0. Furthermore, we assume the existence of
two special constants, called propositional constants. These are true and false.
Definition 3.1 The class of terms is defined inductively as follows.

1. a variable is a term;

2. a constant is a term;

3. if \( f \) is an \( n \)-ary function and \( t_1, \ldots, t_n \) are terms, then so is \( f(t_1, \ldots, t_n) \).

Definition 3.2 The class of formulas is defined as follows.

1. if \( p \) is an \( n \)-ary predicate symbol and \( t_1, \ldots, t_n \) are terms, then \( p(t_1, \ldots, t_n) \) is a formula (also called an atomic formula or an atom).

2. The propositional constants true and false are formulas;

3. if \( F \) and \( G \) are formulas, then so are \( \neg F, F \land G, F \lor G, F \rightarrow G \), and \( F \leftarrow G \).

   The formula \( F \rightarrow G \) is sometimes written \( G \leftarrow F \);

4. if \( F \) is a formula and \( x \) is a variable, then \( \exists xF \) and \( \forall xF \) are formulas. The scope of \( \forall x \) and \( \exists x \) is the formula \( F \). An occurrence of \( x \) is said to be bound if it is within the scope of a quantifier or immediately to its right, otherwise, it is free.

A closed formula is a formula with no free occurrences of any variables. If \( F \) is a quantifier-free formula with variables \( x_1, \ldots, x_n \), we write \( \forall F \) for \( \forall x_1 \cdots \forall x_n F \) and \( \exists F \) for \( \exists x_1 \cdots \exists x_n F \), called the universal closure and the existential closure of \( F \), respectively. Formulas of the form \( \forall F \) are called universal formulas and those of the form \( \exists F \) are called existential formulas.

Definition 3.3 A literal is either an atom or the negation of an atom. A positive literal is an atom, and a negative literal is the negation of an atom.
Definition 3.4 A clause is a formula of the form

\[ \forall x_1 \cdots \forall x_n (L_1 \vee \cdots \vee L_m), \]

where \( L_1, \ldots, L_m \) are literals and \( x_1, \ldots, x_n \) are variables occurring in \( L_1 \vee \cdots \vee L_m \).

Since logic programs are generally expressed as a collection of clauses, it will be convenient to adopt a special notation, called the clausal notation. In general, we will write the formula \( \forall x_1 \cdots \forall x_n (L_1 \vee \cdots \vee L_m) \) in clausal form as

\[ A_1, \ldots, A_k \leftarrow B_1, \ldots, B_s, \]

where \( A_1, \ldots, A_k \) is the list of all positive literals among \( L_1, \ldots, L_m \), called conclusions, and \( B_1, \ldots, B_s \) are the remaining (negative) literals without the negation symbol, called premises. Note that in clausal form all variables are assumed to be universally quantified. The commas in \( B_1, \ldots, B_s \) denote conjunctions and the commas in \( A_1, \ldots, A_k \) denote disjunctions.

If a clause has only one conclusion \((k = 1)\), then it is called a definite clause. In that case the conclusion is called the head of the clause and the list of premises is called the body of the clause. If a clause has no premises \((s = 0)\), then it is a unit clause and it is written as \( A \leftarrow \). A clause with no conclusions and no premises is called the empty clause and is denoted by \( \Box \). The empty clause is interpreted as a contradiction. Informally, a definite clause \( A \leftarrow B_1, \ldots, B_s \) is interpreted as “for each assignment of each variable, if \( B_1, \ldots, B_s \) is true, then \( A \) is true”.

Definition 3.5 A general logic program is a set of clauses. A logic program or definite program is a set of definite clauses. In a logic program, the set of all clauses with the same predicate symbol \( p \) in the head is called the definition of \( p \).
Definition 3.6 A goal is a clause of the form

\[ \leftarrow B_1, \ldots, B_s. \]

In other words, a goal is a clause with no conclusions. Each \( B_i \) (\( i = 1, \ldots, s \)) is called a subgoal of the goal.

If \( y_1, \ldots, y_r \) are the variables occurring in the goal \( \leftarrow B_1, \ldots, B_s \), then the goal is the clausal notation for the formula

\[ \forall y_1 \cdots \forall y_r (\neg B_1 \vee \cdots \vee \neg B_s), \]

or equivalently,

\[ \neg \exists y_1 \cdots \exists y_r (B_1 \wedge \cdots \wedge B_s). \]

Definition 3.7 A Horn clause is either a definite clause or a goal.

3.2 Declarative Semantics of Logic Programs

In order to be able to consider the truth or falsity of formulas in any first-order language, we must first attach some meaning to all the symbols appearing in such formulas. Of course, the quantifiers and connectives have a fixed meaning; however, the meaning attached to constants, function symbols, and predicate symbols can vary. The assignment of meaning to these symbols is accomplished by means of an interpretation. We are specially interested in interpretations for which the formula expresses a true statement in that interpretation. Such an interpretation is called a model of the formula. The main objective in study of interpretations is to find some distinguished interpretation, called the intended interpretation, which provides the
“desired” meaning for formulas. We now make these notions precise. The following definitions are given in the context of a particular first-order language $\mathcal{L}$.

**Definition 3.8** An *interpretation* of $\mathcal{L}$ consists of the following components:

1. a non empty set $D$ called the *domain of discourse* (or simply the *domain*),
2. for each constant in $\mathcal{L}$, an assignment of an element in $D$,
3. for each $n$-ary function symbol, an assignment of a mapping from $D^n$ to $D$,
4. for each $n$-ary predicate symbol in $\mathcal{L}$, the assignment of a mapping from $D^n$ to the set \{true, false\}.

**Definition 3.9** Let $I$ be an interpretation of $\mathcal{L}$. A *variable assignment* with respect to $I$ is an assignment of an element in the domain of $I$ to each variable.

**Definition 3.10** Let $I$ be an interpretation of $\mathcal{L}$ and let $\nu$ be a variable assignment. The *term assignment with respect to $I$ and $\nu$* of the terms in $\mathcal{L}$ is defined as follows:

1. each variable is given its assignment according to $\nu$,
2. each constant is given its assignment according to $I$,
3. if $t'_1, \ldots, t'_n$ are term assignments of terms $t_1, \ldots, t_n$ with respect to $I$ and $\nu$ and $f'$ is the assignment of the function symbol $f$, then $f'(t'_1, \ldots, t'_n)$ is the term assignment of $f(t_1, \ldots, t_n)$ with respect to $I$ and $\nu$.

**Definition 3.11** Let $I$ be an interpretation of $\mathcal{L}$ with the domain $D$ and let $\nu$ be a variable assignment. Then a formula is given a *truth value* with respect to $I$ and $\nu$ as follows.
1. If the formula is an atom $p(t_1, \ldots, t_n)$, then the truth value is obtained by evaluating $p'(t'_1, \ldots, t'_n)$, where $p'$ is the mapping assigned to $p$ by $I$ and $t'_1, \ldots, t'_n$ are term assignments of $t_1, \ldots, t_n$ with respect to $I$ and $\nu$.

2. If the formula is of the form $\neg F$, $F \land G$, $F \lor G$, $F \rightarrow G$, or $F \leftrightarrow G$, then the truth value is given according to the standard truth tables for logical connectives.

3. If the formula is of the form $\exists x F$, then the formula has the truth value true if there exists a $d \in D$ such that $F$ has the truth value true with respect to $I$ and $\nu[x/d]$, where $\nu[x/d]$ is the same as $\nu$ with $d$ assigned to $x$; otherwise the truth value is false.

4. If the formula is of the form $\forall x F$, then the formula has the truth value true if for all $d \in D$ such that $F$ has the truth value true with respect to $I$ and $\nu[x/d]$: otherwise the truth value is false.

Note that the truth value of a closed formula does not depend on any variable assignments. This means that we can unambiguously speak about the truth value of a closed formula with respect to an interpretation.

**Definition 3.12** Let $I$ be an interpretation of $\mathcal{L}$ and let $F$ be a closed formula. The interpretation $I$ is called a model for $F$ if the truth value of $F$ with respect to $I$ is true. If $S$ is a set of closed formulas, then $I$ is a model for $S$ if it is a model for each $F \in S$.

**Definition 3.13** Let $S$ be a set of closed formulas. Then a closed formula $F$ is a logical consequence of $S$ if every model for $S$ is also a model for $F$. Alternatively, we say that $F$ logically follows from $S$, denoted by $S \models F$. 
We sometimes write $S \models G$ for an arbitrary formula $G$ to mean that $S \models \forall(G)$.

The following well-known result provides the declarative basis for the methodology used in the procedural semantics in standard logic programming systems. This methodology is often referred to as refutation mechanism and will be discussed later.

**Theorem 3.14** Let $S$ be a set of formulas and $F$ a closed formula of the first-order language $L$. Then $F$ is a logical consequence of $S$ if and only if $S \cup \{\neg F\}$ has no model.

Since logic programs are basically a set of Horn clauses, the basic problem of logic programming is verifying that a given goal (usually an atom) $A$, is the logical consequence of a program $P$. As the above theorem suggests, this problem reduces to the problem of showing that $P \cup \{\neg A\}$ has no models. In other words, the system must prove that every interpretation of $P \cup \{\neg A\}$ is not a model. Fortunately, it turns out that only a small subclass of interpretations called Herbrand interpretations needs to be investigated, thus qualitatively reducing the complexity of the above task. We now consider Herbrand interpretations and their role in the semantics of logic programs.

**Definition 3.15**

1. A **ground term** is a term in which no variables occur.

2. A **ground atom** is an atom in which no variables occur.

3. A **ground instance** of a clause $C$ is a clause obtained from $C$ by removing all the quantifiers and replacing each variable in $C$ by a ground term.

4. The **Herbrand universe** $U_C$ is the set of all ground terms.

5. The **Herbrand base** $B_C$ is the set of all ground atoms.
Definition 3.16 An interpretation $I$ for $\mathcal{L}$ is a *Herbrand interpretation* if it satisfies the following conditions:

1. The domain of $I$ is the Herbrand universe $U_\mathcal{L}$;
2. constant in $\mathcal{L}$ are assigned to themselves in $U_\mathcal{L}$;
3. if $f$ is an $n$-ary function symbol in $\mathcal{L}$, then $f$ is assigned to the mapping from $(U_\mathcal{L})^n$ to $U_\mathcal{L}$ defined by $(t_1, \ldots, t_n) \mapsto f(t_1, \ldots, t_n)$.

Note that no restriction is placed on the assignment of predicate symbols in $\mathcal{L}$, and thus different assignments of predicate symbols can give rise to different interpretations. Furthermore, it is convenient to identify a Herbrand interpretation by the set of all ground atoms which are true with respect to the interpretation. This is possible, since for Herbrand interpretations, the assignment of constants and function symbols is fixed. Thus we can identify Herbrand interpretations as subsets of the Herbrand base.

Definition 3.17 A *Herbrand model* for a set of closed formulas $\mathcal{S}$ of $\mathcal{L}$ is a Herbrand interpretation of $\mathcal{L}$ which is a model of $\mathcal{S}$.

It is the following well-known result which verifies that when considering the semantics of logic programs, we need only be concerned with Herbrand interpretations.

Theorem 3.18 Let $\mathcal{S}$ be a set of clauses. Then $\mathcal{S}$ has a model if and only if $\mathcal{S}$ has a Herbrand model.

For convenience, when considering Herbrand interpretations of a set of formulas $\mathcal{S}$, we often restrict our attention to constants, function symbols, and predicate symbols that appear in $\mathcal{S}$ rather than the underlying first-order language. In this case, we
may refer to the Herbrand universe $U_S$ and Herbrand base $B_S$ of $S$ and identify the Herbrand interpretations of $S$ with subsets of the Herbrand base of $S$. In particular, for a program $P$, we can now consider the Herbrand universe $U_P$ and the Herbrand base $B_P$ of $P$.

We can observe that for a program $P$, the power set of $B_P$, $\mathcal{P}(B_P)$, which is the set of all Herbrand interpretations of $P$, is a complete lattice under set inclusion $\subseteq$. The top element of the lattice is $B_P$ and the bottom element is $\emptyset$. Hence, the least upper bound of any set of Herbrand interpretations is the union of all Herbrand interpretations in the set. This union is, of course, itself a Herbrand interpretation. The greatest lower bound of the set is the intersection of Herbrand interpretations.

As discussed earlier, we are interested in a particular model, called the intended model, which is regarded as the canonical interpretation of a program. The intended model, in standard logic programming is taken to be the least Herbrand model. Let us now formalize these notions [37].

**Theorem 3.19** Let $P$ be a program and $\{M_i\}_{i \in I}$ be a non-empty set of Herbrand models for $P$. Then $\bigcup_{i \in I} M_i$ is a Herbrand model for $P$.

**Definition 3.20** Let $P$ be a program. Suppose that $P$ has a Herbrand model and let $\{M_i\}_{i \in I}$ be the set of all Herbrand models for $P$. Then $\bigcup_{i \in I} M_i$ is called the least Herbrand model for $P$, denoted by $M_P$.

**Theorem 3.21** Let $P$ be a definite program. Then $M_P = \{A \in B_P \mid P \models A\}$.

In order to capture the notion of computation within the declarative semantics for logic programs, it is necessary to give a characterization of the least Herbrand
model based on the concept of fixpoints. This characterization is called the fixpoint semantics.

**Definition 3.22** Let \( P \) be a definite program. The mapping \( T_P : \mathcal{P}(B_P) \rightarrow \mathcal{P}(B_P) \) is defined as follows. Let \( I \) be an Herbrand interpretation. Then \( T_P(I) = \{ A \in B_P \mid A \leftarrow A_1, \ldots, A_n \text{ is a ground instance of a clause in } P \text{ and } \{ A_1, \ldots, A_n \} \subseteq I \} \).

The \( T_P \) operator provides a link between the declarative and the procedural semantics for logic programs. Note that \( T_P \) is a monotonic mapping. Furthermore, it can be easily shown that \( T_P \) is continuous (see [37]). Hence, as indicated earlier in our discussion of lattices, \( T_P \) has a least fixpoint and a greatest fixpoint, and furthermore, the least fixpoint can be reached in \( \omega \) steps. In fact, the Herbrand interpretations that are models can be characterized in terms of \( T_P \).

**Theorem 3.23** Let \( P \) be a definite program and \( I \) a Herbrand interpretation of \( P \). Then \( I \) is a (Herbrand) model for \( P \) if and only if \( T_P(I) \subseteq I \).

Now we state a well-known result, providing the fixpoint characterization of the least Herbrand model. Both this and the aforementioned result are originally due to van Emden and Kowalski [56].

**Theorem 3.24** Let \( P \) be a definite program. Then \( M_P = \text{lfp}(T_P) = T_P \uparrow \omega \).

Before discussing the procedural semantics of logic programs we present some of the preliminary concepts that we will need in subsequent developments.
3.3 Substitutions and Unification

In logic programming variables are assigned values by means of substitutions, and if viewed procedurally, special type of substitutions called unifiers provide the primary mechanism for parameter passing. Substitutions, renamings, composition of substitutions, unifiers, and most general unifiers are defined in the standard manner as detailed in [37].

Definition 3.25 A substitution \( \theta \) is a mapping from variables to terms such that \( v\theta \neq v \) for only finitely many \( v \). Every substitution is uniquely represented by a finite set of the form \( \{v_1/t_1, \ldots, v_n/t_n\} \), where each \( v_i \) is a variable, each \( t_i \) is a term distinct from \( v_i \), and the variables \( v_1, \ldots, v_n \) are distinct. Each element \( v_i/t_i \) is called a binding for \( v_i \). The empty substitution is called the identity substitution and is denoted by \( \varepsilon \). \( \theta \) is ground if each \( t_i \) is a ground term, and it is variable-pure if each \( t_i \) is a variable. \( \theta \) is injective if \( t_i \neq t_j \) whenever \( i \neq j \). The domain of \( \theta \) is \( \{v_1, \ldots, v_n\} \) and is denoted by \( \text{dom}(\theta) \). The set of variables occurring in the range of \( \theta \), i.e., \( \cup_{i=1}^{n} \text{vars}(t_i) \), is denoted by \( \text{vrange}(\theta) \).

Definition 3.26 An expression is either a term or a formula. A simple expression is either a term or an atom. For an expression \( E \), \( \text{vars}(E) \) denotes the set of all variables that occur in \( E \).

Definition 3.27 A substitution \( \theta \) is further extended to a mapping from the set of expressions into itself in the following way: Let \( \theta = \{v_1/t_1, \ldots, v_n/t_n\} \) and let \( E \) be an expression. Then \( E\theta \), the instance of \( E \) by \( \theta \), is the expression obtained from \( E \) by simultaneously replacing each occurrence of the variable \( v_i \) in \( E \) by the term \( t_i \).
For a set $S$ of expressions, $S\theta = \{E\theta \mid E \in S\}$. For two expressions $E_1$ and $E_2$, we write $E_1 \leq E_2$, if $E_2 = E_2\sigma$ for some substitution $\sigma$. If $E\theta$ is ground, then $E\theta$ is called a ground instance of $E$.

**Definition 3.28** Let $\theta$ and $\sigma$ be substitutions. By the composition $\theta\sigma$ of $\theta$ and $\sigma$ we mean their composition as transformations of the set of expressions in the usual sense of functional composition. If $\theta = \{u_1/s_1, \ldots, u_m/s_m\}$ and $\sigma = \{v_1/t_1, \ldots, v_n/t_n\}$, then the representation of $\theta\sigma$ is obtained from the set

$$\{u_1/s_1\sigma, \ldots, u_m/s_m\sigma, v_1/t_1, \ldots, v_n/t_n\}$$

by deleting any binding $u_i/s_i\sigma$ for which $u_i = s_i\sigma$ and deleting any binding $v_j/t_j$ for each $v_j \in \{u_1, \ldots, u_m\}$.

**Definition 3.29** Let $\sigma = \{v_1/t_1, \ldots, v_n/t_n\}$ be a substitution and $U$ a set of variables.

1. $\sigma_U = \{v_{i_1}/t_{i_1}, \ldots, v_{i_k}/t_{i_k}\}$, where $\{v_{i_1}, \ldots, v_{i_k}\} = U \cap \text{dom}(\sigma)$.

2. $\sigma_{-U} = \sigma_{(\text{dom}(\sigma)-U)}$.

Let $\sigma$ and $\tau$ be substitutions and $E$ an expression.

3. $\sigma_E = \sigma_{\text{vars}(E)}$, $\sigma_{-E} = \sigma_{-\text{vars}(E)}$;

4. $\sigma_\tau = \sigma_{\text{dom}(\tau)}$, $\sigma_{-\tau} = \sigma_{-\text{dom}(\tau)}$;

5. (Application) $\sigma \circ \tau = (\sigma\tau)_\sigma$;

Note that for any set $U$ of variables,

$$\sigma = \sigma_U \uplus \sigma_{-U}.$$
where $\cup$ denotes disjoint union. In particular, $\sigma = \sigma_E \cup \sigma_{\neg E}$ for every expression $E$, and $\sigma = \sigma_T \cup \sigma_{\neg T}$ for every substitution $\tau$. Note also that the usual composition of substitutions can be expressed in terms of application as follows:

$$\sigma\tau = \sigma \circ \tau \cup \tau_{\neg \sigma}.$$ 

Let $A$ be a set of substitutions and $\tau$ any substitution. Then $\tau A = \{\tau \alpha \mid \alpha \in A\}$ and $A\tau = \{\alpha\tau \mid \alpha \in A\}$. The following theorem states some of the well-known elementary properties of substitutions. We state it without proof [37].

**Theorem 3.30** Let $\theta$, $\sigma$, and $\gamma$ be substitutions. Then

1. $\theta\varepsilon = \varepsilon\theta = \theta$.

2. $(E\theta)\sigma = E(\theta\sigma)$, for all expressions $E$.

3. $(\theta\sigma)\gamma = \theta(\sigma\gamma)$.

The first part of the above theorem illustrates that $\varepsilon$ acts as the left and right identity for composition. Furthermore, the associativity of substitutions allows us to omit parentheses when writing a composition $\theta_1\theta_2\cdots\theta_n$ of substitutions.

**Definition 3.31** Let $\theta$ and $\eta$ be substitutions.

1. $\theta$ is an *instance of* $\eta$, in symbols $\eta \leq \theta$, if $\theta = \eta\alpha$ for some substitution $\alpha$. In this case we say that $\theta$ is an *instance of* $\eta$ by $\alpha$.

2. Let $U$ be a set of variables. We say that $\theta$ is a *variant of* $\eta$ with respect to $U$ if there are instances $\theta'$ and $\eta'$ of $\theta$ and $\eta$, respectively, such that $\theta_U = \eta_U'$ and $\eta_U = \theta_U'$.
3. We say that \( \theta \) is a \textit{variant} of \( \eta \), in symbols \( \theta \equiv \eta \), if it is a variant of \( \eta \) with respect to the set of all variables, i.e., if each is an instance of the other \((\eta \leq \theta \text{ and } \theta \leq \eta)\).

It is easy to see that \( \leq \) is a preordering on substitutions and \( \equiv \) is an equivalence relation. In particular it is symmetric, so that \( \theta \) is a variant of \( \eta \) w.r.t. \( U \) iff \( \eta \) is a variant of \( \theta \) w.r.t. \( U \). We say that \( \theta \) is a \textit{variant of} \( \eta \) w.r.t. a given expression \( E \) if \( \theta \) is a variant of \( \eta \) w.r.t. \( \text{vars}(E) \), i.e., if \( E\theta = E\eta' \) and \( E\eta = E\theta' \) for some \( \theta' \) and \( \eta' \) such that \( \theta \leq \theta' \) and \( \eta \leq \eta' \).

The key feature of the variant relation is the fact that, given any expression \( E \), any substitution \( \theta \), and any finite set \( V \) of variables, there is a variant \( \eta \) of \( \theta \) w.r.t. \( E \) such that \( \text{vars}(E\eta) \cap V = \emptyset \). For substitutions that are variants in the absolute sense we can be even more explicit about their connection using the notion of a renaming.

**Definition 3.32** Let \( U \) be a set of variables. A substitution \( \alpha \) is a \textit{renaming} w.r.t. \( U \) if \( \alpha \) is injective and variable-pure, and

\[
\text{vr}(\alpha) \cap (U - \text{dom}(\alpha)) = \emptyset.
\]

**Definition 3.33** A substitution \( \theta \) is a \textit{renaming} of substitution \( \eta \), denoted by \( \eta \leq_r \theta \), if \( \theta = \eta \alpha \), where \( \alpha \) is some renaming with respect to \( \text{vr}(\eta) \). Wanting to be specific, we sometimes say that \( \eta \leq_r \theta \) via \( \alpha \). Thus, \( \eta \leq_r \theta \) if and only if for some injective, variable pure substitution \( \alpha \),

1. \( \eta \leq \theta \) via \( \alpha \), and

2. \( \text{vr}(\alpha) \cap (\text{vr}(\eta) - \text{dom}(\alpha)) = \emptyset \).
We write \( \theta \equiv, \eta \) just when \( \theta \leq, \eta \) and \( \eta \leq, \theta \).

In fact, the notions of \( \equiv, \) and \( \equiv \) are equivalent, as we shall prove in the following lemma. First, we need to make some easily verified observations about substitutions.

**Definition 3.34** Let \( \theta \) be a substitution. The **discriminant** of \( \theta \), denoted by \( D(\theta) \), is the set of variables

\[
D(\theta) = \text{dom}(\theta) - \text{vrang}(\theta).
\]

Let \( \theta, \eta, \) and \( \gamma \) be substitutions such that \( \theta = \eta \gamma \). We have the following facts:

A. Without loss of generality we may assume that \( \text{dom}(\gamma) \cap D(\eta) = \emptyset \) (or else we may choose \( \gamma' \subseteq \gamma \) that also satisfies \( \theta = \eta \gamma' \) and does not have this property).

B. \( \text{vrang}(\eta) - \text{dom}(\gamma) \subseteq \text{vrang}(\theta) \).

C. \( D(\gamma) \cap \text{vrang}(\eta) \cap \text{vrang}(\theta) = \emptyset \).

D. \( \theta = \theta \gamma \) if and only if \( \text{dom}(\gamma) \subseteq D(\theta) \).

**Lemma 3.35** Let \( \theta \) and \( \eta \) be substitutions. Then \( \theta \equiv \eta \) if and only if \( \theta \equiv, \eta \).

**Proof:** obviously, \( \theta \leq, \eta \) (\( \theta \equiv, \eta \)) implies \( \theta \leq, \eta(\theta \equiv, \eta) \). In the following we will prove that \( \theta \equiv, \eta \) implies \( \theta \equiv, \eta \).

Suppose that \( \theta \equiv, \eta \). By fact A, let \( \alpha \) and \( \beta \) be substitutions such that \( \theta = \eta \alpha \), \( \eta = \theta \beta \), and \( \text{dom}(\alpha) \cap D(\eta) = \emptyset = \text{dom}(\beta) \cap D(\theta) \). Thus, \( \theta = \eta \alpha = \theta(\beta \alpha) \), and \( \eta = \theta \beta = \eta(\alpha \beta) \).
By fact D, \( \text{dom}(\beta \alpha) \subseteq D(\theta) \) and \( \text{dom}(\alpha \beta) \subseteq D(\eta) \). Hence,

\[
\text{dom}(\beta \circ \alpha) \subseteq \text{dom}(\beta) \cap \text{dom}(\beta \alpha) \\
\subseteq \text{dom}(\beta) \cap D(\theta) \\
= \emptyset.
\]

and similarly, \( \text{dom}(\alpha \circ \beta) = \emptyset \). These imply that \( \alpha \circ \beta = \beta \circ \alpha = \varepsilon \) and so \( \alpha \) and \( \beta \) must be variable-pure and one-to-one. Moreover, it is immediate that \( \text{dom}(\alpha) = \text{vrange}(\beta) \) and \( \text{dom}(\beta) = \text{vrange}(\alpha) \).

It remains to show that \( \alpha \) and \( \beta \) are renamings with respect to \( \text{vrange}(\eta) \) and \( \text{vrange}(\theta) \), respectively. In other words, we have to argue that

\[
\text{vrange}(\alpha) \cap (\text{vrange}(\eta) - \text{dom}(\alpha)) = \emptyset, \text{ and} \\
\text{vrange}(\beta) \cap (\text{vrange}(\theta) - \text{dom}(\beta)) = \emptyset.
\]

Indeed, given facts C and D, we have

\[
\text{vrange}(\alpha) \cap (\text{vrange}(\eta) - \text{dom}(\alpha)) \\
= (\text{vrange}(\alpha) \cap (\text{vrange}(\eta) - \text{dom}(\alpha))) - \text{vrange}(\theta) \\
= (\text{dom}(\beta) \cap (\text{vrange}(\eta) - \text{vrange}(\beta))) \cap \text{vrange}(\theta) \\
= D(\beta) \cap \text{vrange}(\eta) \cap \text{vrange}(\theta) \\
= \emptyset \text{ (since } \eta = \delta \beta) .
\]

The second claim is proved similarly. ■

In the sequel we often use the expression “\( \theta \) is a renaming of \( \eta \)” as a synonym for “\( \theta \) is a variant of \( \eta \)”. Also, when we say that a substitution \( \alpha \) is “unique up to renaming”, we mean that \( \alpha \) can be any member of a \( \equiv \)-equivalence class.
Definition 3.36 A substitution $\theta$ is idempotent if $\theta \theta = \theta$.

The class of idempotent substitutions exhibits some interesting properties which have been extensively studied [32, 38, 13]. In particular, it can be easily verified that $\sigma$ is an idempotent substitution if and only if $\text{dom}(\sigma) \cap \text{vrange}(\sigma) = \emptyset$.

We also use the standard notion of unification due originally to Herbrand [25] and later to Robinson [45]. See also [37].

Definition 3.37 Let $S$ be a finite set of simple expressions. A substitution $\theta$ is called a unifier for $S$ if $S \theta$ is a singleton. A unifier $\theta$ of $S$ is called a most general unifier (mgu) for $S$ if $\theta \leq \sigma$ for each unifier $\sigma$ of $S$. The set $S$ is called unifiable if it has a unifier.

The following algorithm, called the unification algorithm, takes a finite set of simple expressions as input and outputs an mgu if the set is unifiable. If the set is not unifiable, then the algorithm reports failure. Before giving the unification algorithm we need to define the notion of the disagreement set of a set of expressions.

Definition 3.38 Let $S$ be a finite set of simple expressions. The disagreement set of $S$ is defined as follows. Locate the leftmost symbol position at which not all expressions in $S$ have the same symbol and extract from each expression in $S$ the subexpression beginning at that position. The set of all such leftmost subexpressions is the disagreement set for $S$.

In the unification algorithm, $S$ denotes a finite set of simple expressions:

1. Let $k = 0$ and $\sigma_0 = \varepsilon$. 
2. If \( S\sigma_k \) is a singleton, then stop and output \( \sigma_k \) as an mgu of \( S \). Otherwise, find the disagreement set \( D_k \) of \( S\sigma_k \).

3. If there exists a variable \( v \) and a term \( t \) in \( D_k \) such that \( v \) does not occur in \( t \), then let \( \sigma_{k+1} = \sigma_k\{v/t\} \); increment \( k \) and go back to step 2. Otherwise, stop; \( S \) is not unifiable.

The above algorithm is non-deterministic since there may be several choices of \( v \) and \( t \) in step 3. But, the application of two mgu’s to an expression leads to expressions that are variants. It is easy to see that the algorithm terminates since \( S \) contains finitely many variables and each pass through step 3 eliminates one variable. It is also easy to verify that each mgu produced by the unification algorithm is idempotent.

The following result, which is due to Robinson [45], guarantees the existence of an mgu, if a set of expressions is unifiable.

**Theorem 3.39 (Unification Theorem)** Let \( S \) be a finite set of simple expressions. If \( S \) is unifiable, then the unification algorithm terminates and gives an mgu for \( S \). If \( S \) is not unifiable, then the unification algorithm terminates and reports failure.

### 3.4 Procedural Semantics for Logic Programs

The procedural semantics of logic programs is rooted in the proof theory of the underlying first-order language. It provides the means of transforming a set of Horn clauses into an executable program. There are several approaches for characterizing the operational semantics of logic programs. Most commonly, they are based on the resolution principle originally introduced by Robinson [45], in the more general context of first-order logic. Later, Kowalski [28] employed these notions along with a
procedural interpretation of Horn clauses to provide the basis of what is now known as logic programming. In general, resolution theorem provers are refutation systems. In order to prove a formula, the negation of the formula is added to the set of axioms (or, in the context of logic programming, to the program) and an attempt is made to derive a contradiction. Recall that in a logic programming system, a goal is defined to be the negation of an existential formula. From a programming point of view, given an existential formula \( \neg \exists y_1 \cdots \exists y_r (B_1 \land \cdots \land B_k) \), we are not only interested in proving that it is a logical consequence of a program, but also, in constructively obtaining bindings for the variable \( y_1, \cdots, y_n \) which result from such computation.

The refutation procedure which is commonly used in logic programming is based on SLD-resolution first introduced by Kowalski [28]. We now study these concepts more closely. First we define the notion of SLD-refutation.

**Definition 3.40** Let \( G \) be the goal \( \leftarrow A_1, \cdots, A_m, \cdots, A_k \) and let \( C \) be a clause \( \leftarrow B_1, \cdots, B_r \). Then \( G' \) is derived from \( G \) and \( C \) using mgu \( \theta \) if the following conditions hold:

1. \( A_m \) is an atom, called the selected atom, in \( G \);
2. \( \theta \) is an mgu of \( A_m \) and \( A \);
3. \( G' \) is the goal \( \leftarrow (A_1, \cdots, A_{m-1}, B_1, \cdots, B_r, A_{m+1}, \cdots, A_k) \theta \). \( G' \) is called the resolvent of \( G \) and \( C \).

**Definition 3.41** Let \( P \) be a definite program and \( G \) a definite goal. An \textit{SLD-derivation} of \( P \cup \{ G \} \) consists of a (finite or infinite) sequence \( G_0 = G, G_1, \cdots \) of goals, a sequence \( C_1, C_2, \cdots \) of variants of program clauses of \( P \) and a sequence
\( \theta_1, \theta_2, \ldots \) of mgus's such that for each \( i \geq 0 \), \( G_{i+1} \) is derived from \( G_i \) and \( C_{i+1} \) using \( \theta_{i+1} \).

In the above definition, the \( C_i \) are taken to be suitable variants of program clause so that \( C_i \) does not have any variables appearing in the derivation up to \( G_i \). This process is called standardizing variables apart. It is necessary to avoid variable conflicts when unifying the subgoals with heads of clauses.

**Definition 3.42** An SLD-refutation of \( P \cup \{ G \} \) is a finite SLD-derivation of \( P \cup \{ G \} \) which has the empty clause \( \square \) as the last goal in the derivation.

Clearly, it is possible that an SLD-derivation is infinite. Finite, (SLD-)derivations may be successful or failed. A successful derivation is simply an SLD-refutation and a failed derivation is one that ends in a subgoal which does not unify with the head of any clause. The success set of a program \( P \) is the set of all \( A \in B_P \) such that \( P \cup \{ \leftarrow A \} \) has a successful derivation. The notion of the success set is the procedural counterpart of the least Herbrand model. In fact we have the following well-known result [37].

**Theorem 3.43** The success set of a definite program is contained in its least Herbrand model.

We also have the following notion of a computed answer which represents the binding for variables of the goal obtained in the derivation.

**Definition 3.44** Let \( P \) be a definite program and \( G \) a definite goal. A computed answer \( \theta \) for \( P \cup \{ G \} \) is the substitution obtained by restricting the composition
\( \theta_1, \theta_2, \ldots, \theta_n \) to the variables of \( G \), where \( \theta_1, \ldots, \theta_n \) is the sequence of mgu's used in an SLD-refutation of \( P \cup \{G\} \).

When considering SLD-refutations for a program, the system must be able to choose the selected atom in a deterministic fashion. This goal is obtained by what is called the computation rule. For example, the computation rule used in the programming language Prolog is to take the leftmost atom in the body of a subgoal as the selected atom (the one to be unified with the head of some clause).

The search space (possible computation paths) in an SLD-refutation can be viewed as a tree called the SLD-tree. Each branch of the SLD-tree represents a derivation of \( P \cup \{G\} \), for a program \( P \) and a goal \( G \). For example [37], consider the program \( P \) with the following three clauses:

1. \( p(x, z) \leftarrow q(x, y), p(y, z) \)
2. \( p(x, x) \leftarrow \)
3. \( q(a, b) \leftarrow \)

and the goal \( \leftarrow p(x, b) \). Figure 3.1 depicts an SLD-tree for this program and goal. The computation rule used for the derivations represented by the tree is the "leftmost" computation rule described above. Note that the tree has two success branches corresponding the computed answers \( \{x/a\} \) and \( \{z/b\} \). The tree in this example also has a failure branch. A different choice of computation rule would result in a different SLD-tree, although, it can be shown that all such trees will have two success branches corresponding to the above computed answers.

We end this section with the statements of the Soundness and Completeness theorems for SLD-resolution. These results establish the correspondence between the
declarative and procedural semantics of logic programs. The proofs can be found, among other places, in [37].

**Theorem 3.45 (Soundness of SLD-resolution)** Let $P$ be a definite program and $G$ a definite goal. If $\theta$ is a computed answer for $P \cup \{G\}$, then $G\theta$ is a logical consequence of $P$.

**Theorem 3.46 (Completeness of SLD-resolution)** Let $P$ be a definite program and $G$ a definite goal. If $G\theta$ is a logical consequence of $P$, then $P \cup \{G\}$ has an SLD-refutation with the computed answer $\sigma$ such that for some substitution $\gamma$, $G\theta = G\sigma\gamma$. 
3.5 The Role of Negation in Logic Programming

SLD-resolution only applies to sets of Horn clauses with exactly one goal clause. Since only positive information can be a logical consequence of a program, it is not possible to deduce negative information using SLD-resolution. The problem is that if \( P \) is a definite program, and \( A \in B_P \), then we cannot prove that \( \neg A \) is a logical consequence of \( P \) since \( P \cup \{ \leftarrow A \} \) has a model, namely \( B_P \) itself. It is therefore necessary to invoke special rules of inference which allow for the deduction of negative information. The most well-known and commonly used of these rules are the Closed World Assumption (CWA) and its procedural counterpart, the Negation as Finite Failure (or simply Negation as Failure) rule.

The Closed World Assumption, introduced by Reiter [43], is a special rule of inference stating that if a ground atom \( A \) is not a logical consequence of a program, then infer \( \neg A \). To introduce the Negation as Failure rule, we first need to define the notion of the finite failure set of a program.

**Definition 3.47** Let \( P \) be a definite program. Then the finite failure set of \( P \) is the set of all atoms \( A \in B_P \) for which there exists a finitely failed SLD-tree for \( P \cup \{ \leftarrow A \} \), that is, one which is finite and contains no

Clearly, if \( A \) is in the finite failure set of \( P \), then \( A \) is not a logical consequence of \( P \). This means that every SLD-tree for \( P \cup \{ \leftarrow A \} \) contains only infinite or failure branches. The Negation as Failure rule, originally introduced by Clark [8], states that if \( A \) is in the finite failure set of \( P \), then infer \( \neg A \). Procedurally, this is accomplished by starting with the goal \( \leftarrow A \). If the system can construct a finitely failed SLD-tree, then this is interpreted as the deduction of \( \neg A \). Of course, it is
possible that every SLD-tree has at least one infinite branch, in which case (in the absence of a mechanism for detecting infinite branches), the system will never be able to infer \( \neg A \), even though \( A \) may, in fact, not be a logical consequence of the program. Hence, the finite failure set is a subset of the complement of the success set, indicating that Negation as Failure rule is less powerful than the CWA.

The above mechanism suggests that we can extend SLD-resolution to be able to deal with negated subgoals, in the context of programs which may have negation in the body of their clauses. The procedural semantics obtained by combining SLD-resolution with the Negation as Failure rule is called SLDNF-resolution. It works essentially as follows: If during the derivation a negated subgoal \( \leftarrow \neg A \) is reached, the system will try the goal \( \leftarrow A \). If \( \leftarrow A \) succeeds (using SLDNF-resolution), then \( \leftarrow \neg A \) fails, and if it fails, then \( \leftarrow \neg A \) succeeds. If the program is definite (does not contain negation in the body of its clauses), then SLDNF-resolution simply reduces to SLD-resolution.

SLDNF-resolution allows us to extend the notion of a program so that the clause bodies can contain negation. This is desirable because, in practice, definite programs often lack the necessary expressive power in many contexts. For example, consider the following two clauses:

1. \( \text{diff}(x, y) \leftarrow \text{member}(z, x), \neg \text{member}(z, y) \)

2. \( \text{diff}(x, y) \leftarrow \neg \text{member}(z, x), \text{member}(z, y) \)

Given appropriate definition for the predicate \text{member}, the above clauses define when two sets are different. Without the use of negation it would be difficult to capture the intuitive declarative meaning of this relation in a logic program.
The following example illustrates the use of SLDNF-resolution. Consider the following program $P$.

1. $p(x) \leftarrow q(x), \neg r(x)$

2. $q(a) \leftarrow$

3. $r(a) \leftarrow$

Suppose that we are interested in establishing that $p(a)$ is not a logical consequence of $P$. This is in fact verified using SLDNF-resolution, since starting with the goal $\leftarrow p(a)$, we can construct a finitely failed derivation. This derivation is depicted in Figure 3.2. The dotted line pointing from $\leftarrow \neg r(a)$ to $\leftarrow r(a)$ indicates that upon reaching the negated subgoal, the system will attempt an independent evaluation of its positive component. Since $\leftarrow r(a)$ succeeds, the derivation for $\leftarrow p(a)$ fails finitely.

It is worth noting that if we add a new clause, $p(a) \leftarrow$, to $P$, then we can no longer deduce $p(a)$, since in that case not all branches of the SLDNF-tree for $P \cup \{\leftarrow p(a)\}$ will be finitely failed.

Unfortunately, as soon as negation is introduced into the body of program clauses, certain semantic problems arise. In particular, Negation as Failure is not sound with respect to classical semantics of first-order logic. For example, consider a program $P = \{p \leftarrow \neg q\}$. Given this program, the goal $\leftarrow q$ fails, and so using Negation as Failure, $\leftarrow p$ succeeds. However, $p$ is not a logical consequence of the program $P$. This situation is reflected in different characterizations of the declarative semantics for logic programs. For instance, note that the Herbrand models of $P$ are $\{p, q\}$, $\{p\}$, and $\{q\}$. Hence, $P$ has no minimal models, which could be taken as the intended model for the program. When considering the fixpoint semantics of
logic programs, the difficulty with negation is reflected in the fact that the semantic operator $T_P$ of a program $P$ is not monotonic in general. Thus, the existence of a least fixpoint can no longer be guaranteed.

The SLDNF-resolution also suffers from a lack of completeness. This is because it cannot in general deal with non-ground negative subgoals. For example, given a goal $\leftarrow p(x)$, the formula to be proved as a logical consequence of the program is actually the existential formula $\exists p(x)$. So the goal $\leftarrow \neg p(x)$ is actually taken to mean $\leftarrow \exists \neg p(x)$. Now, if the goal $\leftarrow \exists p(x)$ succeeds, it is not in general sound to allow $\leftarrow \exists \neg p(x)$ to fail (both $\exists p(x)$ and $\exists \neg p(x)$ may be logical consequences of the program). This is why in SLDNF-resolution, Negation as Failure is only allowed on ground negative subgoals.
Another problem with SLDNF-resolution is that the choice of the computation rule may affect the behavior of programs. In SLD-resolution, if a goal succeeds with answer $\theta$ using one computation rule, then it does so using any other computation rule. This is no longer the case with SLDNF-resolution. For example, consider the program:

1. $p \leftarrow p, q$

2. $r \leftarrow \neg p$

The goal $\leftarrow r$ succeeds if we use the "rightmost literal rule", but it will fail if the "leftmost literal rule" is taken as the computation rule. These examples illustrate the difficulty of finding a sufficiently simple declarative semantics with respect to which Negation as Failure is sound and yet it is complete.

The task of providing appropriate semantics for negation has been subject of considerable research and study in logic programming. There have been many attempts to provide declarative semantics with respect to which Negation as Failure is sound. Some of these approaches involve replacing a program $P$ with another program obtained by applying some transformation to $P$. The idea behind such a transformation is that when a program $P$ is given, it should be taken as a shorthand notation for another set of formulas. Examples of these approaches include the notion of completed programs of Clark [8], and Reiter's Closed World Assumption.

Another approach involves redefining the notion of logical consequence with respect to some non-classical logic. Examples of these are logic programming systems based on three-valued logics [31, 14, 29, 30], Autoepistemic logics [20, 39, 42], and linear logics [7].
Yet another approach of dealing with semantics of negation interprets the notion of logical consequence not as being true in all models of a program \( P \), but only in models of certain kind. Examples of such specialized or restricted models include minimal models \([36, 49, 6]\), perfect models \([41, 40]\), well-founded models \([46, 55]\), and stable models \([21]\).

A detailed study of these approaches is outside the scope of this thesis. The interested reader is referred to \([49, 50]\). As discussed in the introduction, part of the motivation behind this work, and especially, Section 6, is to give semantics for logic programming based on multi-valued logics, which can adequately and effectively deal with negation within programs.
CHAPTER 4. A THEORY OF BILATTICES

The idea of constructing multi-valued logics by choosing truth values assigned to statements from a partially ordered set of truth values is not a new one. Some examples include approaches by Scott [48] and Sandewall [47]. Scott, for instance, considered the idea of partially ordering statements according to their truth or falsity, where the truth values assigned to these statements come from a lattice $L$ with an ordering relation $\leq$. In fact, the classical two valued logic itself can be considered to be based on a two element set of truth values, namely, $\{\text{true}, \text{false}\}$, with the ordering $\leq$, where false $\leq$ true.

In his approach, Sandewall suggested ordering the truth values, not based on truth or falsity, but rather based on the amount of information or knowledge they represent. Specifically, he suggested allowing truth values to be subsets of the unit interval $[0, 1]$ indicating that the probability that a given statement is true, is known to fall within the associated interval.

Ginsberg [23, 24] pointed out that the partial order given to truth values based on degrees of knowledge is conceptually different from the one based on the degrees of truth. In the case of the knowledge-based ordering on the set of truth values (denoting the ordering relation by $\leq_k$), one can informally interpret $p \leq_k q$ to mean that more is known about a statement with a truth value $q$ than one with a truth
value $p$. Accordingly, Ginsberg introduced and algebraic structure called a \textit{bilattice}, in order to combine the two types of orderings on a set of truth values.

4.1 Definitions and Motivation

Bilattices were considered as the basis for a family of multi-valued logics with certain desirable algebraic properties suitable for combining the notions of truth and knowledge. A bilattice is a space of generalized truth values with two lattice orderings, one measuring degrees of truth, and the other measuring degrees of knowledge. The relationships between the two separate orderings could be captured in several ways. For example, as we will see below, a negation operator can provide a strong connection between the two orderings. We will now discuss these notions more formally. The reader is cautioned that the definitions presented below are similar but not identical to those introduced elsewhere in the literature. In particular, our notion of a bilattice always includes a negation operator which, in the context of logics based on bilattices, has the properties of classical negation.

Let $\langle B, \leq_f, \leq_k \rangle$ be a structure consisting of a nonempty set $B$ and two partial orderings, $\leq_f$ and $\leq_k$ on $B$. If $\leq_f$ is a lattice ordering, let $\text{true}$ and $\text{false}$ denote the top and bottom elements, $\wedge$ and $\vee$ the meet and join, and $\Lambda$ and $\nabla$ the infinitary meet and join (if they exist). Similarly, if $\leq_k$ is a lattice ordering, the corresponding notions are denoted respectively by $\top$, $\bot$, $\otimes$, $\oslash$, $\Pi$, and $\sum$. Note that $\wedge$ and $\vee$ are monotonic with respect to $\leq_f$ and $\otimes$ and $\oslash$ are monotonic with respect to $\leq_k$.

**Definition 4.1** A \textit{pre-bilattice} is a structure $\langle B, \leq_f, \leq_k \rangle$ consisting of a nonempty set $B$ and partial orderings $\leq_f$ and $\leq_k$, each of which gives $B$ the structure of a
complete lattice. Moreover, \( \odot \) and \( \oplus \) are both monotonic with respect to \( \leq_t \), and \( \land \) and \( \lor \) are both monotonic with respect to \( \leq_k \), that is, for all \( x, y, z \in B \),

1. \( x \leq_t y \implies x \odot z \leq_t y \odot z \) and \( x \oplus z \leq_t y \oplus z \);

2. \( x \leq_k y \implies x \lor z \leq_k y \lor z \) and \( x \land z \leq_k y \land z \).

The monotonicity conditions in the definition of a pre-bilattice are called the \textit{interlacing conditions} [18]. For a pre-bilattice, the interlacing conditions provide the connection between the two orderings. This connection can be made stronger by adding negation.

**Definition 4.2** A \textit{bilattice} is a structure \( (B, \leq_t, \leq_k, \neg) \) consisting of a non-empty set \( B \), partial orderings \( \leq_t \) and \( \leq_k \), and a mapping \( \neg : B \to B \), such that:

1. \( (B, \leq_t, \leq_k) \) is a pre-bilattice;

2. \( x \leq_t y \implies \neg y \leq_t \neg x \), for all \( x, y \in B \);

3. \( x \leq_k y \implies \neg x \leq_k \neg y \), for all \( x, y \in B \);

4. \( \neg \neg x = x \), for all \( x \in B \).

In the above definitions, \( \leq_t \) represents the truth ordering and \( \leq_k \) the knowledge ordering. Informally, we interpret \( p \leq_k q \) to mean that the evidence underlying an assignment of the truth value \( p \) is subsumed by the evidence underlying an assignment of \( q \). The lattice operations for the \( \leq_t \) ordering are natural generalizations of the familiar classical ones. Note that \( \neg \) reverses the \( \leq_t \)-ordering, like classical negation, but preserves the \( \leq_k \)-ordering. Thus it is an automorphism of the lattice \( (B, \leq_k) \).
Furthermore, De Morgan laws hold for $\lor$ and $\land$, while $\ominus$ and $\otimes$ are self-dual under negation. The last condition means that if $a$ and $b$ are elements of the bilattice, then $\neg(a \ominus b) = \neg a \ominus \neg b$ and $\neg(a \otimes b) = \neg a \otimes \neg b$.

Belnap's four-valued logic [3] is an example of a logic based on the simplest non-trivial bilattice. It will serve as the basis and the setting for the logic presented in the next section. The underlying bilattice for this logic, called $\textit{FOUR}$, consists of the four truth values $\text{true}$, $\text{false}$, $\bot$, $\top$. The bilattice $\textit{FOUR}$ is depicted in Figure 4.1. In the $\leq_4$ ordering, if $\land$, $\lor$, and $\neg$ are restricted to the two classical truth values $\text{true}$ and $\text{false}$, then they will behave according to the usual two-valued truth table semantics. If they are restricted to the truth values $\text{false}$, $\text{true}$, and $\bot$, then the behavior is that of Kleene's strong three-valued logic [14, 27]. In the $\leq_k$ ordering, $\otimes$ represents the $\textit{consensus}$ operator which takes the most information consistent with the two arguments. For example $\text{true} \otimes \text{false} = \bot$. Similarly, $\ominus$ represents the $\textit{accept everything}$ operator. For instance, $\text{false} \ominus \text{true} = \top$.

Reiter's default logic [44] can also be represented as a logic based on a pre-bilattice. In addition to the truth values $\text{true}$, $\text{false}$, $\top$, and $\bot$, we now have three new truth values. These are $dt$ (true by default), $df$ (false by default), and $d$ (which is assigned to statements that are both true and false by default). The pre-bilattice for the default logic is depicted in Figure 4.2.

Note that the truth values $\text{true}$, $\text{false}$, $\top$, and $\bot$ are present in both $\textit{FOUR}$ and the pre-bilattice of the default logic. In fact, any pre-bilattice will share these same distinguished elements as they represent the maximal and minimal elements in each of the orderings. In general we have the following result.

**Theorem 4.3** Let $\mathcal{B}$ be a pre-bilattice. Then
1. \( \text{true} \oplus \text{false} = \top \) and \( \text{true} \oplus \text{false} = \bot \).

2. \( \top \lor \bot = \text{true} \) and \( \top \land \bot = \text{false} \).

**Proof:** Since \( \top \) is the largest element of \( B \) under the \( \leq_k \)-ordering, \( a \preceq \top = \top \) for all \( a \in B \). Now, since \( B \) is a pre-bilattice and since \( \text{false} \preceq \top \), we have \( a \oplus \text{false} \preceq a \preceq \top \). Hence,

\[
\text{true} \oplus \text{false} \preceq a \preceq \top = \top.
\]

Similarly, since \( \text{true} \) is the largest element under the \( \preceq \)-ordering, \( \top \preceq \text{true} \), and thus, for any \( a \in B \), \( a \preceq \top \preceq a \preceq \text{true} \). Now,

\[
\top = \text{false} \oplus \top \preceq \text{false} \oplus \text{true}.
\]

The other parts of the theorem are proved using similar arguments. \( \blacksquare \)

For another example consider the pre-bilattice \( S \mathcal{Y} \) depicted in Figure 4.3. This
Figure 4.2: The pre-bilattice for default logic

is an example of a pre-bilattice which does not have a negation operator as required in the definition of a bilattice. However, one may note that, aside from the last condition of the bilattice definition (i.e., that \( \neg \neg x = x \), for all \( x \)), the other three conditions hold in \( S \mathcal{X} \) for a negation operator defined by \( \neg b = T \), \( \neg a = \bot \), \( \neg \text{false} = \text{true} \), \( \neg \text{true} = \text{false} \), \( \neg T = T \), and \( \neg \bot = \bot \). This provides a motivation for the following definition.

**Definition 4.4** A pre-bilattice with weak negation is a structure \( \langle B, \leq_t, \leq_k, \neg \rangle \) consisting of a non-empty set \( B \), partial orderings \( \leq_t \) and \( \leq_k \), and a mapping \( \neg : B \rightarrow B \), such that:

1. \( \langle B, \leq_t, \leq_k \rangle \) is a pre-bilattice;

2. \( x \leq_t y \) implies \( \neg y \leq_t \neg x \), for all \( x, y \in B \).
3. $x \leq_k y$ implies $\neg x \leq_k \neg y$, for all $x, y \in B$.

A stronger type of negation operator may exist in some pre-bilattices, which is stronger than the weak negation, but not quite as strong as the classical one. This is sometimes referred to as the intuitionistic negation [19].

**Definition 4.5** A pre-bilattice $B$ has intuitionistic negation, if:

1. $B$ is a pre-bilattice with a weak negation $\neg$;
2. $\neg\neg x \leq, x$, for all $x \in B$.

It is easy to verify that $STX$ does not have intuitionistic negation, however, there are many interesting examples of pre-bilattices which, while not having classical negation, do satisfy the requirements for an intuitionistic negation operator. We will look at one such example in the following section.

There are many other interesting non-classical logics that can be represented using bilattices or pre-bilattices. Examples include probabilistic logics [57], Kripke's intuitionistic logic model [19], and modal logics based on the many-worlds semantics [24]. For a more detailed discussion see [19, 24, 1, 12].

The special class of distributive pre-bilattices are particularly important in developing semantics for logic programming. There are twelve distributive laws associated with the four operations $\land, \lor, \ominus$, and $\oplus$, for example:

$$a \lor (b \ominus c) = (a \lor b) \ominus (a \lor c), \text{ and}$$

$$a \ominus (b \lor c) = (a \ominus b) \lor (a \ominus c).$$
Figure 4.3: The pre-bilattice $\mathcal{SIX}$

**Definition 4.6** A pre-bilattice is *distributive* if all twelve distributivity laws hold. A pre-bilattice satisfies the *infinite distributivity condition* if all of the infinitary distributive laws such as $a \otimes \bigvee_i b_i = \bigvee_i (a \otimes b_i)$ and $a \land \Pi_i b_i = \Pi_i (a \land b_i)$ hold.

Distributivity by itself is a stronger condition than the interlacing conditions in the definition of pre-bilattice. In fact, distributivity implies the interlacing conditions. Suppose that $\mathcal{B}$ is a structure identical to a pre-bilattice except without the interlacing conditions, but that all twelve distributivity laws hold for $\mathcal{B}$. Then, for instance, we can argue that

$$a \leq_k b \Rightarrow a \land c \leq_k b \land c,$$

as follows:

$$a \leq_k b \iff a \vee b = b$$
\[
(a \oplus b) \land c = b \land c
\]
\[
(a \land c) \oplus (b \land c) = b \land c \quad \text{(by distributivity)}
\]
\[
a \land c \leq_k b \land c.
\]

There are many natural examples distributive pre-bilattices. For instance, the bilattice \( \text{FOUR} \) is distributive. In our discussion these bilattices will serve as the basis for the logic programming semantics. Ginsberg [24] showed that every distributive pre-bilattice can be represented as a special kind of direct product of two lattices. We use this representation to characterize the join-irreducible elements of a distributive bilattice. One of our main results is that, by imposing certain finiteness conditions on distributive bilattices, we can restrict our attention to the join-irreducible elements in the bilattice without losing any power in the procedural semantics. Let us now make these notions more precise.

### 4.2 Construction and Representation

As mentioned above, we are particularly interested in the class of distributive bilattices since they have some useful algebraic properties. The results in this section will provide a methodology for construction and representation of pre-bilattices based on the underlying lattice structures.

**Definition 4.7** Let \( \langle L_1, \leq_1 \rangle \) and \( \langle L_2, \leq_2 \rangle \) be two lattices. Define \( \leq_t \) and \( \leq_k \) on \( L_1 \times L_2 \) by:

1. \( (x_1, x_2) \leq_t (y_1, y_2) \) if \( x_1 \leq_1 y_1 \) and \( y_2 \leq_2 x_2 \),

2. \( (x_1, x_2) \leq_k (y_1, y_2) \) if \( x_1 \leq_1 y_1 \) and \( x_2 \leq_2 y_2 \).
The structure \((L_1 \times L_2, \leq_t, \leq_k)\) is denoted by \(B(L_1, L_2)\). If \(L = L_1 = L_2\), define a mapping \(\neg : L \times L \to L \times L\) by \(\neg(x, y) = (y, x)\). In this case \(B(L)\) will denote the structure \((L \times L, \leq_t, \leq_k, \neg)\).

The following theorem is essentially due to Ginsberg [24] and provides a method for construction of bilattices.

**Theorem 4.8** Let \(L_1\) and \(L_2\) be complete lattices. Then \(B(L_1, L_2)\) is a pre-bilattice and is distributive if \(L_1\) and \(L_2\) are distributive. Furthermore, if \(L = L_1 = L_2\), then \(B(L)\) is a bilattice.

**Proof:** We need to show that each of the orderings \((\leq_t\) and \(\leq_k)\) gives \(L_1 \times L_2\) the structure of a complete lattice, and that the interlacing conditions hold. It is straightforward to verify that the completeness conditions hold. We will verify that the interlacing and distributivity conditions are satisfied (we denote the ordering in both lattices by \(\leq\), since the meaning will be clear from context, furthermore, we will denote the join and meet operations in both lattices by \(+\) and \(-\), respectively). Let \(c_1, c_2 \in L_1\) and \(d_1, d_2 \in L_2\). It is easy to check that the following identities hold.

\[
\begin{align*}
\langle c_1, d_1 \rangle \otimes \langle c_2, d_2 \rangle &= \langle c_1 \cdot c_2, d_1 \cdot d_2 \rangle \\
\langle c_1, d_1 \rangle \ominus \langle c_2, d_2 \rangle &= \langle c_1 + c_2, d_1 + d_2 \rangle \\
\langle c_1, d_1 \rangle \land \langle c_2, d_2 \rangle &= \langle c_1 \cdot c_2, d_1 + d_2 \rangle \\
\langle c_1, d_1 \rangle \lor \langle c_2, d_2 \rangle &= \langle c_1 + c_2, d_1 \cdot d_2 \rangle.
\end{align*}
\]

We will verify that \(\langle c_1, d_1 \rangle \land \langle c_2, d_2 \rangle = \langle c_1 \cdot c_2, d_1 + d_2 \rangle\). The other identities can be proved similarly. By the properties of meet and join, it is clear that \(c_1 \cdot c_2 \leq c_1, c_2\)
and $d_1, d_2 \leq d_1 + d_2$, and hence

$$(c_1 \cdot c_2, d_1 + d_2) \leq_t (c_1, d_1, c_2, d_2).$$

Furthermore, let $(c_3, d_3) \leq_t (c_1, d_1, c_2, d_2)$. Clearly $c_3 \leq c_1 \cdot c_2$ and $d_1 + d_2 \leq d_3$. Thus $(c_1 \cdot c_2, d_1 + d_2)$ is the greatest lower bound of $(c_1, d_1)$ and $(c_2, d_2)$ in the $\leq_t$-ordering, proving the above identity.

Now, let $x = (c_1, d_1), y = (c_2, d_2)$, and $z = (c_3, d_3)$. Assume that $x \leq_t y$. Hence, $(c_1, d_1) \leq_t (c_2, d_2)$ which by the definition implies that $c_1 \leq c_2$ and $d_1 \leq d_2$. Thus,

$$x \otimes z = (c_1, d_1) \otimes (c_3, d_3)$$

$$= (c_1 \cdot c_3, d_1 \cdot d_3)$$

$$\leq_t (c_2 \cdot c_3, d_2 \cdot d_3)$$

$$= (c_2, d_2) \otimes (c_3, d_3)$$

$$= y \otimes z.$$  

The case with $\ominus$ is shown similarly.

For the second interlacing condition, suppose that $x \leq_k y$. Hence, $(c_1, d_1) \leq_k (c_2, d_2)$ which by the definition implies that $c_1 \leq c_2$ and $d_1 \leq d_2$. Thus,

$$x \land z = (c_1, d_1) \land (c_3, d_3)$$

$$= (c_1 \cdot c_3, d_1 + d_3)$$

$$\leq_k (c_2 \cdot c_3, d_2 + d_3)$$

$$= (c_2, d_2) \land (c_3, d_3)$$

$$= y \land z.$$ 

The case with $\lor$ is shown similarly.
It is easy to verify that the distributivity conditions hold. We will prove the following case; the other cases are proved similarly.

\[ a \lor (b \otimes c) = (a_1, a_2) \lor ((b_1, b_2) \otimes (c_1, c_2)) \]
\[ = (a_1, a_2) \lor (b_1 \cdot c_1, b_2 \cdot c_2) \]
\[ = (a_1 + (b_1 \cdot c_1), a_2 \cdot (b_2 \cdot c_2)) \]
\[ = ((a_1 + b_1) \cdot (a_1 + c_1), (a_2 \cdot b_2) \cdot (a_2 \cdot c_2)) \]
\[ = (a_1 + b_1, a_2 \cdot b_2) \otimes (a_1 + c_1, a_2 \cdot c_2) \]
\[ = (a \lor b) \otimes (a \lor c). \]

It remains to show that if \( L = L_1 = L_2 \) then \( \mathcal{B}(L) \) is a bilattice. Let \( \neg : \mathcal{B}(L) \rightarrow \mathcal{B}(L) \) be defined by \( \neg(c, d) = (d, c) \). We will only check the condition that if \( x \leq y \), then \( \neg y \leq \neg x \). The other conditions are proved similarly. Suppose that \( (c_1, d_1) \leq (c_2, d_2) \). Then, \( c_1 \leq c_2 \) and \( d_2 \leq d_1 \). Clearly, \( (d_2, c_2) \leq (d_1, c_1) \). Hence, \( \neg y \leq \neg x \).

The next lemma [18] will be used in the following representation theorem.

**Lemma 4.9** Let \( \mathcal{B} \) be a distributive pre-bilattice, then for every \( x \in \mathcal{B} \),

\[ x = (x \land \bot) \oplus (x \lor \bot) \]

**Proof:** We use the distributivity and the absorption laws for lattices,

\[ (x \land \bot) \oplus (x \lor \bot) = [x \oplus (x \lor \bot)] \land [(\bot \oplus (x \lor \bot)] \]
\[ = [(x \oplus x) \lor (x \oplus \bot)] \land [(\bot \oplus x) \lor [\bot \oplus \bot)] \]
\[ = (x \lor x) \land (x \lor \bot) \]
The following result [24, 18] suggests a representation method for distributive pre-bilattices.

**Theorem 4.10** Let $\mathcal{B}$ be a distributive pre-bilattice. Then there exist complete distributive lattices $L_1$ and $L_2$ such that $\mathcal{B}$ is isomorphic to $\mathcal{B}(L_1, L_2)$.

**Proof:** Let $L_1 = \{x \lor \bot \mid x \in \mathcal{B}\}$ with an ordering $\leq_1$ defined by $x \leq_1 y$ if and only if $x \leq_1 y$. Also, let $L_2 = \{x \land \bot \mid x \in \mathcal{B}\}$ with the ordering $\leq_2$ defined by: $x \leq_2 y$ if and only if $y \leq_2 x$. Using the distributivity laws it is easy to verify that $L_1$ and $L_2$ are closed under $\land$, $\lor$, $\oplus$, and $\ominus$. Thus, $L_1$ is a sublattice of $\langle \mathcal{B}, \leq_1 \rangle$ and $L_2$ is a sublattice of $\langle \mathcal{B}, \leq_2 \rangle$. The completeness of $L_1$ and $L_2$ follow immediately. Furthermore, the distributivity of $L_1$ and $L_2$ follow from the distributivity of $\mathcal{B}$.

Next, we must show that there exists an order-preserving bijection from $\mathcal{B}$ to $\mathcal{B}(L_1, L_2)$. Define a mapping $\phi : \mathcal{B} \rightarrow \mathcal{B}(L_1, L_2)$, defined by:

$$\phi(x) = \langle x \lor \bot, x \land \bot \rangle.$$

The fact that $\phi$ is one-to-one is an immediate consequence of Lemma 4.9. To show that $\phi$ is onto, suppose that $\langle a \lor \bot, b \land \bot \rangle \in \mathcal{B}(L_1, L_2)$, and let $c = (b \land \bot) \oplus (a \lor \bot)$. By definition of $\phi$, $\phi(c) = \langle c \lor \bot, c \land \bot \rangle$. Consider the first component of this pair:

$$c \lor \bot = [(b \land \bot) \oplus (a \lor \bot)] \lor \bot$$

$$= [(b \land \bot) \lor \bot] \oplus (a \lor \bot \lor \bot)$$

$$= \bot \oplus (a \lor \bot)$$

$$= a \lor \bot.$$
Similarly, we can show that $c \land \bot = b \land \bot$. Hence, $\phi(c) = (a \lor \bot, b \land \bot)$.

Next we would like to show that for $x, y \in L_1$, $x \leq_{\ell} y$ if and only if $x \leq_k y$. and that for $x, y \in L_2$, $x \leq_{\ell} y$ if and only if $y \leq_k x$. Since the proofs are similar, we show the second equivalence. Let $x = a \land \bot$ and $y = b \land \bot$, and suppose that $a \land \bot \leq_{\ell} b \land \bot$. Then $a \land \bot = a \land b \land \bot$. But, $\bot \leq_k a \land \bot$ and so we have:

$$b \land \bot \leq_k b \land a \land \bot = a \land \bot.$$ 

Now, suppose that $b \land \bot \leq_k a \land \bot$. In this case, $a \land b \land \bot \leq_k a \land \bot$. Since, $\bot \leq_k b \land \bot$, we can conclude that $a \land \bot \leq_{\ell} a \land b \land \bot$. Hence, we have $a \land \bot = a \land b \land \bot$ and hence $a \land \bot \leq_{\ell} b \land \bot$.

Finally, to show that $\phi$ is order-preserving, suppose that $a \leq_k b$. Then $a \land \bot \leq_k b \lor \bot$ and hence, $b \land \bot \leq_{\ell} a \land \bot$. Therefore, $a \land \bot \leq_{\ell} b \land \bot$. Also, $a \lor \bot \leq_k b \lor \bot$, and so $a \lor \bot \leq_{\ell} b \lor \bot$. Hence, $a \lor \bot \leq_{\ell} b \lor \bot$. Thus, $\phi(a) \leq_k \phi(b)$. Conversely, suppose that $\phi(a) \leq_k \phi(b)$. Then $a \lor \bot \leq_k b \lor \bot$ and $a \land \bot \leq_k b \land \bot$. Therefore, by Lemma 4.9, we have:

$$a = (a \land \bot) \circ (a \lor \bot) \leq_k (b \land \bot) \circ (b \lor \bot) = b.$$ 

Hence, we conclude that $a \leq_k b$ if and only if $\phi(a) \leq_k \phi(b)$. In a similar manner, we can show that $a \leq_{\ell} b$ if and only if $\phi(a) \leq_{\ell} \phi(b)$.  

One can think of the components $x$ and $y$ of a pair $(x, y)$ as summarizing the evidence for and the evidence against an assertion, respectively. In general, the pair $(x, y)$ is codifying two independent judgments regarding the truth or falsity of some statement. Since the corresponding lattices need not be the same, these judgments can be measured in different ways.
Belnap's four-valued logic, for instance, can be represented by the above construction if one takes both \( L_1 \) and \( L_2 \) to be the 2-element lattice \{0, 1\}. The probabilistic bilattice can formed by taking, for both lattices, the interval [0,1]. In the latter logic, each truth value can represent the degrees of belief and doubt.

As shown by Ginsberg, the notion of Kripke models, for the possible worlds semantics of modal logics, can also be obtained using the above construction. One can think of the set of possible worlds in which a formula is true as the evidence for the statement represented by the formula, and the set of possible worlds in which the formula is false, as evidence against it. In this case, given the Kripke model with \( W \) as the set of possible worlds, we can use the power set lattice \( P = \langle \mathcal{P}(W), \subseteq \rangle \) to construct the bilattice \( B(P, P) \). A truth value relative to this Kripke model would be a pair \( (F, A) \), where \( F, A \subseteq W \). Based on the above construction, it is easy to see that \( (F_1, A_1) \leq (F_2, A_2) \) if \( F_1 \subseteq F_2 \) and \( A_2 \subseteq A_1 \). Similarly, \( (F_1, A_1) \leq_k (F_2, A_2) \) if \( F_1 \subseteq F_2 \) and \( A_1 \subseteq A_2 \). Furthermore, in the resulting bilattice we have \( \text{false} = (\emptyset, W) \), that is, no evidence for but total evidence against. Analogously, \( \text{true} = (W, \emptyset) \), \( \top = (W, W) \), and \( \bot = (\emptyset, \emptyset) \). The negation is defined by \( \neg (F, A) = (A, F) \).

For another example, consider the probabilistic logic obtained by using as the underlying lattice, the interval [0, 1] of reals with the usual ordering \( \leq \) of reals. The resulting bilattice, then would be the structure \( B([0,1], [0,1]) \). A probabilistic logic based on the lattice [0, 1] was considered by van Emden in [57]. Logics based on \( B([\bar{u},1],[\bar{u},1]) \), however, have the additional machinery to naturally accommodate conflicting probabilistic information.

An interesting family of pre-bilattices can be obtained from the topological spaces arising from the Kripke intuitionistic logic models [16]. Let \( T \) be a topological space.
The family \( O \) of open sets is a complete lattice under \( \subseteq \). In this case, join will be the union, and meet will be the interior of the intersection. Also, the family \( C \) of closed sets is a complete lattice under \( \subseteq \). The resulting bilattice will be obtained by considering the structure \( B(O, C) \). Note that this is an example of a pre-bilattice in which the two underlying lattices are different, and hence it does not have classical negation. However, for such a bilattice, if we take \( \neg(o, c) \), where \( o \) is an open set and \( c \) is a closed set, to be \( \langle \text{interior}(c), \text{closure}(o) \rangle \), then we can get an intuitionistic negation.

As a final example, note that the pre-bilattice \( SIX \) described above (see Figure 4.3), can be represented by the structure \( B(L, K) \), where \( L \) is the lattice \( \{0,1\} \) and \( K \) is the lattice \( \{0,1,2\} \), each with the usual ordering. In this case the truth value \( a \) in Figure 4.3 would be represented by the pair \( (0,1) \), \( b \) would be represented by \( (1,1) \). Again, \( SIX \) does not have classical negation, but it does have a weak negation operator defined earlier. Incidentally, according to the above representation theorem, this construction verifies that \( SIX \) is in fact a distributive pre-bilattice.

Before leaving this section, we need also consider another way to construct pre-bilattices, namely the one formed by taking the set of all maps from a set to a pre-bilattice.

**Definition 4.11** Suppose \( B \) is a pre-bilattice and \( S \) is any set. Let \( B^{(S)} \) denote the set of all mappings from \( S \) to \( B \), with the induced orderings \( \leq_k \) and \( \leq_t \) defined coordinatewise on \( B^{(S)} \). In other words, for \( f, g \in B^{(S)}, f \leq_k g, \text{ if } f(a) \leq_k g(a), \text{ for all } a \in S \), and similarly for \( \leq_t \). Furthermore, if \( B \) is a bilattice (has the negation operator), then a negation operator is correspondingly induced on \( B^{(S)} \) by \( (\neg f)(a) = \neg f(a) \).
Theorem 4.12 ([19]) Let $\mathcal{B}$ be a pre-bilattice and let $S$ be any set. Then $\mathcal{B}^S$ is a pre-bilattice. In addition, if $\mathcal{B}$ is a bilattice, then $\mathcal{B}^S$ is a bilattice.

In the above theorem, the operations on $\mathcal{B}^S$ are determined in a coordinatewise manner. For example, $(f \circledast g)(a) = f(a) \circledast g(a)$. The importance of this kind of construction will become clear when we discuss the fixpoint semantics of bilattice-based logic programs. Specifically, the space of interpretations mapping formulas to truth values (elements of a bilattice), will itself become a bilattice.

4.3 Bilattices and Join-Irreducible Elements

In this section, we extend the concept of join-irreducible elements of lattices to the realm of bilattices. This will allow us, under certain conditions, to concentrate on a small representative set of bilattice elements with a rich set of algebraic properties. Based on these notions, we will introduce an alternative procedural semantics for logic programs in Chapter 7.

Definition 4.13 Let $\mathcal{B} = \langle \mathcal{B}, \leq_t, \leq_k \rangle$ be a pre-bilattice, and let $a \in \mathcal{B}$. We say that $a$ is $k$-join-irreducible ($t$-join-irreducible) if $a$ is join-irreducible in the $\leq_k$-ordering ($\leq_t$-ordering). The set of all $k$-join-irreducible elements of $\mathcal{B}$ is denoted by $\mathcal{JIR}_k(\mathcal{B})$, and the set of all $t$-join-irreducible elements of $\mathcal{B}$ is denoted by $\mathcal{JIR}_t(\mathcal{B})$.

Since in a bilattice $\neg$ is an automorphism of the knowledge lattice, $\neg b$ will be $k$-join-irreducible whenever $b$ is $k$-join-irreducible.

The following lemma provides a characterization of the $k$-join-irreducible elements of a bilattice of the form $\mathcal{B}(L_1, L_2)$ in terms of the join-irreducible elements of
the underlying lattice structures. The bottom elements of $L_1$ and $L_2$ will be denoted by $\bot_1$ and $\bot_2$, but we will drop the subscripts when they are clear from context.

**Lemma 4.14** Let $\mathcal{B} = \mathcal{B}(L_1, L_2) = (L_1 \times L_2, \leq_1, \leq_k)$ be a pre-bilattice, where $(L_i, \leq_i, \cdot, +, \cdot)$ is a complete lattice, for $i = 1, 2$. Then

$$JIR_k(\mathcal{B}) = \{(a_1, \bot), (\bot, a_2) \mid a_i \in JIR(L_i), i = 1, 2\}.$$ 

**Proof:** Let $a = (a_1, a_2) \in \mathcal{B}$. Suppose that $a_1 \neq \bot$ and $a_2 \neq \bot$. Since

$$\langle a_1, \bot \rangle \otimes \langle \bot, a_2 \rangle = \langle a_1 + \bot, \bot + a_2 \rangle = \langle a_1, a_2 \rangle = a,$$

we have $a \notin JIR_k(\mathcal{B})$. Conversely, let $\langle a_1, \bot \rangle \in \mathcal{B}$, such that $a_1 \in JIR(L_1)$, and suppose that $\langle a_1, \bot \rangle = \langle b_1, b_2 \rangle \otimes (c_1, c_2)$. Then $a_1 = b_1 + c_1$ and $\bot = b_2 + c_2$. Clearly, $b_2 = c_2 = \bot$. Since $a_1 \in JIR(L_1)$, either $a_1 = b_1$ or $a_1 = c_1$. In either case, $\langle a_1, \bot \rangle \in JIR_k(\mathcal{B})$.

Using a similar argument, we can conclude that $\langle \bot, a_2 \rangle \in JIR_k(\mathcal{B})$. □

This allows us to classify the join-irreducible elements in the knowledge ordering. As we shall see later, the following classification will shed light on the behavior of bilattice-based logic programs.

**Definition 4.15** Let $\mathcal{B} = \mathcal{B}(L_1, L_2)$ be a pre-bilattice. An element $c \in \mathcal{B}$ is a *positive $k$-join-irreducible* element if $c \in JIR_k(\mathcal{B})$ and $c = (c_1, \bot)$, where $c_1 \in JIR(L_1)$. $c$ is a *negative $k$-join-irreducible* element if $c \in JIR_k(\mathcal{B})$ and $c = (\bot, c_2)$, where $c_2 \in JIR(L_2)$. The set of all positive $k$-join-irreducible elements of $\mathcal{B}$ is denoted by $\textit{JIR}_k^+(\mathcal{B})$, and the set of all negative $k$-join-irreducible elements of $\mathcal{B}$ is denoted by $\textit{JIR}_k^-(\mathcal{B})$. 
Clearly, by the previous lemma, we have:

\[ JIR_k(B) = JIR_k^+(B) \cup JIR_k^-(B). \]

To illustrate the above concepts, consider the bilattice \( N \mathcal{V} \mathcal{E} \), depicted in Figure 4.4. This bilattice can be constructed by taking the set \( P = \{0, b, 1\} \) with the ordering \( 0 \leq b \leq 1 \), and obtaining the structure \( B(P, P) \). Then

\[ JIR_k^+(N \mathcal{V} \mathcal{E}) = \{(0, 0), (b, 0), (1, 0)\}, \]

and

\[ JIR_k^-(N \mathcal{V} \mathcal{E}) = \{(0, 0), (0, b), (0, 1)\}. \]

Note that in this bilattice, \( (0, 1) \) represents false while \( (1, 0) \) represents true. In fact, in any pre-bilattice \( B \), the elements false and true are among the k-join-irreducible elements \( \text{false} \in JIR_k^-(B) \) and \( \text{true} \in JIR_k^+(B) \), if the top element in both of the underlying lattices is join-irreducible. Furthermore, note that in \( N \mathcal{V} \mathcal{E} \) and in fact in any bilattice \( B \), we have:

\[ \neg(JIR_k^+(B)) = JIR_k^-(B) \text{ and } \neg(JIR_k^-(B)) = JIR_k^+(B). \]

The following lemma provides a basis for the join-irreducible procedural semantics defined in Chapter 7.

**Lemma 4.16** Let \( B = B(L_1, L_2) = \langle L_1 \times L_2, \leq_1, \leq_2 \rangle \) be a distributive pre-bilattice, where \( \langle L_i, \leq_i, +_i, \cdot_i \rangle \) is a complete distributive lattice, for \( i = 1, 2 \). Suppose that \( a, b \in B \) and let \( c \in JIR_k(B) \). Then:

1. If \( c \in JIR_k^+(B) \), then \( a \vee b \geq_k c \) if and only if \( a \geq_k c \) or \( b \geq_k c \);
2. If \( c \in JIR^+_k(\mathcal{B}) \), then \( a \land b \geq_k c \) if and only if \( a \geq_k c \) and \( b \geq_k c \):

3. If \( c \in JIR^-_k(\mathcal{B}) \), then \( a \lor b \geq_k c \) if and only if \( a \geq_k c \) and \( b \geq_k c \):

4. If \( c \in JIR^-_k(\mathcal{B}) \), then \( a \land b \geq_k c \) if and only if \( a \geq_k c \) or \( b \geq_k c \).

**Proof:** Let \( a = (a_1, a_2) \) and \( b = (b_1, b_2) \), and note that

\[
a \lor b = (a_1, a_2) \lor (b_1, b_2) = (a_1 + b_1, a_2 \cdot b_2), \quad \text{and} \quad a \land b = (a_1, a_2) \land (b_1, b_2) = (a_1 \cdot b_1, a_2 + b_2). \]

1. Suppose that \( c = (c_1, \bot) \). Now we have:

\[
a \lor b \geq_k c \iff (a_1 + b_1, a_2 \cdot b_2) \geq_k (c_1, \bot)\]
iff \( a_1 + b_1 \geq_1 c_1 \) and \( a_2 \cdot b_2 \geq_2 \bot \)

iff \( a_1 + b_1 \geq_1 c_1 \)

iff \( a_1 \geq_1 c_1 \) or \( b_1 \geq_1 c_1 \) (by Lemma 2.19)

iff \( \langle a_1, a_2 \rangle \geq_k \langle c_1, \bot \rangle \) or \( \langle b_1, b_2 \rangle \geq_k \langle c_1, \bot \rangle \)

iff \( a \geq_k c \) or \( b \geq_k c \).

2. Suppose that \( c = (c_1, \bot) \). Now we have:

\[ a \land b \geq_k c \quad \text{iff} \quad \langle a_1 \cdot b_1, a_2 + b_2 \rangle \geq_k \langle c_1, \bot \rangle \]

iff \( a_1 \cdot b_1 \geq_1 c_1 \) and \( a_2 + b_2 \geq_2 \bot \)

iff \( a_1 \cdot b_1 \geq_1 c_1 \)

iff \( a_1 \geq_1 c_1 \) and \( b_1 \geq_1 c_1 \)

iff \( \langle a_1, a_2 \rangle \geq_k \langle c_1, \bot \rangle \) and \( \langle b_1, b_2 \rangle \geq_k \langle c_1, \bot \rangle \)

iff \( a \geq_k c \) and \( b \geq_k c \).

3. Suppose that \( c = (\bot, c_2) \). Now we have:

\[ a \lor b \geq_k c \quad \text{iff} \quad \langle a_1 + b_1, a_2 \cdot b_2 \rangle \geq_k \langle \bot, c_2 \rangle \]

iff \( a_1 + b_1 \geq_1 \bot \) and \( a_2 \cdot b_2 \geq_2 c_2 \)

iff \( a_1 + b_1 \geq_1 \bot \)

iff \( a_2 \cdot b_2 \geq_2 c_2 \)

iff \( a_2 \geq_2 c_2 \) and \( b_2 \geq_2 c_2 \)

iff \( \langle a_1, a_2 \rangle \geq_k \langle \bot, c_2 \rangle \) and \( \langle b_1, b_2 \rangle \geq_k \langle \bot, c_2 \rangle \)

iff \( a \geq_k c \) and \( b \geq_k c \).

4. Suppose that \( c = (\bot, c_2) \). Now we have:

\[ a \land b \geq_k c \quad \text{iff} \quad \langle a_1 \cdot b_1, a_2 + b_2 \rangle \geq_k \langle \bot, c_2 \rangle \]
The above results provide the basis and the motivation behind the join-irreducible procedural semantics presented in subsequent sections. To make the correspondence more clear, we presented the following reformulation of above lemma and the corresponding results for the knowledge operators.

**Corollary 4.17** Let $\mathcal{B} = (\mathcal{B}, \leq, \leq_k)$ be a distributive pre-bilattice. Suppose that $a, b, c \in \mathcal{B}$.

1. If $c \in \text{JIR}_k(\mathcal{B})$, then
   
   (a) $c \leq_k a \oplus b$ if and only if $c \leq_k a$ or $c \leq_k b$;
   
   (b) $c \leq_k a \otimes b$ if and only if $c \leq_k a$ and $c \leq_k b$ (this is, in fact, true for any $c \in \mathcal{B}$);

2. If $c \in \text{JIR}^+_k(\mathcal{B})$, then
   
   (a) $c \leq_k a \lor b$ if and only if $c \leq_k a \oplus b$;
   
   (b) $c \leq_k a \land b$ if and only if $c \leq_k a \otimes b$;

3. If $c \in \text{JIR}^-_k(\mathcal{B})$, then
   
   (a) $c \leq_k a \lor b$ if and only if $c \leq_h a \oplus b$;

   (b) $c \leq_k a \land b$ if and only if $c \leq_h a \otimes b$. 

iff $a_1 \cdot b_1 \geq_1 1$ and $a_2 + b_2 \geq_2 c_2$

iff $a_2 + b_2 \geq_2 c_2$

iff $a_2 \geq_2 c_2$ or $b_2 \geq_2 c_2$ by Lemma 2.19)

iff $\langle a_1, a_2 \rangle \geq_k \langle 1, c_2 \rangle$ or $\langle b_1, b_2 \rangle \geq_k \langle 1, c_2 \rangle$

iff $a \geq_k c$ or $b \geq_k c$. ■
(b) \( c \leq_k a \land b \) if and only if \( c \leq_k a \lor b \).

**Proof:** The proof is immediate from Lemmas 4.16, 2.19.

We will also find the following lemmas useful in the proofs of the main results in subsequent chapters. The next lemma is simply a reformulation of Lemma 2.19.

**Lemma 4.18** Let \( B = (\mathcal{B}, \leq_i, \leq_k) \) be a pre-bilattice, \( c_1, c_2, \ldots, c_n \in \mathcal{B} \), and let \( c \in JIR_k(\mathcal{B}) \). Then \( c_1 \lor c_2 \lor \cdots \lor c_n \geq_k c \) if and only if \( c_j \geq_k c \) for some \( j \) (1 \( \leq j \leq n \)).

**Lemma 4.19** Let \( B = B(L_1, L_2) = (L_1 \times L_2, \leq_i, \leq_k) \) be a pre-bilattice, where \( (L_i, \leq_i, \cdot, +, \cdot) \) is a complete lattice, for \( i = 1, 2 \). Let \( b, c \in JIR_k(\mathcal{B}) \).

1. If \( c \in JIR^+_k(\mathcal{B}) \) and \( c \geq_k b \), then \( b \in JIR^+_k(\mathcal{B}) \).

2. If \( c \in JIR^-_k(\mathcal{B}) \) and \( c \geq_k b \), then \( b \in JIR^-_k(\mathcal{B}) \).

**Proof:** Suppose that \( c \in JIR^+_k(\mathcal{B}) \) and \( c \geq_k b \). Then \( c = (c_1, \bot) \), where \( c_1 \in JIR(L_1) \). Now, \( b \in JIR_k(\mathcal{B}) \), hence \( b = (b_1, \bot) \) or \( b = (\bot, b_2) \), where \( b_i \in JIR(L_i) \), for \( i = 1, 2 \). But, \( b \neq (\bot, b_2) \), since otherwise \( c \geq_k b \) implies that \( (c_1, \bot) \geq_k (\bot, b_2) \), which is impossible because \( b \neq \bot \). Hence \( b = (b_1, \bot) \in JIR^+_k(\mathcal{B}) \).

The case when \( c \in JIR^-_k(\mathcal{B}) \) is proved similarly.
CHAPTER 5. UNIFICATION AND SUBSTITUTION UNIFIERS

Our procedural semantics uses an AND- and OR-parallel interpretation model (see [52, 9, 10]), in which the AND-parallel component is independent. In an independent AND-parallel model, even when subgoals share variables, they are solved independently. After termination, however, answer substitutions obtained independently for shared variables are tested for consistency. We use the notion of substitution unification to ensure the consistency of bindings obtained for shared variables during the computation. In this section we introduce the notions of substitution unification and substitution unifiers, and we prove several results which are useful in proving the completeness results in the subsequent sections. Many of these results may also be of independent interest in unification theory.

We begin by extending the notion of unification to substitutions themselves. The notion of unifiable substitutions has been used in concurrent logic programming systems which use AND-parallelism [26, 38]. These substitutions also play an essential role in our procedural semantics.

**Definition 5.1** Let $S$ be a set of substitutions. Then a substitution $\gamma$ is called a substitution unifier (s-unifier) of $S$, if $S\gamma$ is a singleton. If such a substitution $\gamma$ exists, then we say that $S$ is unifiable. An s-unifier $\gamma$ of $S$ is a most general substitution unifier (mgsu) of $S$ if $\gamma \leq \delta$ for every s-unifier $\delta$ of $S$. We denote the set of all
s-unifiers of $S$ by $su(S)$ and the set of all most general s-unifiers of $S$ by $mgsu(S)$.

That $mgsu(S)$ exists whenever $S$ is unifiable follows from the easily verified fact that $mgsu(S) = mgu(S')$ for some finite set $S'$ of atomic formulas.

**Definition 5.2** Let $S$ be a unifiable set of substitutions. A substitution $\delta$ is a substitution unification of $S$, if $\delta = \sigma \gamma$, for some $\gamma \in mgsu(S)$ and some $\sigma \in S$. The set of all substitution unifications of $S$, is denoted by $\odot S$. Clearly, for any $\sigma \in S$:

$$\odot S = \{ \sigma \tau \mid \tau \in mgsu(S) \} = \sigma mgsu(S).$$

When dealing with a pair of substitutions $\sigma$ and $\tau$, we often use a shorthand notation and denote the set of s-unifiers and the set of mgsu's of $\sigma$ and $\tau$ by $su(\sigma, \tau)$ and $mgsu(\sigma, \tau)$, respectively. Similarly, we denote the set of all substitution unifications of $\sigma$ and $\tau$ by $\sigma \odot \tau$.

It follows from Lemma 3.35 that $mgu$'s and $mgsu$'s are unique up to renaming. We will sometimes slightly abuse the notation and use this fact to treat $mgu(E_1, E_2)$, where $E_1$ and $E_2$ are expressions, as a function returning a unique mgu. In other words, we interpret the equality $\gamma = mgu(E_1, E_2)$ to mean equality up to renaming. We’ll adopt the same convention for mgsu’s. It follows that the substitution unification $\sigma_1 \odot \sigma_2$ of any pair of substitutions $\sigma_1$ and $\sigma_2$ is also unique up to renaming. In the sequel we sometimes interpret $\sigma_1 \odot \sigma_2$ as a function returning a unique substitution unification of $\sigma_1$ and $\sigma_2$ up to renaming.

Substitution unifications are useful in parallel evaluation of queries, since they provide a mechanism for ensuring consistency of the bindings obtained concurrently.
during the derivation process. Furthermore, they display certain algebraic characteristics which may be of independent interest in unification theory. Here we present some of the properties of substitution unifiers.

**Lemma 5.3** Let $\theta, \eta_1, \eta_2, \gamma_1,$ and $\gamma_2$ be substitutions. Then:

1. $su(\eta_1, \eta_2) = su(\gamma_1, \gamma_2)$ iff $mgsu(\eta_1, \eta_2) = mgsu(\gamma_1, \gamma_2)$.

2. $su(\eta_1, \eta_2) \subseteq su(\theta \eta_1, \theta \eta_2)$.

3. If $dom(\eta_1) \cup dom(\eta_2) \subseteq vrange(\theta)$ then $su(\eta_1, \eta_2) = su(\theta \eta_1, \theta \eta_2)$.

**Proof:** 1 and 2 are easy. We will prove part 3. According to 2 it suffices to show that $su(\theta \eta_1, \theta \eta_2) \subseteq su(\eta_1, \eta_2)$. Let $\gamma \in su(\theta \eta_1, \theta \eta_2)$. We first show that $dom(\eta_1 \gamma) = dom(\eta_2 \gamma)$. Suppose $x \in dom(\eta_1 \gamma) - dom(\eta_2 \gamma)$. If $x \notin vrange(\theta)$ then, by assumption, $x \notin dom(\eta_1) \cup dom(\eta_2)$. However, since $x \in dom(\eta_1)$, we must have $x \in dom(\gamma)$. But this implies that $x \in dom(\eta_2 \gamma)$, contradicting the choice of $x$. By symmetry, $dom(\eta_1 \gamma) = dom(\eta_2 \gamma)$.

It remains to show that $\eta_1 \gamma$ and $\eta_2 \gamma$ have the same bindings. Let $x \in dom(\eta_1 \gamma) = dom(\eta_2 \gamma)$ such that $x/e_1 \in \eta_1 \gamma$ and $x/e_2 \in \eta_2 \gamma$. We will show that $e_1 = e_2$. Suppose that $e_1 \neq e_2$. If $x \notin vrange(\theta)$ then $x \notin dom(\eta_1) \cup dom(\eta_2)$. This implies that $x/e_1, x/e_2 \notin \gamma$ and hence $e_1 = e_2$, contradicting the assumption. If $x \in vrange(\theta)$, then $\theta \eta_1 \gamma \neq \theta \eta_2 \gamma$, contradicting the choice of $\gamma$. Hence, $e_1 = e_2$ and the proof is complete. \(\blacksquare\)
Corollary 5.4 Let \( \theta, \eta_1, \eta_2 \) be substitutions such that \( \text{dom}(\eta_1), \text{dom}(\eta_2) \subseteq \text{vrange}(\theta) \).

Then,

\[
\text{mgsu}(\eta_1, \eta_2) = \text{mgsu}(\theta \eta_1, \theta \eta_2).
\]

**Proof:** Follows from parts 1 and 3 of the previous lemma. \( \blacksquare \)

Corollary 5.5 Let \( \theta, \eta_1, \eta_2 \) be substitutions such that \( \text{dom}(\eta_1) \subseteq \text{vrange}(\theta) \).

Then

\[
\theta(\eta_1 \odot \eta_2) = \theta \eta_1 \odot \theta \eta_2.
\]

**Proof:**

\[
\theta(\eta_1 \odot \eta_2) = \theta \eta_1 \text{mgsu}(\eta_1, \eta_2)
= \theta \eta_1 \text{mgsu}(\theta \eta_1, \theta \eta_2) \quad \text{by Corollary 5.4}
= \theta \eta_1 \odot \theta \eta_2. \quad \blacksquare
\]

Lemma 5.6 Let \( \sigma_1, \sigma_2, \tau \) be substitutions. Then

1. \( \tau \text{su}(\sigma_1 \tau, \sigma_2 \tau) \subseteq \text{su}(\sigma_1, \sigma_2) \).

2. For every \( \alpha \in \sigma_1 \tau \odot \sigma_2 \tau \) and for every \( \beta \in \sigma_1 \odot \sigma_2, \beta \leq \alpha \).

**Proof:** Part 1 is easy. For part 2, first note that by definition, \( \alpha = \sigma_1 \tau \delta \) and \( \beta = \sigma_1 \rho \), for some \( \delta \in \text{mgsu}(\sigma_1 \tau, \sigma_2 \tau) \) and \( \rho \in \text{mgsu}(\sigma_1, \sigma_2) \). Then, by part 1, \( \tau \delta \in \tau (\text{mgsu}(\sigma_1 \tau, \sigma_2 \tau)) \subseteq \text{su}(\sigma_1, \sigma_2) \). Hence, \( \alpha = \sigma_1 \tau \delta = \sigma_1 \rho \gamma = \beta \gamma \), for some substitution \( \gamma \). \( \blacksquare \)
Lemma 5.7 (Left-invariance of ≤) Let σ and τ be substitutions. Then

\[ σ ≤ τ ⇔ \text{for all } π, πσ ≤ πτ. \]

Proof: (⇐): Trivial.

(⇒):

\[ σ ≤ τ ⇔ ∃δ[σδ = τ] \]

\[ ⇔ ∃δ∀π[πσδ = πτ] \]

\[ ⇔ ∀π∃δ[πσδ = πτ] \]

\[ ⇔ ∀π[πσ ≤ πτ]. \]

Lemma 5.8 Let σ and τ be substitutions.

1. σ is idempotent ⇒ σ(σ ⊗ τ) = σ ⊗ τ.

2. τ is idempotent ⇒ τ(σ ⊗ τ) = σ ⊗ τ.

Proof: We prove part 1; part 2 is proved in a similar manner. We have:

\[ σ(σ ⊗ τ) = σ(\text{mgsu}(σ, τ)) \]

\[ = σ(\text{mgsu}(σ, τ)) \quad (\text{since } σ \text{ is idempotent}) \]

\[ = σ ⊗ τ. \]

Lemma 5.9 Let σ, τ, γ be substitutions.

1. If σ is idempotent, then σ ≤ γ ⇒ σγ = γ.

2. If σ and τ are both idempotent, and στ ≤ γ, then σ and τ are unifiable.
Proof: (1) Let $\gamma = \sigma \delta$. Then $\sigma \gamma = \sigma \sigma \delta = \sigma \delta = \gamma$.

(2) By part (1), $\sigma \gamma = \gamma$ and $\tau \gamma = \gamma$. So, $\gamma$ is a substitution unifier of $\sigma$ and $\tau$. □

We can now prove the following weak distributivity result for $\odot$.

**Lemma 5.10** Let $\theta, \eta_1,$ and $\eta_2$ be substitutions, where $\eta_1$ and $\eta_2$ are unifiable. Then

$$\theta \eta_1 \odot \theta \eta_2 \leq \theta(\eta_1 \odot \eta_2).$$

**Proof:** We know that $\theta \eta_1(\text{mgsu}(\eta_1, \eta_2)) = \theta \eta_2(\text{mgsu}(\eta_1, \eta_2))$. Hence, $\text{mgsu}(\eta_1, \eta_2)$ is a unifier of $\theta \eta_1$ and $\theta \eta_2$ and so:

$$\text{mgsu}(\theta \eta_1, \theta \eta_2) \leq \text{mgsu}(\eta_1, \eta_2).$$

Now, by Lemma 5.7.

$$\theta \eta_1(\text{mgsu}(\theta \eta_1, \theta \eta_2)) \leq \theta \eta_1(\text{mgsu}(\eta_1, \eta_2)).$$

Hence,

$$\theta \eta_1 \odot \theta \eta_2 \leq \theta(\eta_1 \odot \eta_2).$$ □

**Lemma 5.11** Let $\sigma$ and $\tau$ be unifiable substitutions. Then,

1. $\sigma \leq \sigma \odot \tau$ and $\tau \leq \sigma \odot \tau$.

2. If $\sigma$ and $\tau$ are idempotent, then, for every substitution $\gamma$,

$$\sigma \odot \tau \leq \gamma \Rightarrow \sigma \odot \tau \leq \gamma.$$
Proof:

1. \( \sigma \odot \tau = \sigma(mgsu(\sigma, \tau)) = \tau(mgsu(\sigma, \tau)) \).

2. Suppose \( \sigma, \tau \leq \gamma \). Then, by Lemma 5.9, \( \gamma \) is a substitution unifier of \( \sigma \) and \( \tau \).
   
   Hence, \( mgsu(\sigma, \tau) \leq \gamma \) and so:
   
   \[
   \sigma \odot \tau = \sigma(mgsu(\sigma, \tau)) \\
   \leq \sigma \gamma \quad \text{(by Lemma 5.7)} \\
   = \gamma \quad \text{(by Lemma 5.9)}.
   \]

Lemma 5.12 Let \( \sigma_1, \sigma_2, \eta_1, \) and \( \eta_2 \) be substitutions such that:

1. \( \sigma_i \leq \eta_i \), for \( i = 1, 2 \), and

2. \( \sigma_1 \) and \( \sigma_2 \) are idempotent, and

3. \( \eta_1 \) and \( \eta_2 \) are unifiable.

Then \( \sigma_1 \) and \( \sigma_2 \) are unifiable and \( \sigma_1 \odot \sigma_2 \leq \eta_1 \odot \eta_2 \).

Proof: By Lemma 5.11 and assumption 1, we have:

\[
\sigma_i \leq \eta_i \leq \eta_1 \odot \eta_2, \quad \text{for} \ i = 1, 2.
\]

Now, by Lemma 5.9 (taking \( \gamma = \eta_1 \odot \eta_2 \)), \( \sigma_1 \) and \( \sigma_2 \) are unifiable. The second part follows immediately from Lemma 5.11.

Corollary 5.13 Let \( \sigma_1, \sigma_2, \eta_1, \eta_2, \) and \( \theta \) be substitutions such that:
1. \( \sigma_i \leq \theta \eta_i \), for \( i = 1, 2 \), and

2. \( \sigma_1 \) and \( \sigma_2 \) are idempotent, and

3. \( \eta_1 \) and \( \eta_2 \) are unifiable.

Then \( \sigma_1 \) and \( \sigma_2 \) are unifiable and \( \sigma_1 \circ \sigma_2 \leq \theta(\eta_1 \circ \eta_2) \).

**Proof:** Since \( \eta_1 \) and \( \eta_2 \) are unifiable, then so are \( \theta \eta_1 \) and \( \theta \eta_2 \). Hence, by Lemma 5.12 and Lemma 5.10, \( \sigma_1 \) and \( \sigma_2 \) are unifiable and

\[
\sigma_1 \circ \sigma_2 \leq \theta \eta_1 \circ \theta \eta_2 \leq \theta(\eta_1 \circ \eta_2). 
\]

**Lemma 5.14** \( su(\sigma, \tau) \subseteq su(\sigma_\tau, \tau_\sigma) \).

**Proof:** Let \( \alpha \in su(\sigma, \tau) \). Then \( \sigma \alpha = \tau \alpha \) and hence,

\[
(\sigma_\tau \cup \sigma_{-\tau}) \circ \alpha \cup \alpha_{-\tau} = (\tau_\sigma \cup \tau_{-\sigma}) \circ \alpha \cup \alpha_{-\tau},
\]

which implies that \( \sigma_\tau \circ \alpha \cup \alpha_{-\tau} = \tau_\sigma \circ \alpha \cup \alpha_{-\tau} \). Since \( \text{dom}(\sigma_\tau) = \text{dom}(\tau_\sigma) \), and because of the disjointness of substitutions on each side, we have \( \sigma_\tau \circ \alpha = \tau_\sigma \circ \alpha \). Hence,

\[
\sigma_\tau \alpha = \sigma_\tau \circ \alpha \cup \alpha_{-(\sigma_\tau)} = \tau_\sigma \circ \alpha \cup \alpha_{-(\tau_\sigma)} = \tau_\sigma \alpha,
\]

implying that \( \alpha \in su(\sigma_\tau, \tau_\sigma) \). \( \blacksquare \)

**Lemma 5.15** Suppose that \( \text{dom}(\sigma) = \text{dom}(\tau) \). Let \( \alpha \) be any substitution. Then

\[
\sigma \circ \alpha = \tau \circ \alpha \iff \sigma \alpha = \tau \alpha.
\]
Proof: Suppose that $\sigma \circ \alpha = \tau \circ \alpha$. We have:

$$
\begin{align*}
\sigma \alpha & = \sigma \circ \alpha \cup \alpha_{\neg \sigma} \\
& = \tau \circ \alpha \cup \alpha_{\neg \tau} \\
& = \tau \alpha.
\end{align*}
$$

The other direction follows from the proof of Lemma 5.14.

We can also show the associativity of $\odot$ under certain conditions. First we need the following lemma.

Lemma 5.16 Let $\sigma, \tau, \rho$ be unifiable substitutions, with $\sigma$ idempotent. Then

$$
\sigma((\sigma \odot \tau) \odot \rho) = (\sigma \odot \tau) \odot \rho.
$$

Proof:

$$
\begin{align*}
\sigma((\sigma \odot \tau) \odot \rho) & = \sigma[(\sigma mgsu(\sigma, \tau)) \odot \rho] \\
& = \sigma[(\sigma mgsu(\sigma, \tau))(mgsu(\sigma mgsu(\sigma, \tau), \rho))] \\
& = (\sigma mgsu(\sigma, \tau))(mgsu(\sigma mgsu(\sigma, \tau), \rho)) \\
& = (\sigma mgsu(\sigma, \tau)) \odot \rho \\
& = (\sigma \odot \tau) \odot \rho.
\end{align*}
$$

Lemma 5.17 Let $\sigma, \tau, \rho$ be unifiable and idempotent substitutions. Then

$$
(\sigma \odot \tau) \odot \rho \equiv \odot\{\sigma, \tau, \rho\}.
$$
Proof: Let $\alpha \in mgsu(\sigma, \tau, \rho)$ and $\beta \in mgsu(\sigma, \tau)$ be idempotent. Then $\beta \leq \alpha$ and hence, by Lemma 5.9, $\beta \alpha = \alpha$. Thus, $\alpha \beta \alpha = \sigma \alpha = \rho \alpha$, implying that $\alpha \in su(\sigma \beta, \rho)$. Then

$$mgsu(\sigma \oplus \tau, \rho) = mgsu(\sigma \beta, \rho) \leq \alpha \in mgsu(\sigma, \tau, \rho),$$

and hence, by Lemma 5.7,

$$(\sigma \oplus \tau) \circ \rho = \rho mgsu(\sigma \oplus \tau, \rho) \leq \rho \alpha \in \rho mgsu(\sigma, \tau, \rho) = \ominus \{\sigma, \tau, \rho\}.$$  

On the other hand, by Lemma 5.16, $(\sigma \oplus \tau) \circ \rho \in su(\sigma, \tau, \rho)$ so $\alpha \leq (\sigma \oplus \tau) \circ \rho$. This, by Lemmas 5.7 and 5.16, implies that

$$\ominus \{\sigma, \tau, \rho\} = \tau \alpha \leq \tau((\sigma \oplus \tau) \circ \rho) = (\sigma \oplus \tau) \circ \rho,$$

which completes the proof. $\blacksquare$

In a similar manner we can prove that

$$\sigma \oplus (\tau \circ \rho) \equiv \ominus \{\sigma, \tau, \rho\}$$

resulting in the following associativity result.

**Lemma 5.18** Let $\sigma, \tau, \rho$ be unifiable and idempotent substitutions. Then

$$(\sigma \oplus \tau) \circ \rho \equiv \sigma \circ (\tau \oplus \rho).$$
The main results of this chapter are the following technical lemmas which are used in the proof of the Completeness Theorem.

**Lemma 5.19** Let $G$ be an expression and $\sigma$ and $\tau$ be substitutions such that:

1. $\text{dom}(\sigma) \subseteq \text{vars}(G)$;
2. $\text{vrange}(\sigma) \cap \text{vars}(G) = \emptyset$;
3. $\text{vrange}(\sigma) \cap \text{dom}(\tau) = \emptyset$; and
4. $G\sigma \leq G\tau$.

Then $\sigma \leq \tau$.

**Proof:** Note that assumptions 1 and 2 together imply that $\sigma$ is idempotent. Now, by assumptions 4 and 1 we have:

$$
\sigma = \sigma G \leq \tau G,
$$

and so, by Lemma 5.9 (since $\sigma$ is idempotent),

$$
\sigma \tau G = \tau G.
$$

Hence,

$$
\tau = \tau G \uplus \tau_{-G} = \sigma \tau G \uplus \tau_{-G} = (\sigma \circ \tau) G \uplus (\tau_{-\tau}) G \uplus \tau_{-G} = \sigma \uplus (\tau_{-\tau}) G \uplus \tau_{-G}. \quad \text{(by assumption 2)}
$$
\[ \sigma \uplus (\tau_{-\sigma}) \uplus (\tau_{-\sigma})_G. \text{ (by assumption 1)} \]

\[ \sigma \uplus \tau_{-\sigma} \]

\[ \sigma \circ \tau \uplus \tau_{-\sigma}. \text{ (by assumption 3)} \]

\[ \sigma \tau, \]

which implies that \( \sigma \leq \tau. \]

**Lemma 5.20** Let \( G_1 \) and \( G_2 \) be expressions and \( \sigma_i, \eta_i, \) and \( \theta \) be substitutions, for \( i = 1, 2 \), such that:

1. \( \text{dom}(\sigma_i) \subseteq \text{vars}(G_i), \ i = 1, 2; \)

2. \( \text{vrange}(\sigma_i) \cap \text{vars}(G_i) = \emptyset, \ i = 1, 2; \)

3. \( \text{vrange}(\sigma_i) \cap \text{dom}(\theta \eta_i) = \emptyset, \ i = 1, 2; \)

4. \( G_1 \sigma_i \leq G_1 \theta \eta_i, \ i = 1, 2; \) and

5. \( \eta_1 \) and \( \eta_2 \) are unifiable.

Then \( \sigma_1 \) and \( \sigma_2 \) are unifiable and \( \sigma_1 \odot \sigma_2 \leq \theta(\eta_1 \odot \eta_2). \)

**Proof:** By Lemma 5.19 (taking \( \tau_i = \theta \eta_i, i = 1, 2 \)), we have that \( \sigma_i \leq \theta \eta_i, i = 1, 2. \) Now by Lemma 5.13, both conclusions follow immediately. \( \blacksquare \)

**Lemma 5.21** Let \( G_1 \) and \( G_2 \) be expressions and \( \sigma, \eta, \alpha, \) and \( \theta \) be substitutions such that:
1. \( \text{dom}(\sigma) \subseteq \text{vars}(G_1); \)

2. \( G_1 \theta \eta = G_1 \sigma \alpha; \)

3. \( \text{vrange}(\sigma) \cap Y = \emptyset; \)

4. \( \text{dom}(\alpha) \cap Y = \emptyset; \)

where \( Y = \text{vars}(G_2) - \text{vars}(G_1). \) Define \( \gamma = \alpha \cup (\theta \eta)_Y. \) Then \( G_i \theta \eta = G_i \sigma \gamma, \) for \( i = 1, 2. \)

Proof: For \( i = 1, \) by the definition of \( Y \) and by assumption 3, \( \text{vars}(G_1) \cap Y = \emptyset, \) and hence,

\[
G_1 \sigma \gamma = G_1 \sigma (\alpha \cup (\theta \eta)_Y) = G_1 \sigma \alpha = G_1 \theta \eta.
\]

Let \( i = 2. \) Define \( X = \text{vars}(G_1) \cap \text{vars}(G_2). \) Since \( X \subseteq \text{vars}(G_1), \) by the previous case, \( (\sigma \gamma)_X = (\theta \eta)_X. \) Also,

\[
(\sigma \gamma)_Y = (\sigma \circ \gamma)_Y \cup (\sigma_{-\sigma})_Y
\]

\[
= (\sigma_{-\sigma})_Y \quad \text{(since } \text{dom}(\sigma \cap Y = \emptyset)\text{)}
\]

\[
= \gamma_Y
\]

\[
= (\theta \eta)_Y \quad \text{(by the definition of } \gamma).\]

Hence,

\[
G_2 \theta \eta = G_2[(\theta \eta)_X \cup (\theta \eta)_Y]
\]

\[
= G_2[(\sigma \gamma)_X \cup (\sigma \gamma)_Y]
\]

\[
= G_2 \sigma \gamma. \quad \blacksquare
\]
CHAPTER 6. KNOWLEDGE-BASED LOGIC PROGRAMMING

We now present a four-valued knowledge-based logic programming system based on the bilattice $\text{FOUR}$. Later we will extend ideas presented in the subsequent sections to logics based on arbitrary distributive bilattices. The special four-valued case, however, is important on its merits and deserves detailed study. It provides the motivation behind the results presented in the sections on generalized knowledge-based logic programming. Furthermore, the notion of Closed World Assumption, which we discussed earlier, has a natural and useful counterpart in the context of the four-valued knowledge-based logic programs. Those results are presented in the last section of this chapter.

6.1 Logic Programming Syntax

Our logic programming language, denoted by $\mathcal{L}$, will have the bilattice $\text{FOUR}$ as the underlying space of truth values. The alphabet of $\mathcal{L}$ consists of the usual sets of variables, constants, predicate symbols, and function symbols, similar to conventional logic programming. There is also an infinite number of new constants, called generic constants, that are distinct from the regular constants in the sense that they may not appear in any clause of a program over $\mathcal{L}$. In addition, $\mathcal{L}$ includes the connectives $\leftarrow$, $\neg$, $\land$, $\lor$, $\exists$, and $\forall$. $\land$ and $\lor$ represent the meet and join operations of the bilattice.
in the truth ordering and $\otimes$ and $\oplus$ represent the meet and join in the knowledge ordering. The "quantifiers" $\Pi, \Sigma$ represent the infinitary meet and join operations of the bilattice in the knowledge ordering.

The notions of term and ground term are defined in the usual way; they may contain generic constants. The set $U_C$ of all ground terms in a language $C$ is called the Herbrand universe of $C$ [37]. An atom is either one of the constants true or false or an expression of the form $p(t_1, \ldots, t_n)$, where $p$ is an $n$-ary predicate symbol and $t_1, \ldots, t_n$ are terms. An atom in which there are no occurrences of variables is called a ground atom.

Formulas are either atoms or expressions of the form $\neg A$, $A \equiv B$, $A \otimes B$, $A \land B$, or $A \lor B$, where $A$ and $B$ are formulas. A complex formula is a formula which is not an atom. A normalized formula is a formula in which the operator $\otimes$ does not occur. An expression is either a term or a formula. A simple expression is either a term or an atom. For an expression $E$, $\text{vars}(E)$ denotes the set of all variables that occur in $E$.

A clause is an expression of the form:

$$\Pi x_1 \cdots x_n (A \leftarrow \Sigma y_1 \cdots y_m (G)).$$

where $A$ is an atom other than true and false, $G$ is a formula, $x_1, \ldots, x_n$ are variables occurring in $A$, and $y_1, \ldots, y_m$ are variables occurring in $G$, but not in $A$. $A$ is called the head and $G$ is called the body of the clause. Normally, we drop the quantifiers from the clauses and simply write $A \leftarrow G$, where the variables occurring in the head of the clause are implicitly quantified by $\Pi$, and the variables occurring in the clause body and not in the clause head are quantified by $\Sigma$. This convention is a standard practice in logic programming. Of course, in classical logic programming
the quantifiers are the truth quantifiers \( \forall \) and \( \exists \) which are assumed to implicitly quantify a clause. The choice of quantifiers \( \Pi \) and \( \Sigma \) is motivated by our interest in the knowledge content of statements rather than their truth content.

Note that in conventional Prolog, a clause of the form \( A \leftarrow \) is taken to stand for \( A \leftarrow \text{true} \). So the empty clause body is the equivalent of a truth constant. In our language we designate symbols representing each element of the bilattice (with the exception of \( \top \) and \( \bot \)). Hence, the above definition of atomic formulas includes the constants \text{true} and \text{false}. As usual, a program is a finite set of clauses. A goal is simply a formula.

Definition 6.1 A clause \( A \leftarrow G \) is normalized if \( G \) is a normalized formula and either \( \text{vars}(A) \subseteq \text{vars}(G) \), or \( G \in \{ \text{true}, \text{false} \} \). A program is normalized if all of its clauses are normalized.

The Herbrand Base of a program \( P \), denoted \( B_P \), is the set of all ground atoms using only function or predicate symbols occurring in \( P \), and constants that either occur in \( P \) or are generic constants.

The extension of the language by these generic constants is done for technical reasons which will become clear in the proof of our Completeness Theorem. We now define the notion of a generic constant substitution which we will also need in the proof the Completeness Theorem.

Definition 6.2 A substitution \( \delta \) is a generic constant substitution or simply a gc-substitution if it is of the form

\[
\{x_1/a_1, x_2/a_2, \ldots, x_n/a_n\}.
\]
where \(a_1, \ldots, a_n\) are distinct generic constants. If \(E\) is an expression, then \(\delta\) is a g-substitution for \(E\), if \(\text{dom}(\delta) = \text{vars}(E)\).

The following technical lemma connecting gc-substitutions and the most general unifier will be used in the proof of the Completeness Theorem.

**Lemma 6.3** Let \(A\) and \(B\) be atoms such that \(\text{vars}(A) \cap \text{vars}(B) = \emptyset\) and neither \(A\) nor \(B\) contains a generic constant. Let \(\delta\) be a gc-substitution for \(A\). Assume \(A\delta\) and \(B\) are unifiable and \(\eta = \text{mgu}(A\delta, B)\). Then \(A\) and \(B\) are unifiable, and if \(\mu = \text{mgu}(A, B)\), then

1. \(\delta\eta = \mu\tau\), where \(\tau\) is a gc-substitution for \(B\mu\), and

2. \(\mu_A\) is injective and variable-pure.

**Proof:** \(\text{vars}(A) \cap \text{vars}(B) = \emptyset\) implies \(B\delta = B\). So \(\eta = \text{mgu}(A\delta, B\delta)\), and hence \(\delta\eta\) unifies \(A\) and \(B\). Let \(\mu = \text{mgu}(A, B)\). Then \(\delta\eta = \mu\tau\) for some \(\tau\). Since \(\delta\) is a gc-substitution for \(A\), we have \(A\delta = A\delta\eta\). Thus \(A\delta = A\delta\eta = A\mu\tau\). Now \(\text{dom}(\delta) = \text{vars}(A)\) and all constants of \(\delta\) are generic. Thus, since \(A\) and \(B\) do not contain any generic constants and \(\mu\) is their mgu, \(\mu\) cannot contain generic constants. But \(x\mu\tau = x\delta\), which is generic, for every \(x \in \text{vars}(A)\). This implies that \(\mu_A\) must be variable-pure, and it must also be injective since \(\delta\) is injective. It then follows from the equality \(A\delta = A\mu\tau\) that \(\tau\) is a gc-substitution for \(A\mu\) and hence also for \(B\mu\).

We further extend the notion of unification to substitutions themselves. The notion of unifiable substitutions has been used in concurrent logic programming systems which use AND-parallelism [26]. These substitutions also play an essential role in our procedural semantics.
6.2 Fixpoint Semantics

In the classical two-valued logic programming, a single step operator on interpretations, denoted $T_P$, is associated with a program. In the absence of negation, this operator is monotonic and has a natural least fixpoint. It is this fixpoint which serves as the denotational meaning of the program. However, in the presence of negation in the clause bodies, the $T_P$ operator is no longer monotonic and may not have a fixpoint. The idea of associating such an operator with programs carries over in a natural way to logic programming languages with a distributive bilattice as the space of truth values. However, the ordering in which the least fixpoint is evaluated is the knowledge ordering ($\leq_k$) and not the truth ordering ($\leq_t$). Since, knowledge operators are self-dual under negation in the $\leq_k$-ordering, presence of negation in the body of a program clause does not pose any of the problems associated with classical logic programming. The fixpoint semantics presented in this section is essentially due to Fitting [18].

**Definition 6.4**

1. An interpretation for a program $P$ is a mapping $I : B_P \rightarrow \mathcal{F} \mathcal{O} \mathcal{R}$.

2. We extend the interpretation $I$ to ground formulas as follows:

\[
I(\neg A) = \neg I(A);
\]
\[
I(A_1 \oplus A_2) = I(A_1) \oplus I(A_2);
\]
\[
I(A_1 \otimes A_2) = I(A_1) \otimes I(A_2);
\]
\[
I(A_1 \land A_2) = I(A_1) \land I(A_2);
\]
\[
I(A_1 \lor A_2) = I(A_1) \lor I(A_2);
\]
\[
I(A_1 \triangleright A_2) = I(A_1) \triangleright I(A_2).
\]
3. We further extend the interpretation $I$ to nonground formulas. For a nonground formula $G$:

$$I(G) = \prod\{I(G\sigma) \mid \sigma \text{ is a ground substitution for the variables of } G\}.$$ 

The following lemma is an easy consequence of the definitions involved.

**Lemma 6.5** Let $I_1$ and $I_2$ be two interpretations for a program $P$ and let $\sigma$ and $\tau$ be substitutions.

1. $I_1(G\sigma) \leq_k I_2(G\tau)$ for every formula $G$ if and only if $I_1(A\sigma) \leq_k I_2(A\tau)$ for every atom $A$.

2. $I_1(G\sigma) = I_2(G\tau)$ for every formula $G$ if and only if $I_1(A\sigma) = I_2(A\tau)$ for every atom $A$.

**Proof:** The implication from left to right in part 1 is trivial. The opposite implication is proved by an easy induction on the structure of $G$, using the fact that the operations $\neg$, $\subset$, $\exists$, $\wedge$, and $\vee$ are monotone with respect to $\leq_k$.

Part 2 is an immediate consequence of part 1. ■

**Definition 6.6** The initial interpretation $I_0$ of a program $P$ is defined as follows. For any atom $A \in B_P$:

$$I_0(A) = \begin{cases} 
\text{true} & \text{if } A = \text{true} \\
\text{false} & \text{if } A = \text{false} \\
\bot & \text{otherwise.}
\end{cases}$$
Note that for any atomic formula $G$, if $I_0(G) \geq_k \text{true}$ (or $I_0(G) \geq_k \text{false}$), then $G = \text{true}$ (respectively $G = \text{false}$). Now we can associate a semantic operator with each program.

**Definition 6.7** Let $P$ be a program and let $A \in B_P$. The *semantic operator* $\Phi_P$ is a function mapping interpretations to interpretations, defined as follows:

$$\Phi_P(I)(A) = \begin{cases} 
\text{true} & \text{if } A = \text{true} \\
\text{false} & \text{if } A = \text{false} \\
\sum\{I(G') \mid A' \leftarrow G \in P \text{ and } A = A'\sigma\} & \text{otherwise}
\end{cases}$$

Pointwise partial orderings are also defined on interpretations in the following manner:

1. $I_1 \leq_k I_2$ if $I_1(A) \leq_k I_2(A)$, for every ground atom $A \in B_P$.
2. $I_1 \leq_1 I_2$ if $I_1(A) \leq_1 I_2(A)$, for every ground atom $A \in B_P$.

Using this pointwise ordering, the space of interpretations itself becomes a distributive bilattice [18]. Furthermore, the $\Phi_P$ operator is monotonic with respect to the knowledge ordering [18]:

$$I_1 \leq_k I_2 \Rightarrow \Phi_P(I_1) \leq_k \Phi_P(I_2),$$

and hence, by the Knaster-Tarski theorem [53], $\Phi_P$ has a least fixpoint. It is this least fixpoint which provides the denotational meaning of the program $P$. In order to approximate the least fixpoint of the operator $\Phi_P$, we use the following notion of upward iteration.
Definition 6.8 The upward iteration of $\Phi_P$ is defined as follows:

$$
\Phi_P \uparrow \alpha = \begin{cases} 
I_0 & \text{if } \alpha = 0 \\
\Phi_P(\Phi_P \uparrow (\alpha - 1)) & \text{if } \alpha \text{ is a successor ordinal} \\
\sum\{\Phi_P \uparrow \beta \mid \beta < \alpha\} & \text{if } \alpha \text{ is a limit ordinal}
\end{cases}
$$

The smallest ordinal at which this sequence gives the least fixpoint of $\Phi_P$ is called the closure ordinal. In FOUR and in fact in any bilattice which satisfies the infinitary distributivity conditions, $\Phi_P$ is continuous and its closure ordinal is at most $\omega$ [18].

The following lemma shows that generic constants behave semantically like variables.

Lemma 6.9 For every formula $G$ and any gc-substitution $\sigma$ for $G$,

$$(\Phi_P \uparrow n)(G\sigma) = (\Phi_P \uparrow n)(G), \text{ for every } n < \omega.$$

Proof: Consider the following property of an interpretation $I$.

$$I(G\sigma) = I(G), \text{ for every formula } G \text{ and gc-substitution } \sigma \text{ for } G. \quad (6.1)$$

We first prove that, for every interpretation $I$, if $I$ has the property (6.1), then so does $\Phi_P(I)$. Note that, to show $\Phi_P(I)$ has the property, it suffices to prove that $\Phi_P(I)(G\sigma) \leq \Phi_P(I)(G\delta)$, every ground substitution $\delta$. Furthermore, by Lemma 6.5, we can assume $G$ is an atom.

Assume $I$ in an arbitrary interpretation such that (6.1) holds and $G$ is an atom $A$. $\Phi_P(I)(A\sigma)$ is the join of all elements of $B$ of the form $I(G'\tau)$ such that $A\sigma = B\tau$ for some clause $B \leftarrow G'$ of $P$ and some ground substitution $\tau$. Let $x_1, \ldots, x_n$ be the
variables of $A$ so that $A\sigma = A(x_1\sigma, \ldots, x_n\sigma) = B\tau$. Since the constants $x_1\sigma, \ldots, x_n\sigma$
are distinct and do not occur in $B$, there is a substitution $\tau'$ such that $A = B\tau'$. Since $A\sigma = B\tau'\sigma$, we can assume $\tau'\sigma = \tau$. We also have $A\delta = B\tau'\delta$ and hence $I(G'\tau'\delta)$ is one of the set of elements of $\mathcal{FOUR}$ whose join defines $\Phi_P(I)(A\delta)$. But $I(G'\tau) = I(G'\tau'\sigma) = I(G'\tau') \leq_k I(G'\tau'\delta)$; the second equality holds because of our assumption that $I$ has the property (6.1). Thus (6.1) is preserved under $\Phi_P$.

The conclusion of the lemma now follows by an easy induction on $n$ and the fact that $I_0$ clearly has the property (6.1).

Using the distributivity and infinitary distributivity properties of the bilattice $\mathcal{FOUR}$ we can establish the semantic equivalence of ordinary and normalized programs.

**Theorem 6.10** Let $P$ be a program over the language $\mathcal{L}$. There exists a normalized program $P'$ over a possibly larger language $\mathcal{L}'$ with the property that for every $A \in BP$, $$(\Phi_{P'} \uparrow \omega)(A) = (\Phi_{\omega} \uparrow \omega)(A).$$

**Proof:** Since we have distributivity, every clause in the program $P$ can be written as $A \leftarrow G_1 \oplus \cdots \oplus G_n,$ where each $G_i$ is a normalized formula (the infinitary distributivity conditions are needed since the clauses in the program body may contain variables which are implicitly quantified). $P'$ is formed by first replacing each clause in the above form by the set of $n$ clauses:

$$A \leftarrow G_1, A \leftarrow G_2, \ldots, A \leftarrow G_n.$$
For each $i$, if either $\text{vars}(A) \subseteq \text{vars}(G_i)$ or $G_i \in \{\text{true}, \text{false}\}$, then the clause $A \leftarrow G_i$ is not further transformed; otherwise it is replaced by $A \leftarrow G_i \otimes E(x_1, \ldots, x_n)$, where $E$ is a new predicate symbol and $\{x_1, \ldots, x_n\} = \text{vars}(A) - \text{vars}(G_i)$. In this event the two clauses $E(x_1, \ldots, x_n) \leftarrow \text{true}$ and $E(x_1, \ldots, x_n) \leftarrow \text{false}$ are also added. Obviously, the transformed program $P'$ is a normalized program. Furthermore, it should be clear from the definition of $\Phi_P$ that, for every interpretation $I$, $\Phi_P(I)(E(t_1, \ldots, t_n)) = \top$ for all terms $t_1, \ldots, t_n$. It is easy to check that for every $A \in B_P$, every interpretation $I$, and any extension $I'$ of $I$ to $B_{P'}$, we have

$$\Phi_P(\Phi_P(I))(A) = \Phi_{P'}(\Phi_{P'}(I'))(A).$$

Thus, $(\Phi_P \uparrow \alpha)(A) = (\Phi_{P'} \uparrow \alpha)(A)$, for any $A \in B_P$ and every $\alpha \geq 2$. 

Since, according to the above theorem, ordinary programs and normalized programs are equivalent, we will, from now on, consider only normalized programs.

Interpretations over distributive bilattices exhibit some interesting algebraic properties. In particular, we have found the following lemmas useful in the proofs of our the Soundness and Completeness Theorems.

**Lemma 6.11** Let $I$ be an interpretation, $G$ a formula, and $\theta, \eta$ substitutions. Suppose that $\theta$ is a variant of $\eta$ w.r.t. $G$. Then $I(G\theta) = I(G\eta)$.

**Proof:** The result follows immediately from the definitions of interpretation and variant. 

Lemma 6.12 Let $G_1$ and $G_2$ be formulas, and suppose $I$ is an interpretation. Then for $\Box \in \{\text{refl}, \lor, \land, \vee\}$, we have

\[ I(G_1 \Box G_2) \geq_k I(G_1) \Box I(G_2). \]

Proof:

\[
I(G_1 \Box G_2) = \prod\{I(G_1 \Box G_2) | \sigma \text{ is a ground substitution}\} \\
= \prod\{I(G_1\sigma) \Box I(G_2\sigma) | \sigma \text{ is a ground substitution}\} \\
\geq_k \prod\{I(G_1\gamma) \Box I(G_2\delta) | \gamma, \delta \text{ are ground substitutions}\} \\
= \prod\{I(G_1\gamma) | \gamma \text{ is ground}\} \Box \prod\{I(G_2\delta) | \delta \text{ is ground}\} \\
= I(G_1) \Box I(G_2). \]

Lemma 6.13 Let $\alpha$ and $\beta$ be substitutions, let $I$ be an interpretation, and let $F$ be a formula.

1. If $\alpha \leq \beta$, then $I(F\alpha) \leq_k I(F\beta)$.

2. $I(F\alpha) \leq_k I(F\alpha\beta)$.

Proof: (1) The proof is straightforward from the definitions of interpretation and properties of $\prod$: Assume $\alpha \leq \beta$, i.e., $\alpha \sigma = \beta$ for some substitution $\sigma$. Then

\[
I(F\alpha) = \prod\{I(F\alpha\delta)|\delta \text{ a ground substitution for } F\sigma\} \\
\leq_k \prod\{I(F\alpha\sigma\delta)|\delta \text{ a ground substitution for } F\sigma\delta\} \\
= I(F\alpha\sigma) \\
= I(F\beta).
\]
Part (2) is an immediate consequence of (1).

Corollary 6.14 Let \( \theta_1 \) and \( \theta_2 \) be unifiable substitutions, let \( I \) be an interpretation, and let \( F \) be a formula. Then \( I(F(\theta_1 \odot \theta_2)) \geq_k I(F\theta_i) \), for \( i = 1, 2 \).

**Proof:** Since \( \theta_1 \) and \( \theta_2 \) are unifiable, \( \theta_1 \odot \theta_2 = \theta_1 \gamma \), where \( \gamma \) is an mgsu of \( \theta_1 \) and \( \theta_2 \). Now use Lemma 6.13.

Lemma 6.15 Let \( A \leftarrow G \in \mathcal{P} \). Then for every interpretation \( I \) and every substitution \( \theta \),

\[
\Phi_P(I)(A\theta) \geq_k I(G\theta).
\]

**Proof:** Recall that the interpretation of a nonground formula is defined to be the greatest lower bound in the knowledge ordering of the interpretations of all ground substitution instances of the formula. Hence, it suffices to show that \( \Phi_P(I)(A\theta\delta) \geq_k I(G\theta\delta) \) for every ground substitution \( \delta \). But

\[
\Phi_P(I)(A\theta\delta) = \sum \{ I(G'\sigma) \mid A' \leftarrow G' \in \mathcal{P} \text{ and } A\theta\delta = A'\sigma \}.
\]

Taking \( A \leftarrow G \) for \( A' \leftarrow G' \) and \( \theta\delta \) for \( \sigma \), we see that \( I(G\theta\delta) \) is actually a member of the set whose least upper bound is \( \Phi_P(I)(A\theta\delta) \).

Lemma 6.16 Let \( A \leftarrow G \in \mathcal{P} \). Then for any substitution \( \theta \),

\[
(\Phi_P \uparrow \omega)(A\theta) \geq_k (\Phi_P \uparrow \omega)(G\theta).
\]
Proof: It follow from the last lemma by an easy induction on \( n \) that \((\Phi_P \uparrow n)(A \theta) \geq k (\Phi_P \uparrow (n - 1))(G \theta)\) for all \( n \geq 1 \). Using this fact we have

\[
(\Phi_P \uparrow \omega)(A \theta) = \sum \{ (\Phi_P \uparrow n)(A \theta) \mid 1 \leq n < \omega \}
\]

\[
\geq k \sum \{ (\Phi_P \uparrow (n - 1))(G \theta) \mid 1 \leq n < \omega \}
\]

\[
= \sum \{ (\Phi_P \uparrow n)(G \theta) \mid n < \omega \}
\]

\[
= (\Phi_P \uparrow \omega)(G \theta). \quad \Box
\]

6.3 Procedural Semantics

Fitting has proposed a bilattice-based procedural model \([17, 18]\) based on a version of Smullyan style semantic tableaux \([51]\). Fitting's extension of semantic tableaux to bilattices (in this case \(\mathcal{FOUR}\)) involves using signed formulas of the form \(FX\) and \(TX\), where \(X\) is a formula. Informally, \(FX\) (respectively, \(TX\)) says that \(X\) is either \textit{false} or \textit{⊥} (respectively, \textit{true} or \textit{⊥}). Since tableaux are refutation arguments (as in resolution), if one arrives at a contradiction by starting with \(FX\), it follows that \(X\) is either \textit{true} or \(\top\), in other words, \(X\) is at least \textit{true}. Similarly, a contradiction deriving from \(TX\) will mean that \(X\) is at least \textit{false}. Finally, if contradictions follow from both \(FX\) and \(TX\), then \(X\) is \(\top\), and if contradictions follow from neither then \(X\) is \(\bot\).

In contrast, we use a resolution-based procedural semantics which will allow us to start with any formula as a goal and within a uniform framework derive both negative and positive information about that goal. In the context of the bilattice \(\mathcal{FOUR}\) this means that if the derivation from a goal \(A\) leads to success, then \(A\) is at least \textit{true},
and if it leads to failure, then \( A \) is at least \textit{false}. Informally, if a derivation from \( A \) is successful, we say that \( A \) has a \textit{proof}, and if the derivation is failed, we say that \( A \) has a \textit{refutation}. Note that we do not use the notion of \textit{refutation} in the same way as it is used in resolution-based methods. Also, our notions of successful and failed derivations are quite different from those used in such methods.

The procedural model we propose is essentially an extension of the well-known operational semantics known as SLDNF-resolution which is based on SLD-resolution [28, 2] augmented with the \textit{negation as failure} rule [8]. Negation as Failure uses the notion of \textit{finite failure} to decide if the derivation of a goal has failed. For a definite program \( P \), the \textit{finite failure set} of \( P \), is the set of all ground atoms \( A \) for which there exists a finitely failed resolution tree for \( P \cup \{A\} \), that is, one which is finite and contains no success branches. A failure branch in such a tree, is one whose leaf node cannot unify with the head of any clause in \( P \).

Our procedural model, called \textit{SLDPF-resolution} (PF stands for Partial Failure) does not require that a finitely failed derivation tree have no success branches. In our approach, the notions of failure and success are treated in exactly the same manner. Thus, a derivation tree, which we call an \textit{SLDPF-tree} for a given goal, can represent both failed and successful derivations (i.e., both refutations and proofs) of that goal. This feature, which we call \textit{Negation as Partial Failure}, is one of the consequences of shifting our emphasis from truth to knowledge. In our derivation trees, for every subtree rooted at an internal node labeled by some atom, say \( A \), each direct descendant of \( A \) corresponds to a clause whose head unifies with \( A \). Each such clause is seen as contributing to the information the system has about the truth or falsity of \( A \). All clauses with the same head can be combined using the \( \oplus \) operator.
which, as we explained earlier, is self-dual under negation. In the classical logic programming approach, clauses with the same head are combined using \( \lor \), and since the dual of \( \lor \) under negation is \( \land \), a failed subgoal is one whose derivation tree has no success branches. In our approach, existence of only one failed branch is sufficient for failure. Thus, we may have goals whose SLDPF-tree has both success and failure branches.

One of the problems in dealing with negation in SLDNF-resolution is that in order to ensure soundness, only ground negative literals can be selected for resolution. This is sometimes referred to as the *safeness condition* [37]. The reason for this problem is that once a negative literal is reached during the derivation, the system must attempt to prove its positive component. This positive literal will be universally quantified, since \( \exists \) will change to \( \forall \) when negation is taken outside to establish a derivation for the positive counterpart of the subgoal. However, the system will actually attempt to prove an existentially quantified subgoal, since \( \exists \) is implicitly assumed. On the other hand, we interpret free variables in the body of a clause as being quantified by \( \Sigma \), which is its own dual under negation. Therefore, our procedural semantics will remain sound even in the presence of non-ground negative subgoals.

SLDPF-resolution also extends the treatment of \( \neg \) to the operators \( \land \), \( \lor \), and \( \exists \). In other words, if during the derivation a subgoal is reached which contains one of these operators, then an attempt is made to establish appropriate derivations for the two operands based on the way these operators, viewed as lattice operations, act on the elements of the bilattice. This is precisely the point at which we need the notion of substitution unifiers. S-unifiers will ensure that the answer substitutions obtained
from the derivation trees of each operand will not contradict each other once they are finally applied to the formula itself.

Note that negative information can be derived through the explicit use of clauses of the form $A \leftarrow \text{false}$. This allows us to treat success and failure in a completely symmetrical manner. Later we will describe how we can extend Negation as Partial Failure to incorporate the Closed World Assumption with only minor modifications to our procedural and fixpoint semantics. We now present the details formally in the following definitions.

**Definition 6.17** An *SLDPF-tree for $P \cup \{A\}$*, where $P$ is a normalized program and $A$ is an atom, is a (possibly infinite) tree satisfying the following conditions:

1. The root of the tree is $A$.

2. Let $G$ be a nonleaf node. Then $G$ is an atom and for each clause $G' \leftarrow G'' \in P$.
   
   if $G$ and $G'$ are unifiable, then the node has a child $G'' \gamma$, where $\gamma = \text{mgu}(G, G')$.

   We say that $\gamma$ is the *substitution associated with the edge* between $G$ and $G'' \gamma$.

3. Let $G$ be a leaf node. Then either $G$ is an atom which does not unify with the head of any clause (in particular, $G$ can be true or false), or $G$ is a complex formula.

   Let $E$ be an expression and let $\sigma$ be a substitution. Recall that the *restriction* of $\sigma$ with respect to $E$ (or, more precisely, to the variables of $E$) is denoted by $\sigma_E$.

**Definition 6.18** Let $P$ be a normalized program and $G$ a normalized goal. Then
1. \( G \) has a proof of rank 0 with answer \( \theta \) if \( G = \text{true} \) and \( \theta \) is the identity substitution \( \varepsilon \). \( G \) has a refutation of rank 0 with answer \( \theta \) if \( G = \text{false} \) and \( \theta \) is the identity substitution \( \varepsilon \).

2. \( G \) has a proof of rank \( k + 1 \) with answer \( \theta \) if:

   (a) \( G \) is an atom different from both true and false, and \( P \cup \{G\} \) has an SLDPF-tree with at least one leaf node \( G' \), such that \( G' \) has a proof of rank \( k \) with answer \( \theta' \), and \( \theta = (\sigma_1 \cdots \sigma_n \theta')_G \), where \( \sigma_1, \ldots, \sigma_n \) are the substitutions associated with edges along the path from \( G \) to \( G' \); or

   (b) \( G = \neg G' \), and \( G' \) has a refutation of rank \( k \) with answer \( \theta \); or

   (c) \( G = G_1 \circ G_2 \) or \( G = G_1 \land G_2 \), and \( G_1 \) and \( G_2 \) have proofs of ranks \( k_1 \) and \( k_2 \) with answers \( \theta_1 \) and \( \theta_2 \), respectively, \( k = \max(k_1, k_2) \), and \( \theta = (\theta'_1 \circ \theta'_2)_G \), where \( \theta'_i \) is a variant of \( \theta_i \) w.r.t \( G_i \) \( (i = 1, 2) \); or

   (d) \( G = G_1 \lor G_2 \), and at least one of \( G_1 \) or \( G_2 \) has a proof of rank \( k \) with answer \( \theta \).

3. \( G \) has a refutation of rank \( k + 1 \) with answer \( \theta \) if:

   (a) \( G \) is an atom different from both true and false, and \( P \cup \{G\} \) has an SLDPF-tree with at least one leaf node \( G' \) such that \( G' \) has a refutation of rank \( k \) with answer \( \theta' \), and \( \theta = (\sigma_1 \cdots \sigma_n \theta')_G \), where \( \sigma_1, \ldots, \sigma_n \) are the substitutions associated with edges along the path from \( G \) to \( G' \); or

   (b) \( G = \neg G' \), and \( G' \) has a proof of rank \( k \), with answer \( \theta \); or
(c) $G = G_1 \otimes G_2$ or $G = G_1 \lor G_2$, and $G_1$ and $G_2$ have refutations of ranks $k_1$ and $k_2$ with answers $\theta_1$ and $\theta_2$, respectively, $k = \max(k_1, k_2)$, and $\theta = (\theta'_1 \odot \theta'_2)_G$, where $\theta'_i$ is a variant of $\theta_i$ w.r.t. $G_i$ ($i = 1, 2$); or

(d) $G = G_1 \land G_2$, and at least one of $G_1$ or $G_2$ has a refutation of rank $k$ with answer $\theta$.

**Definition 6.19** Let $P$ be a normalized program and $G$ a normalized goal. Then $G$ has a proof (respectively, a refutation) with answer $\theta$, if $G$ has a proof (respectively, a refutation) of rank $k$, with answer $\theta$, for some $k \geq 0$.

In parts 2(c) and 3(c) of the above definition, the reason for allowing variants of answers before taking their substitution unification (e.g., $\theta'_1 \odot \theta'_2$), is to assure that variables do not conflict in independent derivations associated with complex subgoals. In order to select the appropriate variant, we can compose the answers with especial renaming substitutions which replace that variables in the *vrange* of answers by variables which have not occurred in the derivation up to that point. The additional bindings which result from the composition ensure that the relationships between variables of independent derivations are preserved.

We also adopt the standard practice of assuming that suitable variants of program clauses are used at each step of a proof or refutation. This is to ensure that the variables used for the derivation do not already occur in the derivation up to that point. We will refer to this assumption as the *unique renaming assumption*.

Before proving the Soundness and Completeness Theorems for our knowledge-based logic programming system, let us illustrate the procedural semantics by an example. Consider the following the following normalized program $P$. 
1. \( p(u) \leftarrow q(f(u)) \)

2. \( q(y) \leftarrow r(y) \lor s(y) \)

3. \( r(z) \leftarrow \neg t(z) \)

4. \( s(f(a)) \leftarrow \text{false} \)

5. \( t(f(b)) \leftarrow \text{false} \)

6. \( r(f(a)) \leftarrow \text{false} \)

7. \( p(b) \leftarrow \text{true} \)

8. \( r(f(b)) \leftarrow \text{false} \)

and the goal \( p(x) \). The process of computation of this goal using SLDPF-resolution is depicted in Figure 6.1. Once again the dotted lines represent start of an independent computation for a subgoal. So, for example the dotted lines from the subgoal \( r(f(u)) \lor s(f(u)) \) to each of \( r(f(u)) \) and \( s(f(u)) \) represent the fact that, according to the procedural semantics, in order to establish a proof (refutation) for \( r(f(u)) \lor s(f(u)) \), the system must try to construct proofs (refutations) for each of the operands. The situation is similar for the subgoal \( \neg t(f(u)) \). Note that the in the latter case (when the operator is \( \neg \)), the computation follows a similar process to that of SLDNF-resolution.

Note that the subgoal \( r(f(u)) \) has refutations with answers \{\( u/a \)\} and \{\( u/b \)\}. On the other hand, the subgoal \( s(f(u)) \) has a refutation with answer \{\( u/a \)\}. In this case, the substitution unification process will only accept the consistent bindings obtained for the refutations of each of the subgoals. Thus the subgoal \( r(f(u)) \lor s(f(u)) \) has a
refutation with answer \(\{u/a\}\). It can be seen that the goal \(p(x)\) has both a refutation (with answer \(\{x/a\}\)) and a proof (with answer \(\{x/b\}\)).

### 6.4 Basic Results

In this section we present the soundness and completeness results for Negation as Partial Failure. These theorems establish the correspondence between the procedural
and the fixpoint semantics. For the purpose of these theorems we will denote the ordering in the knowledge lattice by $\geq$.

**Theorem 6.20 (Soundness)** Let $P$ be a normalized program, $G$ a normalized goal, and $\theta$ a substitution for the variables of $G$.

1. If $G$ has a proof with answer $\theta$, then $(\Phi_P \uparrow \omega)(G\theta) \geq \text{true}$.

2. If $G$ has a refutation with answer $\theta$, then $(\Phi_P \uparrow \omega)(G\theta) \geq \text{false}$.

**Proof:** (By induction on $k$)

**Basis:** ($k = 0$) Suppose $G$ has a proof of rank 0 with answer $\theta$. Then $G = \text{true}$ and $\theta = \varepsilon$. Now, $I_0(\text{true}) = \text{true}$, and since $\Phi_P$ is monotonic, $(\Phi_P \uparrow \omega)(G\theta) \geq \text{true}$. Similarly, if $G$ has a refutation of rank 0 with answer $\theta$, then $(\Phi_P \uparrow \omega)(G\theta) \geq \text{false}$.

**Induction:** Assume the result holds for proofs and refutations of rank $k$, and suppose that $G$ has a proof of rank $k + 1$ with answer $\theta$. There are five cases to consider:

1. $G$ is an atom: Then $P \cup \{G\}$ has an SLDLPF-tree with at least one leafnode $F$, which has a proof of rank $k$ with answer $\theta'$, such that $\theta = (\sigma_1 \cdots \sigma_n\theta')_G$, where $\sigma_1, \cdots, \sigma_n$ are the mgu's associated with the edges along the path from $G$ to $F$ in the tree. Now, the result is proved by performing a secondary induction on the length $n$ of this path.

The result is vacuously true if $n = 0$, since in this case the only atoms with SLDLPF-trees are $\text{true}$ and $\text{false}$ which do not have proofs of positive rank.

Now, suppose the result holds for SLDLPF-trees with success branches of depth $n \geq 0$, and consider one of depth $n + 1$. In this case, $P$ must have a clause
$G' \leftarrow G_1$ such that $\sigma_1 = \text{mgu}(G, G')$ and $G_1 \sigma_1$ has an SLDPF-tree with a success branch of depth $n$. Then it is easy to see that $G_1 \sigma_1$ has a proof of rank $k$ with answer $\theta_1$ such that $\theta = (\sigma_1 \theta_1)_G$. By the secondary induction hypothesis, $(\Phi_P \uparrow \omega)(G_1 \sigma_1 \theta_1) \geq \text{true}$. Then,

$$(\Phi_P \uparrow \omega)(G \theta) = (\Phi_P \uparrow \omega)(G \sigma_1 \theta_1) \quad \text{since } G \theta = G \sigma_1 \theta_1$$

$$(\Phi_P \uparrow \omega)(G' \sigma_1 \theta_1) \quad \text{since } \sigma_1 = \text{mgu}(G, G')$$

$$(\Phi_P \uparrow \omega)(G_1 \sigma_1 \theta_1) \quad \text{by Lemma 6.16}$$

$$(\Phi_P \uparrow \omega)(G \theta) \geq \text{true} \quad \text{by the secondary ind. hyp.}$$

2. $G$ is $\neg G'$: Then $G'$ must have a refutation of rank $k$ with answer $\theta$. By the inductive hypothesis, $(\Phi_P \uparrow \omega)(G' \theta) \geq \text{false}$. Hence,

$$(\Phi_P \uparrow \omega)(G \theta) = (\Phi_P \uparrow \omega)(\neg G' \theta)$$

$$= \neg(\Phi_P \uparrow \omega)(G \theta)$$

$$\geq \text{true}.$$

3. $G$ is $G_1 \odot G_2$: Then $G_i$ has a proof of rank $k_i$ with answer $\theta_i$, such that $\theta = (\theta'_1 \odot \theta'_2)_G$, where $\theta'_i$ is a variant of $\theta_i$ w.r.t. $G_i$. Furthermore, $k = \max(k_1, k_2)$.

By the inductive hypothesis, $(\Phi_P \uparrow \omega)(G_i \theta_i) \geq \text{true}$ for $i = 1, 2$. Hence,

$$(\Phi_P \uparrow \omega)([G_1 \odot G_2 ]\theta) = (\Phi_P \uparrow \omega)(G_1 \theta \odot G_2 \theta)$$

$$\geq (\Phi_P \uparrow \omega)(G_1 \theta) \odot (\Phi_P \uparrow \omega)(G_2 \theta), \quad \text{by Lemma 6.12}$$

$$= (\Phi_P \uparrow \omega)(G_1 (\theta'_1 \odot \theta'_2)) \odot (\Phi_P \uparrow \omega)(G_2 (\theta'_1 \odot \theta'_2))$$

$$\geq (\Phi_P \uparrow \omega)(G_1 \theta'_1) \odot (\Phi_P \uparrow \omega)(G_2 \theta'_2), \quad \text{by Corollary 6.14}$$

$$= (\Phi_P \uparrow \omega)(G_1 \theta_1) \odot (\Phi_P \uparrow \omega)(G_2 \theta_2), \quad \text{by Lemma 6.11}$$

$$\geq \text{true}, \quad \text{by the inductive hypothesis and properties of } \odot.$$
4. \( G \) is \( G_1 \land G_2 \): This case, for proofs, is identical to the case for \( G_1 \land G_2 \).

5. \( G \) is \( G_1 \lor G_2 \): Then one of \( G_1 \) and \( G_2 \) (say \( G_1 \)) has a proof of rank \( k \) with answer \( \theta \). Hence,

\[
(\Phi_P \uparrow \omega) ([G_1 \lor G_2 ]\theta) = (\Phi_P \uparrow \omega) (G_1 \theta \lor G_2 \theta)
\]

\[
\succeq (\Phi_P \uparrow \omega) (G_1 \theta) \lor (\Phi_P \uparrow \omega) (G_2 \theta),
\]

by Lemma 6.12

\[
\succeq \text{true},
\]

by the inductive hypothesis and properties of \( \lor \).

Finally, the induction part is proved in a similar fashion for the case when \( G \) has a refutation of rank \( k + 1 \).

The key to the proof of the Completeness Theorem is the following Lifting Lemma. It generalizes the Lifting Lemma which is used in establishing the completeness of SLD-resolution (see [37]).

**Lemma 6.21 (Lifting Lemma)** Let \( P \) be a normalized program, \( G \) a normalized goal, and \( \theta \) a substitution without generic constants for the variables of \( G \). Suppose that \( G\theta \) has a proof (respectively, refutation) with answer \( \eta \). Then \( G \) has a proof (respectively, refutation) with answer \( \sigma \), such that \( G\theta\eta = G\sigma\gamma \), for some substitution \( \gamma \).

**Proof:** (By induction on \( k \))

**Basis:** \((k = 0)\)

Suppose that \( G\theta \) has a proof of rank 0 with answer \( \eta \). Then \( G\theta = \text{true} \), and hence, \( G = \text{true} \) and \( \eta = \varepsilon \). But \( G = \text{true} \) has a proof of rank 0 with answer \( \varepsilon \). Clearly.
\( \theta \eta = \theta \varepsilon = \theta = \varepsilon \theta \). Now, take \( \sigma = \varepsilon \) and let \( \gamma = \theta \). By a similar argument, if \( G \theta \) has a refutation of rank 0, then \( G \) has a refutation of rank 0 with answer \( \sigma \), such that \( \sigma = \varepsilon \) and \( \gamma = \theta \).

**Induction:** Assume the result holds for proofs and refutations of rank \( k \). We present the argument for proofs of rank \( k + 1 \); the argument for refutations is similar. Suppose that \( G \theta \) has a proof of rank \( k + 1 \) with answer \( \eta \). We have to consider the following cases:

1. **\( G \) is an atom \( A \):** Then \( P \cup \{A \theta\} \) has an SLDPF-tree with at least one success branch. Furthermore, the corresponding leafnode \( F \) has a proof of rank \( k \) with answer \( \rho \), such that \( \eta = (\sigma_1 \cdots \sigma_n \rho)_{A \theta} \), where \( \sigma_1, \cdots, \sigma_n \) are the mgu's associated with the edges along the path in the tree from \( A \theta \) to \( F \). The result is proved by a secondary induction on the length \( n \) of this path similar to the proof of the Lifting Lemma for SLD-resolution.

   If \( n = 0 \), then the result holds vacuously, since in that case, \( A \theta = \text{true} \) and it only has a proof of rank \( k = 0 \).

   For the induction step, assume that \( n > 0 \). Then there exists a clause \( B \leftarrow \sigma_1 \in P \), such that \( \sigma_1 = \text{mgu}(A \theta, B) \). We consider two cases. If \( \text{vars}(B) \subseteq \text{vars}(G_1) \), then it must be the case that \( G_1 = \text{true} \) and thus \( n = 1 \). Now, \( G_1 \) has a proof of rank 0 with answer \( \varepsilon \), and \( \eta = (\sigma_1)_{A \theta} \). Since \( A \theta \) and \( B \) are unifiable via \( \sigma_1 \), by the unique renaming assumption, \( A \) and \( B \) are unifiable via \( \theta \sigma_1 \). Let \( \tau = \text{mgu}(A, B) \). Then \( \theta \sigma_1 = \tau \gamma \) for some substitution \( \gamma \). But, \( G_1 \tau = \text{true} \) has a proof of rank 0 with answer \( \varepsilon \). Hence, \( A \) has a proof of rank 1 with answer \( \sigma \), where \( \sigma \) is the restriction of \( \tau \) to \( \text{vars}(A) \). Furthermore, we have \( A \theta \gamma = A \theta \sigma_1 = A \tau \gamma = A \sigma \gamma \).
On the other hand, if \( \text{vars}(B) \subseteq \text{vars}(G_1) \), then \( n \) must be greater than 1. In this case, \( \sigma_1 = \text{mgu}(A\theta, B) \) and \( G_1\sigma_1 \) has an SLDPF-tree with a success branch of length \( n \) whose associated mgu's are \( \sigma_2, \ldots, \sigma_{n+1} \), and whose leafnode \( F \) has a proof of rank \( k \) with answer \( \beta \). Moreover, \( \eta = (\sigma_1 \cdots \sigma_{n+1} \beta)_{A\theta} \), and \( G_1\sigma_1 \) has a proof of rank \( k+1 \) with answer \( \rho = (\sigma_2 \cdots \sigma_{n+1} \beta)_{G_1\sigma_1} \). Now, since \( A\theta \) and \( B \) are unifiable via \( \sigma_1 \), by the unique renaming assumption, \( A \) and \( B \) are unifiable via \( \theta\sigma_1 \). Let \( \tau = \text{mgu}(A, B) \) and let \( \delta \) be a substitution such that \( \theta\sigma_1 = \tau\delta \). Using the unique renaming assumption again, we have \( G_1\sigma_1 = G_1\theta\sigma_1 = G_1\tau\delta \). Thus, \( G_1\tau\delta \) has a proof of rank \( k+1 \) with answer \( \rho \). Now, recall that the SLDPF-tree with the root node \( G_1\tau\delta = G_1\sigma_1 \) has a success branch of length \( n \), as described above. Hence, by the secondary inductive hypothesis, \( G_1\tau \) has a proof of rank \( k+1 \) with answer \( \alpha \), such that \( G_1\tau\delta\rho = G_1\tau\alpha\gamma \) for some substitution \( \gamma \).

Now, let \( \alpha = (\alpha_1 \cdots \alpha_n \phi)_{G_1\tau} \), where the \( \alpha_i \)'s are the mgu's on the success branch of the SLDPF-tree of \( G_1\tau \) whose leafnode has a proof of rank \( k \) with answer \( \sigma \). Then, by the definitions of SLDPF-tree and proof, \( A \) has a proof of rank \( k+1 \) with answer \( \sigma = (\tau\alpha_1 \cdots \alpha_n \phi)_A \). Furthermore, we have:

\[
A\sigma &= A\tau\alpha_1 \cdots \alpha_n \phi \\
&= B\tau\alpha_1 \cdots \alpha_n \phi \\
&= B\tau(\alpha_1 \cdots \alpha_n \phi)_{B\tau} \\
&= B\tau(\alpha_1 \cdots \alpha_n \phi)_{G_1\tau} \quad \text{(since \text{vars}(B) \subseteq \text{vars}(G_1))} \\
&= B\tau\alpha \\
&= A\tau\alpha.
\]
Hence, $\sigma = (\tau \alpha)_A$. Now,

$$A \theta \eta = A \theta \sigma_1 \cdots \sigma_{n+1} \beta$$
$$= \ A \tau \delta \sigma_2 \cdots \sigma_{n+1} \beta$$
$$= \ B \tau \delta (\sigma_2 \cdots \sigma_{n+1} \beta) B \tau \delta$$
$$= \ B \tau \delta (\sigma_2 \cdots \sigma_{n+1} \beta) G_1 \tau \delta$$
$$= \ B \tau \delta (\sigma_2 \cdots \sigma_{n+1} \beta) \sigma_1 \sigma_1$$
$$= \ B \tau \delta \rho$$
$$= \ B \tau (\delta \rho) B \tau$$
$$= \ B \tau (\delta \rho) G_1 \tau$$
$$= \ B \tau (\alpha \gamma) G_1 \tau$$
$$= \ B \tau (\alpha \gamma) B \tau$$
$$= \ B \tau \alpha \gamma$$
$$= \ A \tau \alpha \gamma$$
$$= \ A \sigma \gamma.$$
3. **G is G₁ ⊗ G₂**: Then G₁θ has a proof of rank k₁ with answer η₁ and G₂θ has a proof of rank k₂ with answer η₂, k = \(\max(k₁, k₂)\), and \(\eta = (η₁ \odot η₂)θ\), where ηᵢ is a variant of ηᵢ w.r.t. Gᵢθ (i = 1, 2). Now, by the inductive hypothesis, for i = 1, 2, Gᵢ has a proof of rank kᵢ with answer σᵢ, such that Gᵢθηᵢ = Gᵢσᵢγᵢ, for some substitution γᵢ. Let σᵢ be variants of the answers σᵢ w.r.t. Gᵢ, i = 1, 2, such that vars(Gᵢσᵢ) is disjoint from vars(G) and from dom(θηᵢᵠ), and so that dom(σᵢ) ⊆ vars(Gᵢ). So range(σᵢ) is also disjoint from vars(G) and from dom(θηᵢᵠ). Thus all the conditions of Lemma 5.20 are satisfied. It follows that σ₁⊕σ₂ exists and, furthermore, there is a substitution γ such that θ(η₁ ⊗ η₂) = (σ₁ ⊗ σ₂)γ. Let σ = (σ₁ ⊗ σ₂)θ. Then G has a proof of rank k + 1 with answer σ such that Gθη = Gσγ.

4. **G is G₁ ∧ G₂**: This case is similar to the case for G₁ ⊗ G₂.

5. **G is G₁ ∨ G₂**: Then Gθ = G₁θ ∨ G₂θ has a proof of rank k + 1 with answer η and hence, G₁θ or G₂θ (say G₁θ) has proof of rank k with answer η. By the inductive hypothesis, G₁ has a proof of rank k with answer σ such that G₁θη = G₁σα, for some substitution α. By the unique renaming assumption, σ and α can be chosen to satisfy the condition that range(σ) ∩ Y = ∅ and dom(α) ∩ Y = ∅, where \(Y = \text{vars}(G₂) - \text{vars}(G₁)\). By Lemma 5.21, there is a substitution γ such that Gᵢθη = Gᵢσγ, for i = 1, 2. Thus, by the definition of proof, G has a proof of rank k + 1 with answer σ. □

**Theorem 6.22 (Completeness)** Let P be a normalized program and G a normalized goal. Suppose θ is a substitution for the variables of G that has no generic
constants. Then,

1. If \((\Phi_P \uparrow \omega)(G\theta) \geq \text{true}\), then \(G\) has a proof with answer \(\sigma\), such that \(G\theta = G\sigma \gamma\), for some substitution \(\gamma\);

2. If \((\Phi_P \uparrow \omega)(G\theta) \geq \text{false}\), then \(G\) has a refutation with answer \(\sigma\), such that \(G\theta = G\sigma \gamma\), for some substitution \(\gamma\).

Proof: We prove that the conclusions of both parts of the theorem hold by induction on \(n < \omega\), where \((\Phi_P \uparrow n)(G\theta) \geq \text{true}\) or \((\Phi_P \uparrow n)(G\theta) \geq \text{false}\).

Basis: \((n = 0)\)
Suppose that \((\Phi_P \uparrow 0)(G\theta) = I_0(G\theta) \geq \text{true}\). We prove the result by a secondary induction on the structure of \(G\):

1. \(G\) is an atom: Then for any ground substitution \(\delta\), \(I_0(G\theta \delta) = \text{true}\), and hence.
\[G\theta \delta = G = \text{true}\]. So \(G\) has a proof of rank 0 with answer \(\sigma = \varepsilon\). Clearly, \(\theta = \varepsilon \theta\).

2. \(G\) is \(-G'\): Then \(I_0(G'\theta) \geq \text{false}\), and so by the secondary inductive hypothesis \(G'\) has a refutation with answer \(\sigma\), such that \(G\theta = G\sigma \gamma\), for some substitution \(\gamma\). Hence, \(G = -G'\) has a proof with answer \(\sigma\).

3. \(G\) is \(G_1 \circ G_2\): Since \(I_0(G_1 \circ G_2) \theta \geq \text{true}\), we have \(I_0(G_1\theta \delta \circ G_2\theta \delta) \geq \text{true}\) for every ground substitution \(\delta\). Therefore, for \(i = 1, 2\), we have \(I_0(G_i\theta \delta) \geq \text{true}\) for every ground \(\delta\), and hence \(I_0(G_i\theta) \geq \text{true}\) for \(i = 1, 2\). Then, by the secondary induction hypothesis, for \(i = 1, 2\), \(G_i\) has a proof with answer \(\sigma_i\), such that \(G_i\theta = G_i\sigma_i \gamma_i\), for some substitution \(\gamma_i\). Let \(\sigma_i'\) be a variant of \(\sigma_i\) w.r.t. \(G_i\), such that, for \(i = 1, 2\), \(\text{vars}(G_i \sigma_i')\) and hence also \(\text{vrange}(\sigma_i')\) are disjoint from
vars(G) and from dom(θ), and dom(σ_i) ⊆ vars(G_i). Hence, by Lemma 5.20, σ'_i ⊆ σ'_i exists, and there is a substitution γ such that θ = (σ'_i ⊆ σ'_i)γ. Let σ = (σ'_i ⊆ σ'_i)σ. It follows that G has a proof with answer σ such that Gθ = Gσγ.

4. G is G_1 ∨ G_2: Since I_0(G_1 ∨ G_2)θ ≥ true, we have I_0(G_1θδ ∨ G_2θδ) ≥ true for every ground substitution δ. Therefore, for each ground δ, I_0(G_iθδ) ≥ true for at least one i = 1, 2. Now, let δ be a gc-substitution for Gθ. Assume, without loss of generality, that I_0(G_1θδ) ≥ true. Then I_0(G_1θ) ≥ true by Lemma 6.9. Hence, by the secondary induction hypothesis, G_1 has a proof with answer σ such that G_1θ = G_1σα for some substitution α. By the unique renaming assumption, σ and α can be chosen to satisfy vrange(σ) ∩ Y = ∅ and dom(α) ∩ Y = ∅, where Y = vars(G_2) − vars(G_1). By Lemma 5.21, there is a substitution γ such that Gθ = Gσγ and, by the definition of proof, σ is a proof of G.

5. G is G_1 ∧ G_2: This case is similar to the case for G = G_1 ⊓ G_2.

The case where I_0(Gθ) ≥ false is proved in a similar manner.

**Induction:** Assume the result holds for the nth iteration of Φ_P, and that (Φ_P ↑ n + 1) (Gθ) ≥ true. The result is, again, proved by a secondary induction on the structure of G.

1. G is an atom A: By assumption we have

   (Φ_P ↑ n + 1) (Aθ) = [Φ_P(Φ_P ↑ n)] (Aθ) ≥ true.
Hence, for every ground substitution $\delta$, $[\Phi_P(\Phi_P \uparrow n) \cdot (A\theta \delta)] \succeq \text{true}$, which implies:

$$\sum \{(\Phi_P \uparrow n) (F \eta) \mid A' \leftarrow F \in P \text{ and } \eta = \text{mgu}(A\theta \delta, A')\} \succeq \text{true}.$$ 

Let $\delta$ be a gc-substitution for $A\theta$. It follows that $P$ must contain a clause $A' \leftarrow F$ such that $\eta = \text{mgu}(A\theta \delta, A')$ and $(\Phi_P \uparrow n) (F \eta) \succeq \text{true}$. Neither $A\theta$ nor $A'$ contains a generic constant, and, by the unique renaming assumption, $\text{vars}(A\theta) \cap (\text{vars}(A') \cup \text{vars}(F)) = \emptyset$. Thus, by Lemma 6.3, $A\theta$ and $A'$ are unifiable and, if $\mu = \text{mgu}(A\theta, A')$, then $\mu_{A\theta}$ is injective and variable-pure, and $\delta \eta = \mu \tau$, where $\tau$ is a gc-substitution for $A' \mu$. Thus, since $\text{dom}(\delta) \cap \text{vars}(F) = \emptyset$ (because $\text{dom}(\delta) = \text{vars}(G)$), we get $F \mu \tau = F \delta \eta = F \eta$. So $(\Phi_P \uparrow n)(F \mu \tau) \succeq \text{true}$, and hence $(\Phi_P \uparrow n)(F \mu) \succeq \text{true}$ by Lemma 6.9. By the induction hypothesis, $F \mu$ has a proof with answer $\varepsilon'$, where $\varepsilon'$ is injective and variable-pure. Hence $A\theta$ has a proof with answer $(\mu \varepsilon')_{A\theta}$; note that $(\mu \varepsilon')_{A\theta}$ is injective and variable-pure since $\mu_{A\theta}$ and $\varepsilon'$ both are. By the Lifting Lemma we conclude that $A$ has a proof with answer $\sigma$ such that $A\theta \mu \varepsilon' = A \sigma \rho$ for some substitution $\rho$. Since $(\mu \varepsilon')_{A\theta}$ is injective and variable-pure, there is a $\mu'$ such that $A\theta \mu \varepsilon' \mu' = A\theta$. Let $\gamma = \rho \mu'$. Then $A\theta = A \sigma \gamma$ as required.

2. $G$ is $\neg G'$: Then $(\Phi_P \uparrow n + 1) (\neg G' \theta) = \neg(\Phi_P \uparrow n + 1) (G' \theta) \succeq \text{true}$. So, we have $(\Phi_P \uparrow n + 1) (G' \theta) \succeq \text{false}$. Now, by the secondary inductive hypothesis, $G'$ has a refutation with answer $\sigma$ such that $G \theta = G \sigma \gamma$, for some substitution $\gamma$. Hence, $G = \neg G'$ has a proof with answer $\sigma$.

3. $G$ is $G_1 \otimes G_2$ or $G_1 \land G_2$ or $G_1 \lor G_2$ : Each of these three cases are proved in the same manner as the basis $(n = 0)$, where $I_0$ is replaced with $(\Phi_P \uparrow n + 1)$.
The result for the case where \((\Phi_P \uparrow n + 1) \leq \text{false}\) is proved in a similar manner. Finally, we observe that, since the induction establishes the result for all \(n < \omega\), it also holds for \(\omega\).

### 6.5 Incorporating Closed World Assumption

In this section we will present a modified version of Negation as Partial Failure which incorporates a version of the Closed World (CW) Assumption. The CW Assumption is essentially an inference rule stating that if a ground atom \(A\) is not a logical consequence of a program, then infer \(\neg A\). Thus, the CW Assumption provides a mechanism for deducing negative information. This inference rule, introduced by Reiter [43], is often a natural rule in the context of database applications.

We incorporate the CW Assumption into our logic by modifying the fixpoint semantics of Section 6. Atoms which do not unify with the head of any clause will now be interpreted as \texttt{false} rather than \(\bot\). The closed world procedural semantics is the obtained by modifying the procedural semantics of Section 6 to compensate for the CW Assumption in the new fixpoint semantics. This is accomplished by implicitly adding to the program a clause of the form \(A \leftarrow \text{false}\) for each atom \(A\) which does not unify with the head of any clause in the original program. In this way, a subgoal which does not unify with the head of any clause in the original program will have a refutation with respect to the extended program. We will establish soundness and completeness results for the new notions of \(\text{cw-proof}\) and \(\text{cw-refutation}\) that match almost exactly the corresponding results of Section 6. This method of modeling the \(\text{cw-fixpoint}\) semantics procedurally is however not entirely satisfactory since, as we
shall see, it effectively involves computation over an infinite program. It is an interesting open problem whether or not there exists another cw-procedural semantics that has both the desirable computational and completeness properties of the procedural semantics of Section 6.

We begin by describing in detail the changes that are needed in our fixpoint semantics to incorporate the CW Assumption. The primary difference with our original fixpoint semantics is in the definition of the initial interpretation.

**Definition 6.23** The initial interpretation $I_0^{cw}$ of a program $P$ is defined as follows. For any atom $A \in B_P$:

$$I_0^{cw}(A) = \begin{cases} 
\text{true} & \text{if } A = \text{true;} \\
\text{false} & \text{if } A \neq \text{true} \text{ and } A \text{ does not unify with the head of any clause in } P; \\
\bot & \text{otherwise.}
\end{cases}$$

Now, with each program $P$, we associate a new semantic operator denoted by $\Phi_P^{cw}$ which is defined as follows.

**Definition 6.24** Let $P$ be a program and let $A \in B_P$. The closed world semantic operator $\Phi_P^{cw}$ is a function mapping interpretations to interpretations, defined as follows:

$$\Phi_P^{cw}(I)(A) = \begin{cases} 
\text{true} & \text{if } A = \text{true;} \\
\text{false} & \text{if } A \neq \text{true} \text{ and } A \text{ does not unify with the head of any clause in } P; \\
\sum\{I(G\sigma) \mid A' \leftarrow G \in P, A = A'\sigma\} & \text{otherwise.}
\end{cases}$$
Definition 6.25 The upward iteration of \( \Phi_P \) is defined as follows:

\[
\Phi_P^\uparrow \alpha = \begin{cases} 
I_0^\omega & \text{if } \alpha = 0; \\
\Phi_P \uparrow (\Phi_P \uparrow (\alpha - 1)) & \text{if } \alpha \text{ is a successor ordinal}; \\
\sum \{ \Phi_P \uparrow \beta : \beta < \alpha \} & \text{if } \alpha \text{ is a limit ordinal.}
\end{cases}
\]

We shall see below that cw-fixpoint semantics can be reduced to the fixpoint semantics of Section 6. For this purpose we extend the notions of semantic operator and upward iteration (as defined originally for normalized programs) to apply to infinite normalized programs. It is easy to verify that such an extension causes no semantic difficulty.

We now define a special class of programs which provide the technical tool for specifying the relationship between our original semantics and the closed world semantics of normalized programs.

Definition 6.26 Let \( P \) be a normalized program. Then the normalized extension of \( P \), denoted \( P^+ \), is a possibly infinite program defined as follows.

1. For every clause \( C \in P, C \in P^+ \).

2. For every atom \( A \notin \{true, false\} \) which does not unify with the head of any clause in \( P \), the clause \( A \leftarrow false \in P^+ \).

The following lemma is an immediate consequence of the definitions.

Lemma 6.27 Let \( P \) be a (normalized) program and let \( P^+ \) be its normalized extension. Then for every interpretation \( I \) and for every \( A \in B_P \) such that \( A \) unifies with the head of some clause in \( P \),

\[
\Phi_P(I)(A) = \Phi_P^+(I)(A) = \Phi_P^\uparrow(I)(A).
\]
The next lemma establishes the relationship between the fixpoint semantics for extended normalized programs and the cw-fixpoint semantics for normalized programs.

**Lemma 6.28** Let $P$ be a normalized program and $G$ a normalized goal. Then:

$$(\Phi_P^{cw} \uparrow \omega)(G) = (\Phi_P^+ \uparrow \omega)(G).$$

**Proof:** We will use induction to show that for every $n < \omega$ and every formula $G$,

$$(\Phi_P^{cw} \uparrow n)(G) = (\Phi_P^+ \uparrow n')(G),$$

where $n' \in \{n, n+1\}$. By Lemma 6.5, it suffices to show this equality holds for every $A \in B_P$. Let $n = 0$. If $A \in \{\text{true, false}\}$, then the equality follows immediately with $n' = 0$. If $A \not\in \{\text{true, false}\}$ and $A$ does not unify with the head of any clause in $P$, then on the one hand $(\Phi_P^{cw} \uparrow 0)(A) = \text{false}$, and on the other hand $A \leftarrow \text{false} \in \mathcal{P}^+$ and so

$$(\Phi_P^+ \uparrow 0)(A) = \Phi_P^-(\Phi_P^+ \uparrow 0)(A)$$

$$= \sum\{I_\gamma(G) \mid A' \leftarrow G \in \mathcal{P}^+, A = A'\gamma\}$$

$$= \sum\{\text{false}\} \quad \text{(since } G = \text{false})$$

$$= \text{false}.$$ 

If $A$ unifies with the head of some clause in $P$, then, by the definition of $\Phi_P^{cw}$ and $\Phi_P^+$,

$$(\Phi_P^{cw} \uparrow 0)(A) = \bot = (\Phi_P^+ \uparrow 0)(A).$$

Now suppose that the result holds for all integers smaller than $n$ and for all formulas $G$. To show that the result holds for $n$, by Lemma 6.5, it suffices to argue
that it holds for all $A \in B_P$. The cases when $A \in \{\text{true}, \text{false}\}$ follow immediately from the definitions. If $A \notin \{\text{true}, \text{false}\}$ and $A$ does not unify with the head of any clause in $P$, then we have $(\Phi^\omega_P \uparrow n)(A) = \text{false}$. On the other hand,

\[
(\Phi^\omega_P \uparrow n + 1)(A) = \Phi^\omega_P(\Phi^\omega_P \uparrow n)(A) \\
= \Phi^\omega_P(\Phi^\omega_P \uparrow n')(A) \quad (n'' \in \{n, n-1\}) \\
= \sum\{(\Phi^\omega_P \uparrow n'')(G\sigma) \mid A' \leftarrow G \in P^+, A = A'\sigma\} \\
= \sum\{\text{false}\} \\
= \text{false}.
\]

Finally, suppose that $A$ unifies with the head of some clause in $P$. Then

\[
(\Phi^\omega_P \uparrow n)(A) = \Phi^\omega_P(\Phi^\omega_P \uparrow n - 1)(A) \\
= \Phi^\omega_P(\Phi^\omega_P \uparrow n'')(A) \quad (n'' \in \{n, n-1\}) \\
= \Phi^\omega_P(\Phi^\omega_P \uparrow n'')(A) \quad \text{(by Lemma 6.27)} \\
= (\Phi^\omega_P \uparrow n')(A) \quad (n' \in \{n, n+1\}).
\]

**Definition 6.29** Let $P$ be a normalized program and $G$ a normalized goal.

1. $G$ has a **closed world proof** (cw-proof) of rank 0 with answer $\theta$ with respect to $P$ if $G = \text{true}$ and $\theta$ is the identity substitution $\varepsilon$. $G$ has a **closed world refutation** (cw-refutation) of rank 0 with answer $\theta$ with respect to $P$ if

(a) $G = \text{false}$ and $\theta = \varepsilon$, or
(b) $G\theta$ is an atom which does not unify with the head of any clause in $P$.

2. The definitions of cw-proofs and cw-refutations of rank $k + 1$ are identical to those in parts 2 and 3 of Definition 6.18.
The most significant departure from the earlier notions of proof and refutation is in the way that a cw-refutation of rank 0 is defined. We now have a refutation, not only when a subgoal false is reached, but also when we reach a subgoal which has substitution instance which does not unify with the head of any clause in the program; the answers in this case are all substitutions, possibly infinitely many, that result in nonunification. Here the resemblance to the traditional notion of Negation as Failure should be clear.

The following lemma specifies the relationship between the procedural semantics for extended normalized programs and the closed world procedural semantics for normalized programs. The proof is by straightforward induction and we omit it here.

**Lemma 6.30** Let P be a normalized program and G a normalized goal. Then G has a cw-proof (respectively, a cw-refutation) with answer σ, with respect to P, if and only if G has a proof (respectively, a refutation) with answer σ, with respect to $P^+$.

Now we have all we need in order to prove the Soundness and Completeness theorems for the Negation as Partial Failure with the Closed World Assumption.

**Theorem 6.31 (Closed World Soundness)** Let P be a normalized program, G a normalized goal, and θ a substitution for the variables of G.

1. If $G$ has a cw-proof with answer θ with respect to $P$, then $(\Phi^P \uparrow \omega)(G\theta) \geq \text{true}$.

2. If $G$ has a cw-refutation with answer θ with respect to $P$, then $(\Phi^P \uparrow \omega)(G\theta) \geq \text{false}$. 
Proof: Suppose that $G$ has a cw-proof (respectively, a cw-refutation) with answer $\theta$ with respect to $P$. Then, by Lemma 6.30, $G$ has a proof (respectively, a refutation) with answer $\theta$, with respect to $P^\dagger$. By the Soundness Theorem of Section 6 (now applied to possibly infinite programs), we conclude that $(\Phi_{P^\dagger} \uparrow \omega)(G\theta) \succeq \text{true}$ (respectively, false). Hence, by Lemma 6.28, we have $(\Phi_{P^\dagger} \uparrow \omega)(G\theta) \succeq \text{true}$ (respectively, false). \hfill \blacksquare

Theorem 6.32 (Closed World Completeness) Let $P$ be a normalized program, $G$ a normalized goal, and $\theta$ a substitution for the variables of $G$.

1. If $(\Phi_{P^\dagger} \uparrow \omega)(G\theta) \succeq \text{true}$, then $G$ has a cw-proof with answer $\sigma$ with respect to $P$ such that $G\theta = G\sigma\gamma$, for some substitution $\gamma$.

2. If $(\Phi_{P^\dagger} \uparrow \omega)(G\theta) \succeq \text{false}$, then $G$ has a cw-refutation with answer $\sigma$ with respect to $P$ such that $G\theta = G\sigma\gamma$, for some substitution $\gamma$.

Proof: Suppose that $(\Phi_{P^\dagger} \uparrow \omega)(G\theta) \succeq \text{true}$ (respectively, false). Then, by Lemma 6.28, we have $(\Phi_{P^\dagger} \uparrow \omega)(G\theta) \succeq \text{true}$ (respectively, false). Hence, by the Completeness Theorem of Section 6 (now applied to possibly infinite normalized programs) $G$ has a proof (respectively, a refutation) with answer $\sigma$ with respect to $P^\dagger$, such that $G\theta = G\sigma\gamma$, for some substitution $\gamma$. Now, by Lemma 6.30, we conclude that $G$ has a cw-proof (respectively, a cw-refutation) of rank $k$ with answer $\sigma$ with respect to $P$, such that $G\theta = G\sigma\gamma$, for some substitution $\gamma$. \hfill \blacksquare
CHAPTER 7. GENERALIZED SEMANTICS FOR KNOWLEDGE-BASED PROGRAMS

7.1 Logic Programming Semantics and Distributive Bilattices

We will now extend the logic programming semantics presented in the previous sections for the bilattice FOUR to arbitrary bilattices. We first present a generalized version of the fixpoint semantics presented earlier for knowledge-based multi-valued logics based on bilattices, and then we give the corresponding generalized procedural semantics for logic programs followed by the soundness and completeness results showing the correspondence between the fixpoint and the procedural semantics.

Finally, we present an alternate procedural semantics based on the join irreducible elements of a large class of bilattices which satisfy certain finiteness conditions (specifically, those that have the descending chain property in the knowledge ordering). This allows us to restrict our attention to a relatively small subset of special truth values. The revised procedural semantics will eliminate the need for extraneous searches during the query evaluation process, which as we shall explain below, is a problem of the original generalized semantics. As it turns out, the SLDPF-resolution which provided the operational semantics for logic programs based on FOUR, is a special case of the generalized join-irreducible procedural semantics. The main results of this chapter will establish the connection between the two procedural semantics.
The syntax of programs is essentially identical to that presented in the previous chapter except now we extend the notion of an atom to include any element of the underlying bilattice except ⊥ and T.

7.1.1 Fixpoint Semantics

The generalized fixpoint semantics for logic programs over arbitrary bilattices are defined in a similar manner as in the special case of the bilattice \( \mathcal{K} \). For completeness, we repeat some of the definitions given previously along with the new generalized definitions of the semantic and fixpoint operators.

**Definition 7.1** Let \( \mathcal{B} \) be a bilattice.

1. An interpretation for a program \( P \) is a mapping \( I : B_P \to \mathcal{B} \).

2. We extend the interpretation \( I \) to ground formulas as follows:

\[
I(\neg A) = \neg I(A);
\]
\[
I(A_1 \sqcup A_2) = I(A_1) \sqcup I(A_2);
\]
\[
I(A_1 \sqcap A_2) = I(A_1) \sqcap I(A_2);
\]
\[
I(A_1 \land A_2) = I(A_1) \land I(A_2);
\]
\[
I(A_1 \lor A_2) = I(A_1) \lor I(A_2).
\]

3. We further extend the interpretation \( I \) to non-ground formulas. For a non-ground formula \( G \):

\[
I(G) = \prod\{I(G\sigma) \mid \sigma \text{ is a ground substitution for the variables of } G\}.
\]
Definition 7.2 The initial interpretation $I_0$ of a program $P$ is defined as follows. For any atom $A \in BP$:

$$I_0(A) = \begin{cases} 
A & \text{if } A \in B - \{\bot, \top\} \\
\bot & \text{otherwise.}
\end{cases}$$

Note that for any atomic formula $G$ and any $c \in B - \{\bot, \top\}$, if $I_0(G) \geq c$, then $G = c$.

Now we can associate a semantic operator with each program.

Definition 7.3 Let $B$ be a distributive bilattice. Let $P$ be a program and let $A \in BP$. The semantic operator $\Phi_P$ is a function mapping interpretations to interpretations, defined as follows:

$$\Phi_P(I)(A) = \begin{cases} 
A & \text{if } A \in B - \{\bot, \top\} \\
\sum\{I(G\sigma) | A' \leftarrow G \in P \text{ and } A = A'\sigma\} & \text{otherwise.}
\end{cases}$$

Pointwise partial orderings are also defined on interpretations in the following manner:

1. $I_1 \leq_k I_2$ if $I_1(A) \leq_k I_2(A)$, for every ground atom $A \in BP$.

2. $I_1 \leq_t I_2$ if $I_1(A) \leq_t I_2(A)$, for every ground atom $A \in BP$.

Using this pointwise ordering, the space of interpretations itself becomes a distributive bilattice. Furthermore, the $\Phi_P$ operator is monotonic with respect to the knowledge ordering [18]:

$$I_1 \leq_k I_2 \implies \Phi_P(I_1) \leq_k \Phi_P(I_2),$$

and hence, by the Knaster-Tarski theorem [53], $\Phi_P$ has a least fixpoint. It is this least fixpoint which provides the denotational meaning of the program $P$. In order
to approximate the least fixpoint of the operator $\Phi_P$, we use the following notion of upward iteration.

**Definition 7.4** The *upward iteration* of $\Phi_P$ is defined as follows:

$$
\Phi_P \uparrow \alpha = \begin{cases} 
I_0 & \text{if } \alpha = 0 \\
\Phi_P(\Phi_P \uparrow (\alpha - 1)) & \text{if } \alpha \text{ is a successor ordinal} \\
\sum\{\Phi_P \uparrow \beta \mid \beta < \alpha\} & \text{if } \alpha \text{ is a limit ordinal}
\end{cases}
$$

The smallest ordinal at which this sequence gives the least fixpoint of $\Phi_P$ is called the *closure ordinal*. In $\mathcal{FOUR}$ and in fact in any bilattice which satisfies the infinitary distributivity conditions, $\Phi_P$ is continuous and its closure ordinal is at most $\omega$ [18].

It can be easily verified that the results proved for the fixpoint semantics based on $\mathcal{FOUR}$ in Chapter 6, also hold for the generalized case. We shall use these results in the sequel.

### 7.1.2 Generalized Procedural Semantics

In this section we present a generalized procedural semantics for logic programs based on arbitrary bilattices. As in the case of $\mathcal{FOUR}$, we use a resolution-based procedural semantics which will allow us to start with any formula as a goal and within a uniform framework derive both negative and positive information about that goal representing evidence for or against its truth. In the context of the bilattice $\mathcal{FOUR}$ this means that if the derivation from a goal $G$ leads to success, then $G$ is at least true, and if it leads to failure, then $G$ is at least false. More generally, if a derivation from $G$ leads to a constant $b$ where $b$ is a truth value in the underlying bilattice, we say that $G$ has at least the value $b$. 
This generalized procedural model is an extension of the well-known operational semantics in SLDNF-resolution. We call our generalized procedural semantics SLDK-resolution (K stands for Knowledge-based). In our derivation trees, each branch of a subtree with the root node \( A \), where \( A \) is an atom, corresponds to a clause whose head unifies with \( A \). Each such clause is seen as contributing to the information the system contains about the truth or falsity of \( A \). SLDK-resolution extends the treatment of \( \neg \) (under SLDNF-resolution) to the operators \( \land, \lor, \oplus, \text{ and } \otimes \). More precisely, if during the derivation a subgoal is reached which is a formula containing one of these operators, then an attempt is made to establish appropriate derivations for the two operands based on the way they act on the elements of the bilattice. S-unifiers ensure that the answers obtained from the derivation trees of each operand will not contradict each other once they are finally applied to the formula itself. Furthermore, as in the case of the case of SLDPF-resolution which was based on \textsc{four}, we interpret free variables in the body of a clause as being quantified by \( \Sigma \), which is its own dual under negation. Thus our procedural semantics remains sound even in the presence of nonground negative subgoals. We now present the details formally in the following definitions.

**Definition 7.5** An SLDK-tree for \( P \cup \{ A \} \), where \( P \) is a normalized program and \( A \) is an atom, is a (possibly infinite) tree satisfying the following conditions:

1. The root of the tree is \( A \).

2. Let \( G \) be a nonleaf node. Then \( G \) is an atom and for each clause \( G' \leftarrow G'' \in P \), if \( G \) and \( G' \) are unifiable, then the node has a child \( G'' \gamma \), where \( \gamma = \text{mg}u(G, G') \). We say that \( \gamma \) is the substitution associated with the edge between \( G \) and \( G'' \gamma \).
3. Let $G$ be a leaf node. Then either $G$ is an atom which does not unify with the head of any clause in $P$ (in particular, $G$ may be any $b \in \mathcal{B} - \{\bot, \top\}$, or $G$ is a complex formula.

**Definition 7.6** Let $\mathcal{B}$ be a distributive bilattice and $b \in \mathcal{B}$. Let $P$ be a normalized program and $G$ a normalized goal. Then

1. $G$ has a $b$-derivation of rank 0 with answer $\theta$ if $G = c$, where $c \in \mathcal{B} - \{\bot, \top\}$.
   
   $b \leq c$, and $\theta$ is the identity substitution $\varepsilon$.

2. $G$ has a $b$-derivation of rank $k + 1$ with answer $\theta$, if:

   (a) $G$ is an atom $A$, and $P \cup \{A\}$ has an SLDK-tree with at least one leaf node $G'$ which has a $b$-derivation of rank $k$ with answer $\theta'$ such that $\theta = (\sigma_1 \cdots \sigma_n \theta')_G$, where $\sigma_1, \cdots, \sigma_n$ are the substitutions associated with edges along the path from $G$ to $G'$.

   (b) $G$ is $\neg G'$, and $G'$ has a $\neg b$-derivation of rank $k$, with answer $\theta$.

   (c) $G$ is $G_1 \sqcap G_2$, where $\sqcap \in \{\otimes, \lor, \land\}$, and $G_1$ has a $c$-derivation of rank $k_1$ and $G_2$ has a $d$-derivation of rank $k_2$ with answers $\theta_1$ and $\theta_2$, respectively.

   
   $k = \max(k_1, k_2)$, $\theta = (\theta_1' \circ \theta_2')_G$, where $\theta_i'$ is a variant of $\theta_i$ w.r.t. $G_i$ 

   $(i = 1, 2)$, and $b = c \sqcap d$.

**Definition 7.7** Let $\mathcal{B}$ be a distributive bilattice and $b \in \mathcal{B}$. Let $P$ be a normalized program and $G$ a normalized goal. Then $G$ has a $b$-proof with answer $\theta$, if there exists an $n \geq 1$ and $b_1, \cdots, b_n \in \mathcal{B}$, such that

1. $G$ has a $b_i$-derivation of rank $k_i$ with answer $\theta_i$, $(i = 1, 2, \cdots, n)$. 

2. \( b = b_1 \supseteq b_2 \supseteq \cdots \supseteq b_n \), and

3. \( \theta = (\ominus \{ \theta_i \mid 1 \leq i \leq n \})_G \).

Note that, in the above definition, we distinguish between the notions of a \( b \)-derivation and \( b \)-proof. This is done in order to emphasize the fact that for a given goal there may be many independent \( c \)-derivations (for any \( c \in B \)), and all of these \( c \)-derivations contribute to the knowledge the system has about the goal. Thus, the information provided by various \( c \)-derivations is collected by taking the knowledge join of the \( c \)'s.

### 7.2 Generalized Soundness and Completeness Results

We will now show that the generalized semantics presented in the previous section is sound and complete. The proofs are similar to those for the four-valued semantics of Chapter 6.

**Lemma 7.8** Let \( B \) be a distributive bilattice and \( b \in B \). Let \( P \) be a normalized program, \( G \) a normalized goal, and \( \theta \) a substitution for the variables of \( G \). If \( G \) has a \( b \)-derivation of rank \( k \) with answer \( \theta \), for some \( k \geq 0 \), then \( (\Phi_P \uparrow \omega)(G\theta) \geq b \).

**Proof:** (By induction on \( k \))

**Basis:** \((k = 0)\) Suppose \( G \) has a \( b \)-derivation of rank 0 with answer \( \theta \). Then \( G = c \), where \( b \leq c \in B \), and \( \theta = \varepsilon \). Now, \( I_0(G\theta) = I_0(c) = c \geq b \). Since \( \Phi_P \) is monotonic, \( (\Phi_P \uparrow \omega)(G\theta) = (\Phi_P \uparrow \omega)(c) \geq b \).
**Induction:** Assume the result holds for \( b \)-derivations of rank \( k \), and suppose first that \( G \) has a \( b \)-derivation of rank \( k + 1 \) with answer \( \theta \). We have the following cases to consider:

1. **\( G \) is an atom:** Then \( P \cup \{ G \} \) has an SLDK-tree with at least one leafnode \( F \) which has a \( b \)-derivation of rank \( k \) with answer \( \theta' \), such that \( \theta = (\sigma_1 \cdots \sigma_n \theta')_G \), where \( \sigma_1, \ldots, \sigma_n \) are the mgu's associated with the edges along the path from \( G \) to \( F \) in the tree. Now, the result is proved by performing a secondary induction on the length \( n \) of this path.

The result is vacuously true if \( n = 0 \), since in this case atoms with SLDK-trees do not have \( b \)-derivations of positive rank (the SLDK-tree of an atom \( G \) is of height 0 whenever \( G \in \mathcal{B} \) or if it does not unify with the head of any clause in the program, and in either case, any \( b \)-derivation of \( G \) is of rank 0).

Now, suppose the result holds for SLDK-trees with \( b \)-derivation branches of depth \( n \geq 0 \), and consider one of depth \( n + 1 \). In this case, \( P \) must have a clause \( C' : C_1 \) such that \( \sigma_1 = \text{mgu}(G, C') \) and \( G_1 \sigma_1 \) has an SLDK-tree with a \( b \)-derivation branch of depth \( n \). Then, it is easy to see that \( G_1 \sigma_1 \) has a \( b \)-derivation of rank \( k + 1 \) with answer \( \theta_1 \) such that \( \theta = (\sigma_1 \theta_1)_G \). By the secondary induction hypothesis, \( (\Phi_P \uparrow \omega)(G_1 \sigma_1 \theta_1) \geq b \). Then,

\[
(\Phi_P \uparrow \omega)(G\theta) = (\Phi_P \uparrow \omega)(G\sigma_1 \theta_1) \quad \text{since } G\theta = G\sigma_1 \theta_1 \\
= (\Phi_P \uparrow \omega)(G'\sigma_1 \theta_1) \quad \text{since } \sigma_1 = \text{mgu}(G, G') \\
\geq (\Phi_P \uparrow \omega)(G_1 \sigma_1 \theta_1) \quad \text{by Lemma 6.16} \\
\geq b \quad \text{by the secondary ind. hyp.}
\]
2. \( G \) is \(-G'\): Then \( G' \) must have a \(-b\)-proof of rank \( k \) with answer \( \theta \). By the inductive hypothesis, \((\Phi_P \uparrow \omega) (G'\theta) \succeq -b\). Hence,

\[
(\Phi_P \uparrow \omega) (G\theta) = (\Phi_P \uparrow \omega) (\neg G'\theta) \\
= -\neg (\Phi_P \uparrow \omega) (G'\theta) \\
\succeq b.
\]

3. \( G \) is \( G_1 \Box G_2 \), where \( \Box \in \{\otimes, \lor, \land\} : G_1 \) has a \( c \)-derivation of rank \( k_1 \) and \( G_2 \) has a \( d \)-derivation of rank \( k_2 \) with answers \( \theta_1 \) and \( \theta_2 \), respectively, such that \( \theta = (\theta_1 \Box \theta_2)_G, k = \max(k_1, k_2), \) and \( b = c \Box d \), where \( \theta'_i \) are variants of \( \theta_i \) w.r.t. \( G \) \((i = 1, 2)\). Now

\[
(\Phi_P \uparrow \omega) ([G_1 \Box G_2]\theta) = (\Phi_P \uparrow \omega) (G_1\theta \Box G_2\theta)
\]

\[
\succeq (\Phi_P \uparrow \omega) (G_1\theta) \Box (\Phi_P \uparrow \omega) (G_2\theta), \quad \text{by Lemma 6.12}
\]

\[
= (\Phi_P \uparrow \omega) (G_1(\theta'_1 \Box \theta'_2)) \Box (\Phi_P \uparrow \omega) (G_2(\theta'_1 \Box \theta'_2))
\]

\[
\succeq (\Phi_P \uparrow \omega) (G_1\theta'_1) \Box (\Phi_P \uparrow \omega) (G_2\theta'_2), \quad \text{by Corollary 6.14}
\]

\[
\succeq (\Phi_P \uparrow \omega) (G_1\theta_1) \Box (\Phi_P \uparrow \omega) (G_2\theta_2), \quad \text{by Lemma 6.11}
\]

\[
\succeq c \Box d, \quad \text{by inductive hypothesis and properties of \( \Box \)}
\]

\[
= b. \quad \text{\(\blacksquare\)}
\]

**Theorem 7.9 (Soundness)** Let \( B \) be a distributive bilattice and \( b \in B \). Let \( P \) be a normalized program, \( G \) a normalized goal, and \( \theta \) a substitution for the variables of \( G \). If \( G \) has a \( b \)-proof with answer \( \theta \), then \((\Phi_P \uparrow \omega)(G\theta) \succeq b\).

**Proof:** Suppose that \( G \) has \( b_i \)-derivation of rank \( k_i \) with answer \( \theta_i \) \((1 \leq i \leq n)\), such that \( b = \theta_1 \oplus \cdots \oplus \theta_n \), and \( \theta = (\ominus(\theta_1, \ldots, \theta_n))_G \). Then by Lemma 7.8 we have
Next we present the completeness results for the generalized semantics. As in the four-valued case, we will use the following Lifting Lemma in the proof of the Completeness Theorem.

Lemma 7.10 (Lifting Lemma) Let $B$ be a distributive bilattice and $b \in B$. Suppose that $P$ is a normalized program, $G$ a normalized goal, and $\theta$ a substitution without generic constants for the variables of $G$. Also, suppose $G\theta$ has a $b$-derivation of rank $k \geq 0$ with answer $\eta$, with respect to a program $P$. Then $G$ has a $b$-derivation of rank $k$ with answer $\sigma$, such that $G\theta \eta = G\sigma \gamma$, for some substitution $\gamma$.

**Proof:** (By induction on $k$)

**Basis:** ($k = 0$) Suppose that $G\theta$ has a $b$-derivation of rank 0 with answer $\eta$. Then $G\theta = c$ where $c \in B - \{\bot, \top\}$, and $b \leq c$. Hence, $G = c$ and $\eta = \varepsilon$. But $G = c$ has a $b$-derivation of rank 0 with answer $\varepsilon$. Clearly, $\theta \eta = \theta \varepsilon = \theta = \varepsilon \theta$. Now, take $\sigma = \varepsilon$ and $\gamma = \theta$.

**Induction:** Assume the result holds for $b$-derivations of rank $k$. We will prove the induction for $b$-derivations of rank $k + 1$. Suppose that $G\theta$ has a $b$-derivation of rank $k + 1$ with answer $\eta$. We have to consider the following cases.
1. \( G \) is an atom \( A \): Then \( P \cup \{ A \theta \} \) has an SLDK-tree with at least one leafnode \( F \) which has a \( b \)-derivation of rank \( k \) with answer \( \rho \), such that \( \eta = (\sigma_1 \cdots \sigma_n \rho)_{A \theta} \), where \( \sigma_1, \ldots, \sigma_n \) are the mgu's associated with the edges along the path in the tree from \( A \theta \) to \( F \). The result is proved by a secondary induction on the length \( n \) of this path. The argument is essentially the same as that in the proof of Lifting Lemma in the four-valued case (see Lemma 6.21).

2. \( G \) is \( \neg G' \): Then \( G' \theta \) has a \( \neg b \)-derivation of rank \( k \) with answer \( \eta \). By the inductive hypothesis, \( G' \) has a \( \neg b \)-derivation of rank \( k \) with answer \( \sigma \), such that \( G' \theta \eta = G' \sigma \gamma \), for some substitution \( \gamma \). Hence, \( G = \neg G' \) has a \( b \)-derivation of rank \( k + 1 \) with answer \( \sigma \), and \( G \theta \eta = G \sigma \gamma \).

3. \( G \) is \( G_1 \Box G_2 \), where \( \Box \in \{ \circ, \vee, \wedge \} \) : Then \( G_1 \theta \Box G_2 \theta \) has a \( b \)-derivation of rank \( k + 1 \). Hence, \( G_1 \theta \) has a \( c \)-derivation of rank \( k_1 \) with answer \( \eta_1 \), and \( G_2 \theta \) has a \( d \)-derivation of rank \( k_2 \) with answer \( \eta_2 \), for some \( c, d \in B \), such that \( b = c \Box d \) and \( k = \max(k_1, k_2) \), and \( \eta = (\eta_1 \odot \eta_2)_{G \theta} \), where \( \eta_i \) are variants of \( \eta \) w.r.t. \( G_i \) \((i = 1, 2) \). By the inductive hypothesis, \( G_1 \) has a \( c \)-derivation of rank \( k_1 \) with answer \( \sigma_1 \), such that \( G_1 \theta \eta_1 = G_1 \sigma_1 \gamma_1 \), for some substitution \( \gamma_1 \), and \( G_2 \) has a \( d \)-derivation of rank \( k_2 \) with answer \( \sigma_2 \), such that \( G_2 \theta \eta_2 = G_2 \sigma_2 \gamma_2 \), for some substitution \( \gamma_2 \). Let \( \sigma'_i \) be variants of answers \( \sigma_i \) w.r.t. \( G_i \), \( i = 1, 2 \), such that \( \text{range} \sigma_i \) is disjoint from \( \text{vars} G \) and from \( \text{dom} (\theta \eta_i) \), and \( \text{dom} (\sigma'_i) \subseteq \text{vars} G_i \). Hence, all the conditions of Lemma 5.20 are satisfied. It follows that \( \sigma'_1 \odot \sigma'_2 \) exists, and furthermore, there is a substitution \( \gamma \) such that \( \theta (\eta'_1 \odot \eta'_2) = (\sigma'_1 \odot \sigma'_2) \gamma \). Let \( \sigma = (\sigma'_1 \odot \sigma'_2) G \). Then \( G \) has a \( b \)-derivation of
rank $k + 1$ with answer $\sigma$ such that $G\theta\eta = G\sigma\gamma$.

**Lemma 7.11** Let $B$ be a distributive bilattice and $b \in B$. Let $P$ be a normalized program and $G$ a normalized goal. Suppose $\theta$ is a substitution for the variables of $G$ without generic constants. If $(\Phi_P \uparrow \omega)(G\theta) \supseteq b$, then, for some $k \geq 0$, $G$ has a $b$-derivation of rank $k$ with answer $\sigma$, such that $G\theta = G\sigma\gamma$, for some substitution $\gamma$.

**Proof:** We prove the result by induction on $n < \omega$, where, for $b \neq \bot, (\Phi_P \uparrow n)(G\theta) \supseteq b$. For $b = \bot$, the result is trivial.

**Basis:** ($n = 0$) First suppose that $(\Phi_P \uparrow 0)(G\theta) = I_0(G\theta) \supseteq b$. We prove the result by a secondary induction on the structure of $G$:

1. $G$ is an atom: Then since $I_0(G\theta) \supseteq b$, for any ground substitution $\delta$, $I_0(G\theta\delta) \supseteq b$. Hence, it must be the case that $G\theta\delta = G = b$. Then $G$ has a $b$-derivation of rank 0 with answer $\sigma = \varepsilon$. Clearly, $\theta = \varepsilon\theta$.

2. $G$ is $\neg G'$: Then $I_0(G'\theta) \supseteq \delta$. So by the secondary inductive hypothesis $G'$ has a $\neg$-derivation of rank $k \geq 0$, with answer $\sigma$, such that $G'\theta = G'\sigma\gamma$, for some substitution $\gamma$. Hence, $G = \neg G'$ has a $b$-derivation of rank $k + 1$ with answer $\sigma$ and $G\theta = G\sigma\gamma$.

3. $G$ is $G_1 \sqcap G_2$, where $\sqcap \in \{\otimes, \vee, \wedge\}$: Since $I_0(G_1 \sqcap G_2)\theta \supseteq b$, for every ground substitution $\delta$, we have that $I_0(G_1\theta\delta \sqcap G_2\theta\delta) \supseteq b$. Therefore, $I_0(G_1\theta\delta) \supseteq b_1$, and $I_0(G_2\theta\delta) \supseteq b_2$, for some $b_1, b_2 \in B$, such that $b_1 \sqcap b_2 = b$. Then, by the secondary induction hypothesis, for $i = 1, 2$, $G_i$ has a $b_i$-derivation with answer $\sigma_i$ such that $G_i\theta = G_i\sigma_i\gamma_i$, for some substitution $\gamma_i$. Let $\sigma'_i$ be a variant of $\sigma_i$.
w.r.t $G_i$ ($i = 1, 2$), such that $\text{vars}(G_i \sigma'_i)$ and hence also $\text{vrange}(\sigma'_i)$ are disjoint from $\text{vars}(G)$ and from $\text{dom}(\theta)$. Hence, by Lemma 5.20, $\sigma'_1 \odot \sigma'_2$ exists, and there is a substitution $\gamma$ such that $\theta = (\sigma'_1 \odot \sigma'_2)\gamma$. Let $\sigma = (\sigma'_1 \odot \sigma'_2)\sigma$. It follows that $G$ has a $b$-derivation with answer $\sigma$ such that $G\theta = G\sigma\gamma$.

**Induction:** Assume that the implication holds for the $n$th iteration of $\Phi_P$. Now, suppose that $(\Phi_P \uparrow n + 1) (G\theta) \geq b$. The result is proved by a secondary induction on the structure of $G$:

1. $G$ is an atom $A$: By assumption we have:

   $$(\Phi_P \uparrow n + 1) (A\theta) = [\Phi_P(\Phi_P \uparrow n)] (A\theta) \geq b.$$  

   Hence, for every ground substitution $\delta$, $[\Phi_P(\Phi_P \uparrow n)] (A\delta\theta) \geq b$. Then we have:

   $$\sum\{(\Phi_P \uparrow n) (F\eta) \mid A' \leftarrow F \in P \text{ and } \eta = \text{mgu}(A\delta\theta, A') \geq b.$$

   Let $\delta$ be a gc-substitution for $A\theta$. It follows that $P$ must contain a clause $A' \leftarrow F$ such that $\eta = \text{mgu}(A\delta\theta, A')$ and $(\Phi_P \uparrow n) (F\eta) \geq b$. Neither $A\theta$ nor $A'$ contains a generic constant, and, by the unique renaming assumption, $\text{vars}(A\theta) \cap (\text{vars}(A') \cup \text{vars}(F)) = \emptyset$. Thus, by Lemma 6.3, $A\theta$ and $A'$ are unifiable, and, if $\mu = \text{mgu}(A\theta, A')$, then $\mu A\theta$ is injective and variable-pure, and $\delta\eta = \mu\tau$, where $\tau$ is a gc-substitution for $A'\mu$. Thus, since $\text{dom}(\delta) \cap \text{vars}(F) = \emptyset$ (because $\text{dom}(\delta) = \text{vars}(G)$), we get $F\mu\tau = F\delta\eta = F\eta$. So $(\Phi_P \uparrow n)(F\mu\tau) \geq b$, and hence $(\Phi_P \uparrow n)(F\mu) \geq b$ by Lemma 6.9. By the induction hypothesis, $F\mu$ has a $b$-derivation with answer $\varepsilon'$, where $\varepsilon'$ is injective and variable-pure. Hence $A\theta$ has a $b$-derivation with answer $(\mu\varepsilon')A\theta$ which is injective and variable-pure.
since $\mu_{A\theta}$ and $\varepsilon'$ both are. By the Lifting Lemma we conclude that $A$ has a $b$-derivation with answer $\sigma$ such that $A\theta \mu \varepsilon' = A\sigma \rho$ for some substitution $\rho$. Since $(\mu \varepsilon')_{A\theta}$ is injective and variable-pure, there is a $\mu'$ such that $A\theta \mu \varepsilon' \mu' = A\theta$. Let $\gamma = \rho \mu'$. Then $A\theta = A\sigma \gamma$ as required.

2. $G$ is $\neg G'$: Then $(\Phi_P \uparrow n + 1) (\neg G' \theta) = \neg (\Phi_P \uparrow n + 1) (G' \theta) \supseteq b$. So, we have $(\Phi_P \uparrow n + 1) (G' \theta) \supseteq \neg b$. Now, by the secondary inductive hypothesis, $G'$ has a $\neg b$-derivation of rank $k$, for some $k \geq 0$, with answer $\sigma$, such that $G' \theta = G' \sigma \gamma$, for some substitution $\gamma$. Hence, $G = \neg G'$ has a $b$-derivation of rank $k + 1$ with answer $\sigma$, and $G \theta = G \sigma \gamma$.

3. $G$ is $G_1 \Box G_2$, where $\Box \in \{\circ, \wedge, \vee\}$: The derivation of this case is similar to that of the basis case (where $n = 0$), except we replace $I_0$ with $(\Phi_P \uparrow n + 1)$.

Finally, we observe that, since the induction establishes the result for all $n < \omega$, it also holds for $\omega$. 

**Theorem 7.12 (Completeness)** Let $B$ be a distributive bilattice and $b \in B$. Let $P$ be a normalized program and $G$ a normalized goal. Suppose $\theta$ is a substitution for the variables of $G$ without generic constants. If $(\Phi_P \uparrow \omega) (G \theta) \supseteq b$, then $G$ has a $b$-proof with answer $\sigma$, such that $G \theta = G \sigma \gamma$, for some substitution $\gamma$.

**Proof:** The proof is immediate from Lemma 7.11 and the definition of $b$-proof.
7.3 Logic Programming with Join Irreducible Elements

Although the definition of a \( b \)-proof provides a sound and complete procedural semantics for logic programming over arbitrary distributive bilattices, it has a drawback. For a given truth value \( b \), the search for a \( b \)-derivation of a complex goal \( G \) may entail searches for \( c \)-derivations of the subformulas of \( G \) for a large number of truth values \( c \) that are only remotely related to \( b \); moreover, this complexity ramifies as we pass down the parse tree of \( G \). It turns out that for finite distributive bilattices (and, more generally, bilattices with the descending chain property), we can essentially restrict our attention to \( b \)-derivations where \( b \) ranges over the relatively small subset of \( k \)-join-irreducible truth-values. Moreover, in the search for a \( b \)-derivation for \( G \), we need only look for \( b \)-derivations of the subformulas of \( G \).

We now present a join-irreducible operational semantics as an alternative to the standard one presented above. As we are concerned with the join-irreducible elements only in the \( k \)-ordering, throughout this section we will drop the subscript \( k \) and denote the class of these bilattice elements by \( JIR(B) \).

**Definition 7.13** Let \( B \) be a distributive bilattice, \( G \) a normalized formula, and \( P \) a normalized program over \( B \). Suppose that \( b \in JIR(B) \).

1. \( G \) has a \( b \)-JIR-proof of rank \( 0 \) with answer \( \theta \), if \( G = c \), where \( c \in B - \{ \perp, \top \} \), \( b \leq c \), and \( \theta = \varepsilon \).

2. \( G \) has a \( b \)-JIR-proof of rank \( k + 1 \) with answer \( \theta \), if

   (a) \( G \) is an atom \( A \), and \( P \cup \{ A \} \) has an SLDK-tree with at least one leafnode \( G' \), such that \( G' \) has a \( b \)-JIR-proof of rank \( k \) with answer \( \theta' \), such that
\[ \theta = (\sigma_1 \cdots \sigma_n \theta')_G, \text{ where } \sigma_1, \ldots, \sigma_n \text{ are the mgu's associated with the} \]
edges along the path from \( G \) to \( G' \); or

(b) \( G \) is \( \neg G' \), and \( G' \) has a \( \neg b \)-JIR-proof of rank \( k \) with answer \( \theta \); or

(c) \( b \in JIR^+(\mathcal{B}) \) and

i. \( G = G_1 \lor G_2 \), and at least one of \( G_1 \) or \( G_2 \) has a \( b \)-JIR-proof of rank \( k \) with answer \( \theta \); or

ii. \( G = G_1 \land G_2 \) or \( G = G_1 \otimes G_2 \), and \( G_i \) has a \( b \)-JIR-proof of rank \( k_i \) with answer \( \theta_i \) (\( i = 1, 2 \)), such that \( k = \max(k_1, k_2) \), and \( \theta = (\theta'_1 \otimes \theta'_2)_G \), where \( \theta'_1 \) are variants of \( \theta \) w.r.t. \( G_i \); or

(d) \( b \in JIR^-(\mathcal{B}) \) and

i. \( G = G_1 \lor G_2 \) or \( G = G_1 \otimes G_2 \), and \( G_i \) has a \( b \)-JIR-proof of rank \( k_i \) with answer \( \theta_i \) (\( i = 1, 2 \)), such that \( k = \max(k_1, k_2) \), and \( \theta = (\theta'_1 \otimes \theta'_2)_G \), where \( \theta'_1 \) are variants of \( \theta \) w.r.t. \( G_i \); or

ii. \( G = G_1 \land G_2 \), and at least one of \( G_1 \) or \( G_2 \) has a \( b \)-JIR-proof of rank \( k \) with answer \( \theta \).

**Definition 7.14** Let \( \mathcal{B} \) be a distributive bilattice with the Descending Chain Property in the knowledge ordering (\( DC_Pk \)). Let \( a \in \mathcal{B} \), and suppose that \( a = b_1 \oplus \cdots \oplus b_n \), where \( b_1 \oplus \cdots \oplus b_n \) is an irredundant decomposition of \( a \) as a join of join-irreducible elements of \( \mathcal{B} \) in the knowledge ordering. Let \( G \) be a normalized formula and \( P \) a normalized program over \( \mathcal{B} \). Then \( G \) has an \( a \)-JIR-proof with answer \( \theta \), if \( G \) has a \( b_i \)-JIR-proof with answer \( \theta_i \) (\( 1 \leq i \leq n \)), such that \( \theta = (\oplus \{ \theta_1, \ldots, \theta_n \})_G \).

In the rest of this section we will show that for distributive bilattices with the
descending chain property in the knowledge-ordering, the join-irreducible semantics and the generalized semantics presented earlier are equivalent.

**Lemma 7.15** Let \( B \) be a distributive bilattice, \( P \) be a normalized program, and \( G \) a normalized goal over \( B \). Suppose that \( c \in \text{JIR}(B) \). If \( G \) has a \( c \)-JIR-proof of rank \( k \geq 0 \) with answer \( \theta \), then \( G \) has a \( b \)-JIR-proof with answer \( \theta \) for every \( b \leq c \), where \( b \in \text{JIR}(B) \).

**Proof:** Let \( b \) be an arbitrary element of \( \text{JIR}(B) \), such that \( b \leq c \). The result is proved by induction on \( k \).

**Basis:** \((k = 0)\) If \( G \) has a \( c \)-JIR-proof of rank 0 with answer \( \theta \), then \( G = d \), for some \( d \in B - \{\bot, \top\} \), such that \( c \leq d \), and \( \theta = \varepsilon \). Since, \( b \leq c \leq d \), \( G \) has a \( b \)-JIR-proof of rank 0 with answer \( \theta = \varepsilon \).

**Induction:** Suppose the result holds for \( c \)-JIR-proof of rank \( k \) and assume that \( G \) has a \( c \)-JIR-proof of rank \( k + 1 \) with answer \( \theta \). We need to consider the following cases.

1. \( G \) is an atom: Since \( G \) has a \( c \)-JIR-proof of rank \( k + 1 \) with answer \( \theta \), \( P \cup \{G\} \) has an SLDK-tree with at least one leafnode \( G' \) which has a \( c \)-JIR-proof of rank \( k \) with answer \( \theta' \). Moreover, \( \theta = (\sigma_1 \cdots \sigma_n \theta')_G \), where \( \sigma_1, \ldots, \sigma_n \) are the substitutions associated with the edges along the path from \( G \) to \( G' \). By the inductive hypothesis, \( G' \) has a \( b \)-JIR-proof of rank \( k \) with answer \( \theta' \). By definition, \( G \) has a \( b \)-JIR-proof of rank \( k + 1 \) with answer \( \theta \).

2. \( G \) is \( \neg G' \): Then \( G' \) has a \( \neg c \)-JIR-proof of rank \( k \) with answer \( \theta \). Note that, since \( b \leq c \), we also have \( \neg b \leq \neg c \). By the inductive hypothesis, \( G' \) has a
\(\neg b\) JIR-proof of rank \(k\) with answer \(\theta\). Thus, by the definition of JIR-proof, \(G\) has a \(b\) JIR-proof of rank \(k + 1\) with answer \(\theta\).

3. \(G\) is \(G_1 \land G_2\) : There are two subcases.

(a) \(c \in JIR^+(B)\) : Then, for \(i = 1, 2\), \(G_i\) has a \(c\) JIR-proof of rank \(k_i\) with answer \(\theta_i\), such that \(k = max(k_1, k_2)\) and \(\theta = (\theta'_1 \ominus \theta'_2)_G\), where \(\theta'_i\) is a variant of \(\theta_i\) w.r.t. \(G_i\) (\(i = 1, 2\)). By the inductive hypothesis, \(G_i\) has a \(b\) JIR-proof of rank \(k_i\) with answer \(\theta_i\). Now, since \(b \leq c\), \(c \in JIR^+(B)\), and \(b \in JIR(B)\), by Lemma 4.19, we conclude that \(b \in JIR^+(B)\). Then, by the definition of JIR-proof, \(G = G_1 \land G_2\) also has a \(b\) JIR-proof of rank \(k + 1\) with answer \(\theta\).

(b) \(c \in JIR^-(B)\) : Then \(G_1\) or \(G_2\) (say \(G_1\)) has a \(c\) JIR-proof of rank \(k\) with answer \(\theta\). Hence, by the inductive hypothesis, \(G_1\) has a \(b\) JIR-proof of rank \(k\) with answer \(\theta\). Then, by the definition of JIR-proof, \(G = G_1 \land G_2\) has a \(b\) JIR-proof of rank \(k + 1\) with answer \(\theta\).

4. \(G\) is \(G_1 \lor G_2\) : This case is dual to the case when \(G = G_1 \land G_2\).

5. \(G\) is \(G_1 \otimes G_2\) : Then, for \(i = 1, 2\), \(G_i\) has a \(c\) JIR-proof of rank \(k_i\) with answer \(\theta_i\), such that \(k = max(k_1, k_2)\) and \(\theta = (\theta'_1 \ominus \theta'_2)_G\), where \(\theta'_i\) is a variant of \(\theta_i\) w.r.t. \(G_i\) (\(i = 1, 2\)). By the inductive hypothesis, \(G_i\) has a \(b\) JIR-proof of rank \(k_i\) with answer \(\theta_i\). Now, by the definition of JIR-proof, \(G = G_1 \otimes G_2\) has a \(b\) JIR-proof of rank \(k + 1\) with answer \(\theta\). \(\blacksquare\)
Lemma 7.16 Let $\mathcal{B}$ be a distributive bilattice with the DCP$_k$. Let $P$ be a normalized program over $\mathcal{B}$ and $G$ a normalized goal. Suppose that $c \in \mathcal{B}$. For every $b \in \text{JIR} \mathcal{B})$, where $b \leq c$. if $G$ has a $c$-JIR-proof with answer $\theta$, then $G$ has a $b$-JIR-proof with answer $\sigma$, such that $G\theta = G\sigma \gamma$, for some substitution $\gamma$.

Proof: Suppose that $G$ has a $c$-JIR-proof with answer $\theta$. Since $\mathcal{B}$ satisfies the DCP$_k$, we can write $c = c_1 \oplus \cdots \oplus c_n$, such that $c_i \in \text{JIR} \mathcal{B})$ for $i = 1, 2, \ldots, n$. Furthermore, $G$ has a $c_i$-JIR-proof of rank $k_i$ with answer $\theta_i$, such that $\theta = (\bigoplus \{\theta_1, \ldots, \theta_n\})_G$.

Now, $b \leq c = c_1 \oplus \cdots \oplus c_n$. Hence, by Lemma 4.18, for some $j$ ($1 \leq j \leq n$), $b \leq c_j$. Then, by Lemma 7.15, $G$ has a $b$-JIR-proof with answer $\theta_j$. Furthermore, note that $\bigoplus \{\theta_1, \ldots, \theta_n\} = \theta_j \alpha$, where $\alpha = \text{mgsu}(\{\theta_1, \ldots, \theta_n\})$.

Putting things together, we have

$$G\theta = G(\bigoplus \{\theta_1, \ldots, \theta_n\}) = G\theta_j \alpha = G\sigma \gamma,$$

where $\sigma = \theta_j$ and $\gamma = \alpha$. \(\blacksquare\)

Lemma 7.17 Let $\mathcal{B}$ be a distributive bilattice with the DCP$_k$. Let $P$ be a normalized program and $G$ a normalized goal over $\mathcal{B}$. Suppose that $c \in \mathcal{B}$. If $G$ has a $c$-derivation of rank $k$, for some $k \geq 0$, with answer $\theta$, then $G$ has a $c$-JIR-proof with answer $\theta'$, such that $G\theta = G\theta' \gamma$, for some substitution $\gamma$.

Proof: (By induction on $k$)
Basis \((k = 0)\): If \(G\) has a \(c\)-derivation of rank 0 with answer \(\theta\), then \(G = b\), for some \(b \in \mathcal{B} - \{\bot, \top\}\), such that \(c \preceq b\), and \(\theta = \varepsilon\). Since \(\mathcal{B}\) has the \(DCP_k\), we can write \(c = c_1 \oplus \cdots \oplus c_n\), where \(c_i \oplus \cdots \oplus c_n\) is an irredundant decomposition of \(c\) as join of join-irreducibles, i.e., \(c_i \in \text{JIR}(\mathcal{B})\). Then \(c_i \preceq b\) for \(1 \leq i \leq n\). Now, by the definition of \(\text{JIR}\)-proof, \(G\) has a \(c_i\)-\(\text{JIR}\)-proof of rank 0 with answer \(\theta = \varepsilon\). Hence, \(G\) has a \(c\)-\(\text{JIR}\)-proof with answer \(\theta' = \odot\{\varepsilon, \ldots, \varepsilon\} = \varepsilon\).

**Induction:** Assume the result holds for \(c\)-derivations of rank \(k\) and consider the case where \(G\) has a \(c\)-derivation of rank \(k + 1\) with answer \(\theta\). We need to consider the following cases.

1. \(G\) is an atom: Then \(P \cup \{G\}\) has an SLDK-tree with at least one leafnode \(G'\) which has a \(c\)-derivation of rank \(k\) with answer \(\delta\). Let \(\sigma_1, \ldots, \sigma_m\) be the substitutions associated with edges along the path from \(G\) to \(G'\). Then \(\theta = (\sigma_1 \cdots \sigma_m \delta)_G\). By the inductive hypothesis, \(G'\) has a \(c\)-\(\text{JIR}\)-proof with answer \(\delta'\), such that \(G'\delta = G'\delta'\tau\), for some substitution \(\tau\). Since \(\mathcal{B}\) has the \(DCP_k\), \(c\) has an irredundant decomposition \(b_1 \oplus \cdots \oplus b_n\), where \(b_i \in \text{JIR}(\mathcal{B})\). Furthermore, for each \(i\), \(G'\) has a \(b_i\)-\(\text{JIR}\)-proof with answer \(\delta'_i\), such that \(\delta' = \odot\{\delta'_1, \ldots, \delta'_n\}\). By the definition of \(\text{JIR}\)-proof, \(G\) has a \(b_i\)-\(\text{JIR}\)-proof with answer \(\alpha_i\) (\(1 \leq i \leq n\)), where \(\alpha_i = (\sigma_1 \cdots \sigma_m \delta'_i)_G\). Then \(G\) has a \(c\)-\(\text{JIR}\)-proof with answer \(\theta'\), where \(\theta' = \odot\{\alpha_1, \ldots, \alpha_n\}\). By Lemma 5.12, there exists a

---

1 In the rest of this chapter we often use generalized versions (i.e., extended to sets of substitutions) of the properties of \(\odot\) proved in Chapter 5.
substitution \( \beta \) such that

\[
G[\circ\{\sigma \delta'_1, \ldots, \sigma \delta'_n\}] = G \circ \{\alpha_1, \ldots, \alpha_n\} \beta.
\]

Furthermore, by Lemma 5.10, there exists a substitution \( \rho \) such that

\[
\circ\{\sigma \delta'_1, \ldots, \sigma \delta'_n\} \rho = \sigma(\circ\{\delta'_1, \ldots, \delta'_n\}).
\]

Then we have:

\[
\begin{align*}
G\theta' \beta \rho \tau & = G[\circ\{\alpha_1, \ldots, \alpha_n\}] \beta \rho \tau \\
& = G \circ \{\sigma \delta'_1, \ldots, \sigma \delta'_n\} \rho \tau \\
& = G\sigma \circ \{\delta'_1, \ldots, \delta'_n\} \rho \tau \\
& = G\sigma \delta' \tau \quad \text{(since \( vars(G\sigma) \subseteq vars(G') \))} \\
& = G\sigma \delta.
\end{align*}
\]

Now, let \( \gamma = \beta \tau \).

2. \( G \) is \( C_1 \land C_2 \): Then, for \( j = 1, 2 \), \( G_j \) has a \( c_j \)-derivation of rank \( k_j \) with answer \( \theta_j \), such that \( k = \max(k_1, k_2) \), \( c = c_1 \land c_2 \), and \( \theta = (\eta_1 \odot \eta_2)_G \), where \( \eta_j \) are variants of \( \theta_j \) w.r.t. \( G_j \). By the inductive hypothesis, \( G_j \) has a \( c_j \)-JIR-proof with answer \( \theta'_j \), such that \( G_j \theta_j = G_j \theta'_j \gamma_j \), for some substitution \( \gamma_j \) (\( j = 1, 2 \)). Since, \( B \) has the \( DCP_k \), we can write \( c = b_1 \oplus \cdots \oplus b_n \), where \( b_i \in JIR(B) \) for \( i \leq i \leq n \). Hence, \( b_i \leq c_1 \land c_2 \). Now, for each \( b_i \) we must consider the following cases.

(a) \( b_i \in JIR^+(B) \):

In this case by Lemma 4.16(2), \( b_i \leq c_j \), for \( j = 1, 2 \), and by Lemma 7.16.
$G_j$ has a $b_i$-$JIR$-proof with answer $\theta_j'$. Let $\theta''_j$ be an idempotent variant of $\theta'_j$ $(j = 1, 2)$ w.r.t. $G_j$ such that the conditions of Lemma 5.20 are satisfied.

Hence, by the definition of $JIR$-proof, $G = G_1 \land G_2$ has a $b_i$-$JIR$-proof with answer $\phi_i = (\theta''_1 \ominus \theta''_2)_G$ such that $G\theta = G(\eta_1 \ominus \eta_2) = G(\theta''_1 \ominus \theta''_2)\gamma' = G\phi_i\gamma'$, for some substitution $\gamma'$.

(b) $b_i \in JIR^{-}(B)$:

In this case by Lemma 4.16, $b_i \preceq c_j$, for $j = 1$ or $j = 2$ (assume $b_i \preceq c_1$), and by Lemma 7.16, $G_1$ has a $b_i$-$JIR$-proof with answer $\theta'_1$. Hence, by the definition of $JIR$-proof, $G = G_1 \land G_2$ has a $b_i$-$JIR$-proof with answer $\phi_i = \theta'_1$.

Hence, $G$ has a $c$-$JIR$-proof with answer $\theta' = (\ominus \phi_1, \cdots, \phi_n)_G$. Now, by Lemma 5.12, there exists a substitution $\rho$ such that

$$G \ominus \{\phi_1, \cdots, \phi_n\} \rho = G \ominus \{\theta''_1 \ominus \theta''_2, \theta'_1, \theta'_2\},$$

and, by applications of Lemma 5.12,

$$G \ominus \{\theta''_1 \ominus \theta''_2, \theta'_1, \theta'_2\} \beta = G(\theta''_1 \ominus \theta''_2),$$

for some substitution $\beta$. Hence,

$$G\theta = G(\eta_1 \ominus \eta_2) = G(\theta''_1 \ominus \theta''_2)\gamma' = G\theta' \rho \beta \gamma'.$$

Now let $\gamma = \rho \beta \gamma'$. 

3. $G$ is $G_1 \otimes G_2$: Then, for $j = 1, 2$, $G_j$ has a $c_j$-derivation of rank $k_j$ with answer $	heta_j$, such that $k = \max(k_1, k_2)$, $c \leq c_1 \otimes c_2$, and $\theta = (\eta_1 \otimes \eta_2) G$, where $\eta_j$ is a variant of $\theta_j$ w.r.t. $G_j$. Since $B$ has the $DCP_k$, we can write $c = b_1 \oplus \cdots \oplus b_n$, where $b_i \in JIR(B)$, for $1 \leq i \leq n$. Hence, $b_i \leq c_1 \otimes c_2$. Also, by the inductive hypothesis, $G_j$ has a $c_j$-$JIR$-proof with answer $\theta'_j$, such that $G_j \theta_j = G_j \theta'_j \gamma_j$, for some substitution $\gamma_j$ ($j = 1, 2$). Now, by Lemma 4.16, for each $b_i$, we have $b_i \leq c_i$ for $j = 1, 2$, and by Lemma 7.16, $G_j$ has a $b_i$-$JIR$-proof with answer $\theta'_j$. Let $\theta''_i$ be a variant of $\theta'_j$ w.r.t. $G_j$, such that $\text{wrange}(\theta''_j)$ is disjoint from $\text{vars}(G)$ and from $\text{dom}(\eta_j)$. Hence, by Lemma 5.20, $\theta''_1 \otimes \theta''_2$ exists and furthermore, there is a substitution $\gamma'$ such that $\eta_1 \otimes \eta_2 = (\theta''_1 \otimes \theta''_2) \gamma'$. Let $\theta' = (\theta''_1 \otimes \theta''_2) G$. Then $G$ has a $b_i$-$JIR$-proof with answer $\theta'$ such that $G \theta = G \theta' \gamma'$. Hence, by an argument similar to the previous case, $G$ has a $c$-$JIR$-proof with answer $\theta'$ such that $G \theta = G \theta' \gamma$, for some substitution $\gamma$.

4. $G$ is $G_1 \vee G_2$: This case is the dual of the case for $G = G_1 \land G_2$. 

Lemma 7.18 Let $B$ be a distributive bilattice with the $DCP_k$. Let $P$ be a normalized program over $B$ and $G$ a normalized goal. Suppose that $c \in JIR(B)$. If $G$ has a $c$-$JIR$-proof with answer $\theta$, then $G$ has a $c$-derivation with answer $\theta$.

Proof: The result is proved by induction on the rank $k$ of the $c$-$JIR$-proof for $G$.

Basis: ($k = 0$) Suppose that $G$ has a $c$-$JIR$-proof of rank 0 with answer $\theta$. Then $G = b$, for some $b \in B = \{\bot, \top\}$, such that $c \leq b$, and $\theta = \varepsilon$. Now, the result follows immediately from the definition of $c$-derivation.
**Induction:** Assume the result holds for \( c\)-\textsc{JIR}-proof of rank \( k \) and consider the case when \( G \) has a \( c\)-\textsc{JIR}-proof of rank \( k+1 \) with answer \( \theta \). We must consider the following cases.

1. **\( G \) is an atom:** Since \( G \) has a \( c\)-\textsc{JIR}-proof of rank \( k+1 \) with answer \( \theta \), \( P \cup \{G\} \) has an SLDK-tree with at least one leafnode \( G' \) which has a \( c\)-\textsc{JIR}-proof of rank \( k \) with answer \( \theta' \). Moreover, \( \theta = (\sigma_1 \cdots \sigma_n \theta')_G \), where \( \sigma_1, \cdots, \sigma_n \) are the substitutions associated with the edges along the path from \( G \) to \( G' \). By the inductive hypothesis, \( G' \) has a \( c\)-derivation with answer \( \theta' \). Clearly, by the definition of \( c\)-derivation, \( G \) has a \( c\)-derivation with answer \( \theta \).

2. **\( G \) is \( \neg G' \):** Then \( G' \) has a \( b\)-\textsc{JIR}-proof of rank \( k \) with answer \( \theta \), for some \( b \in \mathcal{B} \), such that \( \neg b = c \). By the inductive hypothesis, \( G' \) has a \( b\)-derivation with answer \( \theta \). Clearly, by the definition, \( G \) has a \( c\)-derivation with answer \( \theta \).

3. **\( G \) is \( G_1 \land G_2 \):** There are two subcases.
   
   (a) \( c \in \text{\textsc{JIR}}^+(\mathcal{B}) \): Then, for \( i = 1, 2 \), \( G_i \) has a \( c\)-\textsc{JIR}-proof of rank \( k_i \) with answer \( \theta_i \), such that \( k = \max(k_1, k_2) \), and \( \theta = (\theta'_1 \odot \theta'_2)_G \), where \( \theta'_1 \) is a variant of \( \theta_i \) w.r.t. \( G_i \). By the inductive hypothesis, \( G_i \) has a \( c\)-derivation with answer \( \theta_i \). Since \( c = c \land c \), \( G = G_1 \land G_2 \) has a \( c\)-derivation with answer \( (\theta'_1 \odot \theta'_2)_G = \theta \).

   (b) \( c \in \text{\textsc{JIR}}^-(\mathcal{B}) \): Then \( G_1 \) or \( G_2 \) (say \( G_1 \)) has a \( c\)-\textsc{JIR}-proof of rank \( k \) with answer \( \theta \). Hence, by the inductive hypothesis, \( G_1 \) has a \( c\)-derivation with answer \( \theta \). On the other hand, \( G_2 \) has a \( \bot\)-derivation with answer \( \varepsilon \). Now, since \( c \in \text{\textsc{JIR}}^-(\mathcal{B}) \), \( c = c \land \bot \). Hence, \( G = G_1 \land G_2 \) has a \( c\)-derivation with answer \( \theta \).
4. \( G \) is \( G_1 \vee G_2 \) : This case is the dual of the case when \( G = G_1 \land G_2 \).

5. \( G \) is \( G_1 \otimes G_2 \) : The proof of this case is similar to part 3(a).

We are now in a position to state our main result in this section, showing the correspondence between the two bilattice-based procedural semantics.

**Theorem 7.19** Let \( B \) be a distributive bilattice which has the DCP\(_k\). Let \( P \) be a normalized program over \( B \) and \( G \) a normalized goal. Suppose that \( c \in B \).

1. If \( G \) has a \( c \)-proof with answer \( \theta \), then \( G \) has a \( c \)-JIR-proof with answer \( \theta' \), such that \( G\theta = G\theta'\gamma \), for some substitution \( \gamma \); and

2. If \( G \) has a \( c \)-JIR-proof with answer \( \theta' \), then \( G \) has a \( c \)-proof with answer \( \theta' \).

**Proof:**

1. Suppose that \( G \) has a \( c \)-proof with answer \( \theta \). Then \( G \) has a \( c_i \)-derivation of rank \( k \), with answer \( \theta_i \), for \( i \leq i \leq n \), where \( c = c_1 \oplus \cdots \oplus c_n \), and \( \theta = (\exists \{\theta_1, \ldots, \theta_n\})_G \). Then, by Lemma 7.17, for each \( i \), \( G \) has a \( c_i \)-JIR-proof with answer \( \sigma_i \), such that \( G\theta_i = G\sigma_i \gamma_i \), for some substitution \( \gamma_i \).

By the definition of JIR-proof, for each \( i \) and for every \( j \) (1 \( \leq j \leq m_i \)), \( G \) has a \( c'_i \)-proof with answer \( \sigma'_i \), such that \( c_i = c'_1 \oplus c'_2 \oplus \cdots \oplus c'_m \), where \( c'_i \in JIR(B) \), and \( \sigma_i = (\exists \{\sigma'_i | 1 \leq j \leq m_i\})_G \). Clearly,

\[ c = c'_1 \oplus \cdots \oplus c'_m \oplus \cdots \oplus c'_1 \oplus \cdots \oplus c'_n. \]

Now, in order to obtain an irredundant representation of \( c \) we may need to throw out some of the \( c'_i \). However, it can be easily verified that for any set
$S$ of unifiable idempotent substitutions and any $S' \subseteq S$, $\circ S' \subseteq \circ S$. Hence, by Lemma 5.12 and by the definition of JIR-proof, $G$ has a c-JIR-proof with answer $\theta'$ such that, for some substitution $\beta$,

$$G\theta'\beta = G(\circ\{\sigma_1^1, \ldots, \sigma_1^{m_1}, \ldots, \sigma_n^1, \ldots, \sigma_n^{m_n}\}).$$

Now, to complete the proof, we must show that for some substitution $\gamma$, $G\theta = G\theta'\gamma$.

First we observe that by selecting the answers $\sigma_i$ to be appropriate variants w.r.t. $G_i$, we can guarantee that $\text{range}(\sigma_i)$ is disjoint from $\text{vars}(G_i)$ and from $\text{dom}(\theta_i)$. Hence, by Lemma 5.20,

$$\circ\{\theta_1, \ldots, \theta_n\} = (\circ\{\sigma_1, \ldots, \sigma_n\})\gamma',$$

for some substitution $\gamma'$. Since by the unique renaming assumption we can guarantee that $\sigma_i$ ($i = 1, \ldots, n$) are idempotent, by Lemma 5.17 (associativity of $\circ$), for some substitution $\rho$,

$$\circ\{\sigma_1, \ldots, \sigma_n\} = \circ\{\sigma_1^1, \ldots, \sigma_1^{m_1}, \ldots, \sigma_n^1, \ldots, \sigma_n^{m_n}\} \rho.$$

Hence,

$$G\theta = G \circ\{\theta_1, \ldots, \theta_n\}$$

$$= G(\circ\{\sigma_1, \ldots, \sigma_n\})\gamma'$$

$$= G \circ\{\sigma_1, \ldots, \sigma_n\} = \circ\{\sigma_1^1, \ldots, \sigma_1^{m_1}, \ldots, \sigma_n^1, \ldots, \sigma_n^{m_n}\} \rho\gamma'$$

$$= G\theta'\beta \rho\gamma'.$$

Now let $\gamma = \beta \rho\gamma'$. 
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2. Suppose that \( G \) has a \( c \)-JIR-proof with answer \( \theta' \). Then \( G \) has a \( c_i \)-JIR-proof with answer \( \theta_i \), such that \( \theta' = (\ominus \{ \theta_1, \ldots, \theta_n \})_G \), and \( c = c_i \ominus \cdots \ominus c_n \), where \( c_i \in \text{JIR}(B) \). Now, by Lemma 7.18, \( G \) has a \( c_i \)-derivation of rank \( k_i \) with answer \( \theta_i \). By the definition of \( c \)-proof, \( G \) has a \( c \)-proof with answer \( \theta' \).  

Theorem 7.19 implies a completeness theorem for the join-irreducible procedural semantics as a corollary of the Completeness Theorem for the generalized procedural semantics presented earlier (Theorem 7.12).

**Theorem 7.20 (Join-Irreducible Completeness)** Let \( B \) be a distributive bilattice with DCP\(_k\), and \( b \in B \). Let \( P \) be a normalized program and \( G \) a normalized goal. Suppose \( \theta \) is a substitution for the variables of \( G \). If \( (\Phi_P \uparrow \omega)(G\theta) \succeq b \), then \( G \) has a \( b \)-JIR-proof with answer \( \sigma \), such that \( G\theta = G\sigma\gamma \), for some substitution \( \gamma \).

**Proof:** Suppose that \( (\Phi_P \uparrow \omega)(G\theta) \succeq b \), then by Theorem 7.12 \( G \) has a \( b \)-proof with answer \( \sigma' \) such that \( G\theta = G\sigma'\gamma' \), for some substitution \( \gamma' \). Now, by Theorem 7.19, \( G \) has a \( b \)-JIR-proof with answer \( \sigma \) such that \( G\sigma' = G\sigma\gamma'' \), for some substitution \( \gamma'' \). Now:

\[
G\theta = G\sigma'\gamma' = G\sigma\gamma''\gamma' = G\sigma\gamma, 
\]

where \( \gamma = \gamma''\gamma' \).
CHAPTER 8. CONCLUSIONS

Many domain problems in Artificial Intelligence require representation of knowledge which is uncertain, approximate, incomplete, or even contradictory. Realization of this fact has been the motivation behind a great deal of literature concerned with the formalization of revisable reasoning by relying on non-classical logics. First-order predicate calculus, itself, has been found not to be completely satisfactory because of its all or nothing nature; statements can be only be true or false. Naturally, this problem is extended to traditional logic programming languages, since they use the machinery of first-order logic. For example, the only natural way to deal with uncertainty in Prolog, is to predefine a fixed set of terms and explicitly pattern match for them through the unification process.

Yet, logic programming provides a natural and declarative framework for knowledge representation as well as inference mechanism in many AI applications. Thus, it is desirable to construct logic programming systems that can adequately deal with the type of commonsense reasoning involved in many AI problem domains. One way that this issue has manifested itself has been in a variety of approaches to provide appropriate semantics for negation in logic programs. Another, has been the use of non-classical logics such as three-valued logics, intuitionistic logics, probabilistic logics, and modal logics as the underlying framework for logic programming. In this
work, we have presented a generalized framework for knowledge-based logic programming which can model, as special cases, many useful logics, such as those mentioned above. This generalized framework for both the declarative and the procedural semantics of logic programs, is made possible by relying on algebraic properties of bilattices which combine the truth and knowledge components on a space of truth values. Similar frameworks have been studied by Ginsberg [24] (in the context of truth maintenance systems and by Fitting [18] (in the context of logic programming).

The present work sets forth a natural procedural semantics for knowledge-based logic programs which takes full advantage of the bilattice properties, particularly, for the class of distributive bilattices whose knowledge ordering has the descending chain property. Furthermore, the procedural semantics has been specified according to a parallel computation model for evaluation of queries by making full use of the natural properties of the bilattice operators and incorporating the notion of substitution unification. It is hoped that the generalized framework presented here can serve as the basis for implementing a flexible logic programming language which can be found useful in a variety of AI applications without suffering from the aforementioned shortcomings of standard logic programming languages. In the following we will summarize some of the most important results in this work and discuss some ideas for future extensions and further research.

The main contribution of this work to the theory of bilattices is the analysis of the extension of the lattice theoretic results on join-irreducible elements to the realm of bilattices. Birkhoff's representation theorem for distributive bilattices (see Theorem 2.23) shows the importance of join-irreducible elements as a characteristic set of elements in a lattice. It turns out that join-irreducible elements play a very
similar role in distributive bilattices. Since we are mainly interested in using bilattice elements in the context of semantics for knowledge-based logic programs, we focus our attention on k-join-irreducible elements. In particular, Lemma 4.14 provides a characterization of the k-join-irreducible elements of a bilattice in terms of the join-irreducible elements of the underlying lattice structures. The most important result of Chapter 4 is Lemma 4.17 which provides the basis for the subsequent development of the generalized knowledge-based procedural semantics. It must be noted that it is possible to provide further characterizations of the join-irreducible elements in a distributive bilattice based on the notions of filters and ideals of lattices. Evidence of this is provided by the fact that the set of negative k-join-irreducible elements in a distributive bilattice $B$, $JIR_k(B)$, is, in fact, the principle ideal generated by the element $false$ (minus the bottom element), and the set $JIR_k^{+}(B)$ is the principle ideal generated by the element $true$. Based on these ideas, it seems possible to specify a representation theorem similar to Birkhoff’s theorem for distributive bilattices. Considering the principle truth filters and truth ideals in such bilattices can shed further light on the relationships between the knowledge and truth components of the join irreducible truth values.

While both Ginsberg [24] and Fitting [18, 19] consider various types of bilattices and the relationships among various categories of bilattice elements, it seems that it is the join-irreducible characterization of distributive bilattices provides the best results in the development of more natural semantics for logic programming languages.

In order to provide a parallel computation model for our procedural semantics we have used the notion of substitution unification. Substitution unification ensures the consistency of bindings obtained for shared variables during independent compu-
tations of subgoals. Similar ideas have been studied in the literature, such as the notion of reconciliation [26] and that of parallel composition [38]. But, these approaches invariably use expression-based systems of equations and identify the desired substitutions by the solutions to these systems of equations. In a manner of speaking, this treatment hides some of the interesting algebraic properties of substitution unifiers.

We fully develop these properties in an equation or expression independent manner. However, for the purpose of logic programming semantics, all of these approaches are equivalent. In particular, in Lemma 5.11 we showed that the substitution unification of two idempotent substitutions is in fact the least upper bound of the two substitutions (according to the usual ordering of substitutions). This result is also obtained by Palamidessi in [38], indicating that the notions of parallel composition and substitution unification are equivalent when restricting our attention to the lattice of idempotent substitutions.

However, our treatment of substitution unification is not restricted to idempotent substitutions and thus we have been able to consider many of its more general properties which are useful in their own right. It would be interesting to further explore the relationships between these two treatments as parts of each make useful contributions to the theory of unification. For example, as pointed out in [33], the fact that the substitution unification is the least upper bound in the lattice of idempotent substitutions, gives us some of the useful properties for free. These include idempotence and associativity (see Lemma 5.18).

In Chapter 6 we considered a special case of our join-irreducible procedural semantics which was subsequently extended to arbitrary distributive bilattices with the descending chain property. The four-valued case deserves special attention since
it illustrates the utility of the proposed semantics in several respects.

The four-valued case represents a minimalistic logic programming system which resolves some of the problems we previously discussed in classical logic programming. In particular, the system is well suited for many AI application domains since it can effectively deal with incomplete or contradictory information. This is especially evident in the context of distributed deductive knowledge bases, where the information is obtained at different sites and independently. Furthermore, due to the emphasis on knowledge rather than truth, as we saw earlier, the semantic problems associated with negation are no longer present. Yet, the four-valued case is strong enough to subsume all of the machinery of first-order and three-valued logic programs.

In the context of this four-valued knowledge-based logic programming system, we also considered the incorporation of the knowledge-base version of Closed World Assumption. The Closed World Soundness and Completeness Theorems showed that, contrary to the classical logic programs, incorporation of this rule into the semantics does not lead to incompleteness.

The Closed World semantics, however, does suffer from a serious shortcoming. In order to obtain negative information about a goal (to obtain a cw-refutation), one must guess the answer. This answer is applied to the goal before the goal is evaluated. It is possible to do better than this by using a concept of non-unification, as described below.

As noted above, the incorporation of the CWA into the semantics introduces an asymmetry between the notions of success and failure. This problem can be remedied by allowing the system to return a substitution, as the answer for a refutation, witnessing the fact that the goal does not unify with the head of any clause. We call
such a substitution a non-unifier. However, since in general there may be infinitely many most general non-unifiers of two expressions, we would like to use certain type of substitution schemes in order to represent these non-unifiers in a finite manner. This points to an area in which the present work is continuing.

It must be noted, however, that one of the main motivations of CWA comes from the area of deductive databases where the programs are primarily function-free. In the absence of function symbols, there are only finitely many non-unifiers that need to be considered. Thus, in the context of a deductive database system based on the four-valued bilattice, the notion of non-unifiers should be sufficient to constructively obtain answers to refutations when evaluating a query.

This situation constitutes a substantial improvement over the traditional logic programming systems which incorporate Negation as Failure. In general, since Negation as Failure cannot be performed on nonground subgoals, bindings can only be obtained by successful calls of positive literals. Negative calls never create bindings; they only succeed or fail. Thus Negation as Failure is purely a test and cannot be used to obtain answers in the query evaluation process.

Another related issue which deserves further study is the possibility of incorporating a generalized version of the CWA in the generalized semantics given in Chapter 7 (discussed further below) for arbitrary distributive bilattices. In this context, for instance, the system could obtain a \( b \)-proof for an atom \( A \), if \( A \) does not unify with the head of any clause. In this manner, the default truth value will not be false, but some other element \( b \) in the bilattice. One interesting possibility here is to annotate each predicate symbol with a truth value from the bilattice. Presumably, this annotation will determine what the default value of an atom will be if it does not
unify with the head of any clause (in other words, when no information is available about that atom). The generalization of the CWA in this manner will be an area of future research.

Finally, in Chapter 7 we generalize the ideas presented for the four-valued case. In particular, the operational semantics is generalized to an arbitrary distributive bilattice. We introduce the notion of a $b$-proof for each element of the bilattice except $\top$ and $\bot$. (In the 4-element case true-proofs coincide with proofs and a false-proofs with refutations.) We prove a soundness and completeness theorem for this procedural semantics, again with respect to the declarative fixpoint semantics (see Theorems 7.8 and 7.12).

The main results of this chapter, however, are the alternate procedural semantics which we obtain by restricting attention to the $k$-join-irreducible elements of the distributive bilattice. It is the join-irreducible semantics which is, in fact, the generalization of the procedural semantics given for the four-valued case. We show that, for a large class of distributive bilattices, namely those with the descending chain property, the two versions of the procedural semantics are, in fact, equivalent. This result is established in Theorem 7.19. Theorem 7.19, thus, implies a completeness theorem for the join-irreducible procedural semantics as a corollary of the Completeness Theorem for the generalized procedural semantics presented earlier.

The join-irreducible procedural semantics, thus, provides a generalized operational model which can serve as the basis for efficient implementation of knowledge-based logic programming languages. The actual implementation of a logic programming language based on the ideas presented here, however, remains an area in which the present work will hopefully continue.
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