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Clustering next generation sequencing reads is an important first step for many amplicon datasets Knight et al. [18]. What’s more, errors generated during gene sequencing, such as Illumina sequencing, can be addressed by clustering sequences into OTUs ([8][23]).

Methods to group similar observations in datasets are widely developed in statistics. The k-means algorithms (Lloyd’s [20]; MacQueen [21]; Hartigan’s algorithm [12]; Hartigan and Wong [13]) and centroid-based hierarchical clustering Guha, Rastogi, and Shim [10] are widely used for clustering, but they can only be used for numerical observations. For categorical datasets, these methods are not suitable. Many methods have been proposed for clustering categorical data ([7][9][11][14][16]). The method proposed by Guha, Rastogi, and Shim [11] uses the number of common neighbors (a pair of points are neighbors if the value given by the distance/similarity function is greater than a user defined threshold) shared by two points as clustering criterion, where all pairwise neighbors are involved, being computationally costly. Similarly, the hierarchical clustering proposed by Gowda and Diday [9] is hard to implement for large datasets due to the need to compute all pairwise distances. The k-modes algorithm proposed by Huang [16] is similar to k-means (MacQueen [21]). Rather than finding the mean of each cluster, its centers are defined as the modes. The objective function is the sum of Hamming distances between the observations and their assigned cluster centers. The proposed optimization algorithm assigns each observation to its closest center then update the center to be the mode at each coordinate and ends when no observation is transferred after a full pass through of all the observations.
While in the past few years, many scholars have proposed methods to cluster and denoise sequences ([1, 2, 5]). DADA2 [2] is a divisive algorithm for denoising amplicon data. It first dereplicates the input reads as a list of unique sequences and their abundances, then performs an iterative partitioning algorithm by testing whether each unique sequence is explained by the current model, and prioritizing for new clusters those unique sequences with smallest p-values.

Few of the existing methods took advantage of quality scores which are associated with the probability of error in the reads [4]. Quality scores are most often used during data pre-processing, e.g. to remove reads with high error probabilities, but then they are often ignored. However, quality scores important information that may improve clustering results. Qcluster proposed by Comin, Leoni, and Schimd [4] extends some D-type similarity measure statistics proposed by Wan et al. [25], Reinert et al. [24] that take quality scores into consideration. They incorporate quality scores to define the probability of a word \( w \) at position \( i \) of a read is correct, and use the sum of probabilities of all the occurrences of \( w \) to redefine the D-type similarity statistics between reads. Qcluster then performs k-means to cluster the reads based on the similarity statistics.

This article describes a practical, unsupervised hard clustering method for massive amplicon sequence datasets which take the quality scores into consideration. We adapted the k-means algorithms (Lloyd’s [20], MacQueen [21], Hartigan’s algorithm [12]) to maximize the discrete indicator variables that assign each observation to one of \( K \) clusters. Particularly, we compared the performance of our algorithms in terms of speed and accuracy on simulated and real datasets. We also compare our method to DADA2 [2], another model-based amplicon read clustering method.
1. Methodology

1.1. Model. Consider an amplicon sequence dataset comprising $n$ single-end reads $\mathcal{R} = \{r_1, r_2, \ldots, r_n\}$, along with the quality score sequences $\mathcal{Q} = \{q_1, q_2, \ldots, q_n\}$, both of length $m$. The quality scores are discretized error probabilities. Usually $p_{ij} = 10^{-\left(\frac{q_{ij}-33}{m}\right)}$ is the approximate probability of an error at position $j$ of read $i$, and all probabilities for read $i$ are stored in vector $p_i$.

We consider the hard-clustering problem, where every read originates from a single cluster. Let $\mathbf{C} = (C_1, C_2, \ldots, C_n), C_i \in \{1, 2, \ldots, K\}$ be unobserved integers that indicate which of the $K$ source haplotypes generated each read. If we assume the quality scores are correct assessments of the error probability, then the $i$th read $r_i$ is sampled from distribution

$$f(r_i) = \sum_{k=1}^{K} \mathbb{1}\{C_i = k\} \phi_k(r_i; h_k, p_i),$$

where $\phi_k(r_i; h_k, p_i)$ is the probability of generating the $i$th observation from the $k$th cluster, given the $k$th haplotype sequence $h_k = (h_{k1}, h_{k2}, \ldots, h_{km})$ and the computed error probabilities $p_i$. The log likelihood is

$$l(C, \mathcal{H}, \theta | \mathcal{R}) = \sum_{i=1}^{n} \ln \left[ \sum_{k=1}^{K} \mathbb{1}\{C_i = k\} \phi_k(r_i; h_k, p_i) \right].$$

If we further assume that sites are independent and assume all substitutions are equally likely when there has been an error, the likelihood of the $i$th read $r_i$ given $C_i = k$ reduces to

$$\phi_k(r_i; h_k) = \prod_{j=1}^{m} (1 - p_{ij})^{1\{r_{ij}=h_{kj}\}} \left(\frac{p_{ij}}{3}\right)^{1\{r_{ij}\neq h_{kj}\}}.$$
1.2. **Algorithms.** The proximity of the required optimization to the $k$-means problem \[26\] suggests algorithms designed for that purpose may work well. Three $k$-means algorithms (Lloyd’s \[20\]; MacQueen \[21\]; Hartigan and Wong \[13\]) can be generalized to fit our model.

1.2.1. **Lloyd’s Algorithm.** Lloyd’s algorithm \[20\] prescribes alternating updates of the haplotypes $H$ with updates of the cluster assignments $C$.

1. At iteration $t$, we maximize the likelihood over the cluster indicators as

$$C_i^{(t)} = \arg \max_k \phi_k(r_i; h_k),$$

an $O(Kmn)$ operation. When there is a tie, we prioritize the cluster $k$ with a lower rank, i.e. smaller $k$.

2. For site $j$ in cluster $k$, we find the most likely haplotype nucleotide as

$$h_{kj}^{(t)} = \arg \max_{N \in \{A,C,G,T\}} \sum_{i=1}^{n} \mathbb{1} \{C_i^{(t)} = k\} \left[ \mathbb{1} \{r_{ij} = N\} \ln(1 - p_{ij}) + \mathbb{1} \{r_{ij} \neq N\} \ln \left( \frac{p_{ij}}{3} \right) \right],$$

an $O(4Kmn)$ operation. We define an order of nucleotides $\{A < C < G < T\}$, such that the haplotype is updated to the lower rank nucleotide if there is a tie.

3. Repeat from Step 1 until there is no change in either step.

We propose some adjustments to the algorithm to increase computational efficiency. We precalculate $p_{ij} = 10^{-\left(\frac{n_j - 33}{10}\right)}$ first. Then to reduce the complexity of Step 1 to less than $O((m + K)n)$ and Step 2 to less than $O(n + 4Km)$, we first allocate $O(2nm)$ space to store $d_{ij} := \ln(1 - p_{ij})$ and $e_{ij} := \ln \left( \frac{p_{ij}}{3} \right)$ for $1 \leq i \leq n$ and $1 \leq j \leq m$, saving repeated calculations of the log. The cost is a one-time $O(jn)$ calculation. The benefit depends on the cost of the implementation of $\ln()$. For Step 2 allocate $e_{kjN}$ in $O(4Km)$ space for each $1 \leq k \leq K$, $1 \leq j \leq m$ and $N \in \{A,C,G,T\}$ and initialize it to

$$e_{kjN} = \sum_{i=1}^{n} \mathbb{1} \{C_i^{(t)} = k\} \left[ \mathbb{1} \{r_{ij} = N\} \ln(1 - p_{ij}) + \mathbb{1} \{r_{ij} \neq N\} \ln \left( \frac{p_{ij}}{3} \right) \right],$$
at a one-time \(O(4Kmn)\) cost. When \(C_i^{(t)}\) changes from cluster \(l\) to \(k\) in Step 1 then the updates are

\[
e_{kjN} = e_{kjN} + \mathbb{1}\{r_{ij} = N\} \ln(1 - p_{ij}) + \mathbb{1}\{r_{ij} \neq N\} \ln \left(\frac{p_{ij}}{3}\right)
\]

\[
e_{ljN} = e_{ljN} - \mathbb{1}\{r_{ij} = N\} \ln(1 - p_{ij}) - \mathbb{1}\{r_{ij} \neq N\} \ln \left(\frac{p_{ij}}{3}\right),
\]

at less than \(O(n)\) cost. Step 2 now requires less than \(O(n + 4Km)\) calculations. For Step 1 allocate \(O(nK)\) space to store \(v_{ik} := \ln \phi_k(r_i; h_k)\) with a one-time setup cost of \(O(Kmn)\). If \(h_k\) is updated in Step 2 then set

\[
v_{ik}^{(t)} = \ln \phi_k(r_i; h_k^{(t)}),
\]

for all \(1 \leq i \leq n\) at \(O(mn)\). Otherwise, \(v_{ik}^{(t)} = v_{ik}^{(t-1)}\). (Note: It is not necessary to store \(v_{ik}^{(t)}\) and \(v_{ik}^{(t+1)}\).) The cost of Step 1 is now reduced to \(O((m + K)n)\). Moreover, set \(v_{ik}' = v_{ik}^{(t-1)}\).

If \(h_{kj}^{(t)}\) is updated in Step 2 update

\[
v_{ik}' = v_{ik} + \mathbb{1}\{r_{ij} = h_{kj}^{(t)}\} \left[\ln(1 - p_{ij}) - \ln \left(\frac{p_{ij}}{3}\right)\right] + \mathbb{1}\{r_{ij} \neq h_{kj}^{(t)}; r_{ij} = h_{kj}^{(t-1)}\} \left[\ln \left(\frac{p_{ij}}{3}\right) - \ln(1 - p_{ij})\right]
\]

for all \(1 \leq i \leq n\). Once \(j = m\), then \(v_{ik}^{(t)} = v_{ik}'\). The operations of updating \(v_{ik}\) are further reduced to \(O(mhn)\), where \(m_h \leq m\) are the number of sites where \(h_k\) is updated.
Lloyd’s Algorithm: Initialization

**Data:** Amplicon sequence dataset $R$ of size $n \times m$; Haplotype sequences $H^{(0)}$ of size $K \times m$.

**Result:** Reads assignment $C_i$; Updated haplotypes $H$.

/* initialize log probabilities to zero */
for $k = 1, \ldots, K$ do
  for $j = 1, \ldots, m$ do
    for $N \in \{A, C, G, T\}$ do
      $e_{kjN} = 0$;
    for $i = 1, \ldots, n$ do
      $v_{ik} = 0$;

/* compute log read probabilities for each cluster */
for $i = 1, \ldots, n$ do
  for $k = 1, \ldots, K$ do
    $v_{ik} = \ln \phi_k(r_i; h^{(0)}_k)$;
  $C_i = \arg \max_{k=1,\ldots,K} v_{ik}$;

/* update log probability of nucleotide */
for $k = 1, \ldots, K$ do
  for $j = 1, \ldots, m$ do
    for $N \in \{A, C, G, T\}$ do
      if $N = r_{ij}, C_i = k$ then
        $e_{kjN} = e_{kjN} + \ln (1 - p_{ij})$;
      else
        $e_{kjN} = e_{kjN} + \ln \left( \frac{p_{ij}}{3} \right)$;
  $h_{kj} = \arg \max_{N \in \{A, C, G, T\}} e_{kjN}$;
### Lloyd’s Algorithm

Iteration $t = 2, \ldots$

for $i = 1, \ldots, n$ do
  for $k = 1, \ldots, K$ do
    if $h^{(t)}_{kj} \neq h^{(t-1)}_{kj}$ then
      $$v_{ik} = v_{ik} + \mathbb{1} \left\{ r_{ij} = h^{(t)}_{kj} \right\} \left( \ln(1 - p_{ij}) - \ln \left( \frac{p_{ij}}{3} \right) \right) +$$
      $$\mathbb{1} \left\{ r_{ij} \neq h^{(t)}_{kj}, r_{ij} = h^{(t-1)}_{kj} \right\} \left( \ln \left( \frac{p_{ij}}{3} \right) - \ln(1 - p_{ij}) \right);$$

  $C_i^{(t)} = \arg \max_k v_{ik};$

  if $C_i^{(t)} \neq C_i^{(t-1)}$ then
    Let $l = C_i^{(t-1)}, k = C_i^{(t)};$
    for $j = 1, \ldots, m$ do
      for $N \in \{A, C, G, T\}$ do
        $e_{kjN} = e_{kjN} + \mathbb{1} \left\{ r_{ij} = N \right\} \ln(1 - p_{ij}) + \mathbb{1} \left\{ r_{ij} \neq N \right\} \ln \left( \frac{p_{ij}}{3} \right);$  
        $e_{ljN} = e_{ljN} - \mathbb{1} \left\{ r_{ij} = N \right\} \ln(1 - p_{ij}) - \mathbb{1} \left\{ r_{ij} \neq N \right\} \ln \left( \frac{p_{ij}}{3} \right);$

  for $k = 1, \ldots, K$ do
    for $j = 1, \ldots, m$ do
      for $N \in \{A, C, G, T\}$ do
        if $N = r_{ij}, C_i = k$ then
          $e_{kjN} = e_{kjN} + \ln(1 - p_{ij});$
        else
          $e_{kjN} = e_{kjN} + \ln \left( \frac{p_{ij}}{3} \right);$

  $h^{(t)}_{kj} = \arg \max_{N \in \{A, C, G, T\}} e_{kjN};$

---

1.2.2. *MacQueen’s Algorithm.* MacQueen [21] suggested a slight modification on Lloyd’s algorithm: update the affected haplotypes in $\mathcal{H}$ after every change to $C$. Hence, the computation cost differs mainly during iteration.

In the initialization stage, we use the same method as in Lloyd’s algorithm, except that at the end we need to update $v_{ik}$. In the iteration stage, we loop through all the observations $r_i$. If read $r_i$’s assignment $C_i^{(t)}$ changes from cluster $l$ to $k$, we update $e_{kjN}$ and $e_{ljN}$ as what we did for Lloyd’s algorithm at a $O(4m)$ cost. Then if the haplotypes $h_{kj}$ and $h_{lj}$
changed, we update $v_{ik}$ and $v_{ij}$ using Step 3 at $O(nm)$ cost. Hence the entire cost for the iteration step of MacQueen is $O(2(4+n)mn)$. It is much faster than Lloyd’s since while we are looping $i$, we update centroids as well.

**Macqueen’s Algorithm:** Initialization

**Data:** Amplicon sequence dataset $R$ of size $n \times m$; Haplotype sequences $H^{(0)}$ of size $K \times m$.

**Result:** Reads assignment $C_i$; Updated haplotypes $H$.

/* initialize log probabilities to zero */

for $k = 1, \ldots, K$ do
  for $j = 1, \ldots, m$ do
    for $N \in \{\text{A, C, G, T}\}$ do
      $e_{kjN} = 0$;

/* compute log read probabilities for each cluster */

for $i = 1, \ldots, n$ do
  for $k = 1, \ldots, K$ do
    $v_{ik} = \ln \phi_k(r_i; h_k^{(0)})$;
    $C_i = \arg \max_{k=1,\ldots,K} v_{ik}$;

/* update log probability of each cluster, position, haplotype nucleotide */

for $j = 1, \ldots, m$ do
  for $N \in \{\text{A, C, G, T}\}$ do
    $e_{C_{ij}N} = e_{C_{ij}N} + \mathbb{1}\{r_{ij} = N\} \ln(1 - p_{ij}) + \mathbb{1}\{r_{ij} \neq N\} \ln \left(\frac{p_{ij}}{3}\right)$;

/* compute most likely haplotype nucleotides and update $v_{ik}$ */

for $k = 1, \ldots, K$ do
  for $j = 1, \ldots, m$ do
    $h_{kj}^{(1)} = \arg \max_{N \in \{\text{A, C, G, T}\}} e_{kjN}$;
    if $h_{kj}^{(1)} \neq h_{kj}^{(0)}$ then
      for $i = 1, \ldots, n$ do
        $v_{ik} = v_{ik} + \mathbb{1}\{r_{ij} = h_{kj}^{(1)}\} (\ln(1 - p_{ij}) - \ln \left(\frac{p_{ij}}{3}\right)) +$
        $\mathbb{1}\{r_{ij} \neq h_{kj}^{(1)}, r_{ij} = h_{kj}^{(0)}\} (\ln \left(\frac{p_{ij}}{3}\right) - \ln(1 - p_{ij}))$;
Macqueen’s Algorithm: Iteration $t = 2, \ldots$

for $i = 1, \ldots, n$ do
\[
C_i^{(t)} = \arg \max_k v_{ik};
\]
if $C_i^{(t)} \neq C_i^{(t-1)}$ then
\[
\text{Let } l = C_i^{(t-1)}, k = C_i^{(t)};
\]
for $j = 1, \ldots, m$ do
\[
\begin{aligned}
&\text{for } N \in \{A, C, G, T\} \text{ do} \\
&\quad e_{kjN} = e_{kjN} + \mathbb{1} \{r_{ij} = N\} \ln(1 - p_{ij}) + \mathbb{1} \{r_{ij} \neq N\} \ln \left(\frac{p_{ij}}{3}\right); \\
&\quad e_{ijN} = e_{ijN} - \mathbb{1} \{r_{ij} = N\} \ln(1 - p_{ij}) - \mathbb{1} \{r_{ij} \neq N\} \ln \left(\frac{p_{ij}}{3}\right);
\end{aligned}
\]
for $p \in \{k, l\}$ do
\[
\begin{aligned}
&\quad h_p^{(t)} = \arg \max_{N \in \{A, C, G, T\}} e_{pjN}; \\
&\quad \text{if } h_p^{(t)} \neq h_p^{(t-1)} \text{ then} \\
&\quad \quad \text{for } i_1 = 1, \ldots, n \text{ do} \\
&\quad \quad \quad v_{i1p} = v_{i1p} + \mathbb{1} \{r_{i1j} = h_p^{(t)}\} \left(\ln(1 - p_{i1j}) - \ln \left(\frac{p_{i1j}}{3}\right)\right) + \\
&\quad \quad \quad \quad \mathbb{1} \{r_{i1j} \neq h_p^{(t)}, r_{i1j} = h_p^{(t-1)}\} \left(\ln \left(\frac{p_{i1j}}{3}\right) - \ln(1 - p_{i1j})\right);
\end{aligned}
\]

1.2.3. Hartigan and Wong Algorithm. Hartigan’s algorithm \cite{12} improves on Lloyd’s and MacQueen’s algorithms by only assigning the $i$th read $r_i$ to a new cluster if the objective function is guaranteed to improve. In particular, it takes into account any change in $H$ that will occur as a result of the move and makes sure that, even with this change, the value of the objective function will still improve. Lloyd’s \cite{20} and MacQueen’s \cite{21} algorithms do not consider any change that will occur to $H$. Hartigan and Wong \cite{13} additionally define a “live” set to decide when to terminate the algorithm and to avoid unnecessary calculations. A cluster $k$ is no longer a “live” set only after a full cycle of the observations is made and none of them moved to or from $k$. 

9
In our context, the initialization stage is the same as Lloyd’s, except we additionally initialize live set $\text{live}[k] = n + 1$ at $O(K)$ cost. If $i \leq \text{live}[C_t]$, then $r_i$ is in a live cluster, and the following iteration phase will consider moving $r_i$ to any clusters. Otherwise, the next iteration will only loop through the clusters $k$ such that $\{k : \text{live}[k] \geq i, k = C_t\}$.

Additionally, if we decide to move $r_i$ from cluster $k$ to $l$, we update $\text{live}[k] = \text{live}[l] = n + 1 + i$. Then, after a full cycle of the observations, we deduct $n$ from $\text{live}[k]$. The live set concept reduce the computational time since sometimes the loop over $K$ is less than $O(K)$ cost. During the iteration step, for a particular read $r_i$, we loop through every live cluster $k$. Then, we first decide the new haplotype $h_k$ after moving $r_i$ out of its current assigned cluster $C_t$ or to another cluster $k$ by computing $e_{k_t n}$ at $O(4m)$ cost. To check which cluster could improve the objective function (1) the most, we only need to compute the differences of the log probabilities brought by the changed position $j$ of the affected haplotypes $h_k$. Set $\text{diff}_k = \text{diff}_k^{(t-1)}$. If $h_{kj}$ is updated, we first initialize the differences as:

$$
\text{diff}^{t}_{k} = \text{diff}^{t-1}_{k} + \{1 \{r_{ij} = h_{kj}^{(t)}\} \ln(1 - p_{ij}) + \{1 \{r_{ij} \neq h_{kj}^{(t)}\} \ln \left(\frac{p_{ij}}{3}\right), k \neq c_{t-1}^{(-1)}
$$

$$
\text{diff}^{t}_{c_{t-1}} = \text{diff}^{t-1}_{c_{t-1}} - \{1 \{r_{ij} = h_{c_{t-1,ij}}^{(t-1)}\} \ln(1 - p_{ij}) - \{1 \{r_{ij} \neq h_{c_{t-1,ij}}^{(t-1)}\} \ln \left(\frac{p_{ij}}{3}\right)
$$

at $O(m)$ cost. Then for the other observations with in cluster $k$, update the difference as:

$$
\text{diff}^{t}_{k} = \text{diff}^{t}_{k} + \{1 \{r_{ij} = h_{kj}^{(t)}\} \left[\ln(1 - p_{ij}) - \ln \left(\frac{p_{ij}}{3}\right)\right]
$$

$$
+ \{1 \{r_{ij} \neq h_{kj}^{(t)}, r_{ij} = h_{kj}^{(t-1)}\} \left[\ln \left(\frac{p_{ij}}{3}\right) - \ln(1 - p_{ij})\right]\}
$$

at a cost much less than $O(mn)$. Additionally, we keep track of updated positions $j$ of the haplotypes and once we decide to transfer of read $r_i$ from its last assigned cluster $k$ to a new cluster $l$, we only update the changed position for those two haplotypes, which can reduce the cost to much less than $O(m)$. 
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HW’s Algorithm: Initialization

**Data:** Amplicon sequence dataset \( R \) of size \( n \times m \); Haplotype sequences \( H^{(0)} \) of size \( K \times m \); Error probability \( P \) of size \( n \times m \).

**Result:** Reads assignment \( C^{(0)}_i \); Updated haplotypes \( H \).

/* initialize conditional likelihoods \( e_{kjN} \) to 0 */

for \( i = 1, \ldots, n \) do

  /* find the closest haplotype for each observation */
  for \( k = 1, \ldots, K \) do
    \( v_{ik} = \ln \phi_k(r_i; h_k^{(0)}) \);
    \( C_i^{(0)} = \arg \max_{k=1,\ldots,K} v_{ik} \);

  /* update log probability of each cluster, position, haplotype nucleotide */
  for \( j = 1, \ldots, m \) do
    for \( N \in \{ A, C, G, T \} \) do
      \( e_{C_{ijN}} = e_{C_{ijN}} + \mathbb{I}\{r_{ij} = N\} \ln(1 - p_{ij}) + \mathbb{I}\{r_{ij} \neq N\} \ln \left( \frac{p_{ij}}{3} \right) \);

  /* Update the haplotypes and \( v_{ik} \) */
  for \( k = 1, \ldots, K \) do
    for \( j = 1, \ldots, m \) do
      \( h_{kj}^{(1)} = \arg \max_{N \in \{ A, C, G, T \}} e_{kjN} \);
    \( \text{live}[k] = n + 1 \);
**HW’s Algorithm:** Optimal transfer stage: repeat until there is no live set

for $i = 1, \ldots, n$ do
  if $i \leq \text{live}[C_i^{(t-1)}]$ then
    for $k = 1, \ldots, K$ do
      dif$_k = 0$;
      for $j = 1, \ldots, m$ do
        for $N \in \{A, C, G, T\}$ do
          if $k \notin \{C_i^{(t-1)}\}$ and $k \in K$ then
            $e_{kjN} = e_{kjN} + \{r_{ij} = N\} \ln(1 - p_{ij}) + \{r_{ij} \neq N\} \ln \left(\frac{p_{ij}}{3}\right)$;
          else
            $e_{kjN} = e_{kjN} - \{r_{ij} = N\} \ln(1 - p_{ij}) - \{r_{ij} \neq N\} \ln \left(\frac{p_{ij}}{3}\right)$;
          $h_{kj}^{(t)} = \arg\max_{N \in \{A, C, G, T\}} e_{kjN}$;
          if $k \neq C_i^{(t-1)}$ then
            dif$_k = \text{dif}_k + \{r_{ij} = h_{kj}^{(t)}\} \ln(1 - p_{ij}) + \{r_{ij} \neq h_{kj}^{(t)}\} \ln \left(\frac{p_{ij}}{3}\right)$;
          else
            dif$_k = \text{dif}_k - \{r_{ij} = h_{kj}^{(t)}\} \ln(1 - p_{ij}) - \{r_{ij} \neq h_{kj}^{(t)}\} \ln \left(\frac{p_{ij}}{3}\right)$;
          $h_{kj}^{(t)} = h_{kj}^{(t)}$;
        for $i_1 = 1, \ldots, i_1 \neq i, \ldots, n \in C_i^{(t-1)} = k$ do
          dif$_{C_i^{(t-1)}} = \text{dif}_{C_i^{(t-1)}} + \{r_{ij} = h_{kj}^{(t)}\} \left(\ln(1 - p_{i1j}) - \ln \left(\frac{p_{ij}}{3}\right)\right) + \ln \left(\frac{p_{ij}}{3}\right)$;
          dif$_{C_i^{(t-1)}} = -\text{dif}_{C_i^{(t-1)}}$, $C_i = \arg\max_{k=1, \ldots, K} \text{dif}_k$;
      if $C_i \neq C_i^{(t-1)}$ then
        $\text{live}[k] = n + 1 + i, h_{kj}^{(t)} = h_{kj}$; $k \in \{C_i, C_i^{(t-1)}\}$;
        $e_{kjN} = e_{kjN}^{(t)}; k \notin \{C_i, C_i^{(t-1)}\}$;
      else
        Set $K = \{k : \text{live}[k] \geq i, C_i^{(t-1)}\}$ and repeat the above steps;
    live$[k] = \text{live}[k] - n$ for all $k$;
  end for
end if
end for
end if
2. Analysis

2.1. Simulation. There are several factors that we wish to consider in a simulation study. Changing the number of clusters $K$, the data dimension $n$ and $p$, the similarity among the observations and cluster sizes can affect the difficulty of clustering. Specifically, increasing $K$ increases the complexity as we need to learn more information from the same $np$ nucleotides. The number of observations $n$ is somewhat superfluous. For a fixed $K$, increasing $n$ will make the problem easier as we have more information. Hence, one can run all simulations with the same $E[n/K]$, which controls the amount of information we have to estimate $H$. Increasing the fraction $f$ of altered positions between haplotypes leads to relatively easier clustering, since it increases the separation of the clusters. Reducing $p$ increases the similarity among observations, which has a similar effect to varying $f$. Increasing the imbalance of cluster sizes decreases the information we can use for the small clusters since they contain less observations, thus clustering becomes more difficult.

Therefore, to vary the difficulty of clustering, we run simulations based on changing $K$, the imbalance, and the degree of cluster overlap. The unequal-sized clusters are simulated as follows: generate the cluster proportions $\pi = (\pi_1, \ldots, \pi_K)$ from the exchangeable Dirichlet distribution $\text{Dir} \sim (\alpha_1, \ldots, \alpha_K)$. Given $\pi$ and the number of observations $n$, cluster sizes $(|C_1|, |C_2|, \ldots, |C_K|)$ follow a Multinomial($n, \pi$) distribution. We change the Dirichlet parameters to control the cluster size imbalance. The observations are simulated based on a continuous time Markov chain model. Each coordinate of a single ancestor are independently simulated with uniform category probabilities. Then, every coordinate of the $K$ haplotypes is independently sampled from a continuous time Markov chain initialized with the ancestor, except we require the distance between the true haplotypes to be at least 1. We chose the expected number of mutations ($f$) along time to be small, to enhance the difficulty of clustering, so most haplotypes differ by at most two nucleotides. Reads within clusters are simulated by taking the real quality scores. We simulate datasets based on
two real amplicon datasets, one contains high quality scores (data is from Callahan et al. [2]), the other one contains relative low quality scores (data is from McKenna et al. [22]). Quality scores $Q$ are used to determine the read nucleotides according to a categorical distribution, assuming equal probability of each error and assuming no error matches the cluster haplotype.

With fixed sample size $n = 10,000$ (so the information decreases as $K$ increases) and fixed Dirichlet parameters $\alpha = 0.5$ (so we have unequal-sized clusters), we simulated 20 replicates for each simulation condition shown as below:

<table>
<thead>
<tr>
<th>Simulation Condition</th>
<th>p</th>
<th>K</th>
<th>f</th>
<th>Quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>251</td>
<td>2</td>
<td>0.000005</td>
<td>Low Quality</td>
<td></td>
</tr>
<tr>
<td>251</td>
<td>5,8</td>
<td>0.00005</td>
<td>Low Quality</td>
<td></td>
</tr>
<tr>
<td>290</td>
<td>2</td>
<td>0.000005</td>
<td>High Quality</td>
<td></td>
</tr>
<tr>
<td>290</td>
<td>5,8</td>
<td>0.00005</td>
<td>High Quality</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Simulation conditions: $p$ is the number of coordinates; $K$ is the true number of clusters; $f$ indicates the degree of overlapping, smaller $f$ corresponding to greater cluster overlap; Quality is the degree of the quality scores of the datasets.

2.2. **Analysis Methodology.** We want to compare the algorithms in terms of the accuracy and the time to reach an optimum of the objective function (1). Since our algorithms are sensitive to the starting haplotypes, we need to run multiple initializations, specifically, 10,000 initializations for each of the algorithm per simulated dataset. And use the obtained statistics to compare the performance and speed. The initialization method we used is random initialization, meaning we randomly chose $K$ out of $n$ observations as the starting haplotypes, and we set seed for this random initialization to make sure each algorithm has the same initial haplotypes. The following analysis compares pairs of algorithms, *i.e.* MacQueen with Lloyd, MacQueen with Hartigan and Wong, Hartigan and Wong with Lloyd.
Since the algorithms may not reach the same optimum when the clustering problem is difficult, we assess how often the algorithms reach a target log likelihood. For example, we define the target log likelihood to be either as the maximum log likelihood value reached by all of the algorithms if the maximum log was achieved frequently or to avoid the max log likelihood only appears less than twice, we define the target as the log likelihood value that was at or above the 95th percentile achieved across all initializations and algorithms.

2.2.1. **Accuracy Comparison.** To compare any two algorithms, we count the number of times the first algorithm achieves the target but the second does not, denoted as \( n_{10} \) and similarly \( n_{01} \) represents the number of times the second algorithm gets the target but the first does not. Thus, if there is no difference between two algorithms, we have \( N_{10} \sim \text{Bin}(n_{10} + n_{01}, 0.5) \) given \( N_{10} + N_{01} = n_{10} + n_{01} \). Further, the p-value for the one-sided test of \( H_0 : p_{10} \geq 0.5 \) is \( \Pr(N_{10} \leq n_{10}) \). If \( n_{10} >> n_{01} \), it is very likely to obtain extreme p-values 1, thus we instead compute \( \Pr(N_{01} \leq n_{01}) = 1 - \Pr(N_{10} \leq n_{10}) \). Then we report the minumum of \( \Pr(N_{10} \leq n_{10}) \) and \( \Pr(N_{01} \leq n_{01}) \). Since we replicated the simulation, we use Holm’s method \(^{15}\) to adjust the p-values, and control the family-wise error rate at 0.05.

We also constructed the confidence interval for the rate ratio \( r = \frac{n_{10} + 1}{n_{01} + 1} \):

\[
e^{\{\log(r) \pm [Z_{0.975} \times SE(\log(r))]\}}
\]

We can as well compare our estimated haplotypes, which are the haplotypes obtained when the algorithm reached the max value of our objective function \(^{1}\) across all initializations, with the true haplotypes of the simulation datasets. Then we compare algorithms by how many true haplotypes it was able to estimate. Further, we compare our algorithms with DADA2 \(^{2}\) in terms of the number of true sequences detected.
2.2.2. **Time Comparison.** The actual time algorithm takes to achieve the optimum is important because the timing of each initialization may vary among algorithms. Assuming one algorithm gets more accurate clustering results compared to the other one for each simulation. In particular, the accuracy advantage of the more accurate algorithm can be made up by a speed advantage of the less accurate algorithm since given a same amount of running time the less accurate one might reach the same optimum given by the accurate algorithm. We construct confidence interval for the ratio of two mean waiting time to get the optimum. Record the wait times for the paired algorithms to get the target optimum, denoted as $T_1$ and $T_2$. We use Fieller’s theorem [6] to construct the confidence interval for the ratio of the mean wait time $r = \frac{T_1}{T_2}$:

$$
\frac{1}{(1 - g)} \left[ \frac{T_1}{T_2} + \frac{t_0s}{T_2} \sqrt{\frac{1}{n_T} (1 - g) + \frac{r^2}{n_T}} \right]
$$

where $g = \frac{r^2}{nT_2} S^2$ and $S^2 = \frac{(n_1 - 1)s_1^2 + (n_2 - 1)s_2^2}{(n_1 - 1) + (n_2 - 1)}$.

3. **Results**

3.1. **Implementation Time Comparison for Fast and Slow Version of Lloyd’s algorithm.** We tested two versions of Lloyd’s algorithm in C, a traditional Lloyd’s algorithm and an efficient implementation supplemented with auxiliary variables. We tested the algorithms on two different sets of datasets (amplicon dataset with quality scores and a category dataset) with varying choices of number of clusters $K$. The efficient version is usually 30% - 40% faster than the original algorithm. The following two Tables 2 and 3 show the specific time cost on these two algorithms. In the rest of this presentation, we use the efficient Lloyd’s algorithm.
### 3.2. Accuracy Comparison of All Three Algorithms.

#### 3.2.1. True Sequence Detected by Algorithms.

We report the number of true unique sequences each algorithm found (including DADA2 [2]) along with the maxima of the objective functions (1). Table 4 and Table 5 show five representative results for simulation data with low and high quality scores respectively. Comparing the two tables, low quality scores lower the accuracy of the algorithms, especially for DADA2 [2]. DADA2 is not able to detect true haplotypes when the quality scores are low. In contrast, using the haplotypes found at the optimum by each algorithm, all of our algorithms are able to find some part of the truth, although none of them find all of the true haplotypes they still find a good proportion of the true haplotypes. Even on the simulation datasets with high quality scores, our algorithms, for example Hartigan and Wong and MacQueen, sometimes found more haplotypes than DADA2 [2].

As $K$ increases, clustering performance declines. From Table 5 all of our algorithms were able to find both of the true haplotypes when $K = 2$, however when $K = 5$, HW identifies more true haplotypes and achieves higher maxima most of the time. On two
simulated datasets with low quality scores and $K = 8$, Lloyd’s algorithm discovered one more true haplotype than either of the other two algorithms, however, the values of the objective function $H$ given by Lloyd’s are smaller.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>2</th>
<th>5</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lloyd</td>
<td>1, 1, 2, 1, 1</td>
<td>3, 4, 4, 4, 4</td>
<td>6, 6, 6, 7, 7</td>
</tr>
<tr>
<td>MacQueen</td>
<td>1, 1, 2, 1, 1</td>
<td>3, 4, 4, 4, 4</td>
<td>5, 6, 6, 6, 6</td>
</tr>
<tr>
<td>HW</td>
<td>1, 1, 2, 1, 1</td>
<td>3, 4, 4, 4, 4</td>
<td>5, 7, 6, 7, 6</td>
</tr>
<tr>
<td>DADA2</td>
<td>1, 0, 0, 0, 0</td>
<td>0, 0, 0, 0, 0</td>
<td>0, 0, 0, 0, 0</td>
</tr>
</tbody>
</table>

Table 4. Number of captured true haplotypes on simulation data with low quality scores: in each brace {} the 5 results are from 5 replicates, each number represents the number of true haplotypes detected by the algorithms each time.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>2</th>
<th>5</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lloyd</td>
<td>2, 2, 2, 2, 2</td>
<td>4, 5, 4, 4, 5</td>
<td>6, 6, 6, 7, 6</td>
</tr>
<tr>
<td>MacQueen</td>
<td>2, 2, 2, 2, 2</td>
<td>4, 5, 4, 4, 5</td>
<td>6, 6, 6, 7, 8</td>
</tr>
<tr>
<td>HW</td>
<td>2, 2, 2, 2, 2</td>
<td>4, 5, 4, 5, 5</td>
<td>8, 6, 6, 7, 8</td>
</tr>
<tr>
<td>DADA2</td>
<td>2, 2, 2, 2, 1</td>
<td>4, 5, 4, 4, 3</td>
<td>6, 6, 6, 7, 7</td>
</tr>
</tbody>
</table>

Table 5. Number of captured true haplotypes simulation data with high quality scores: in each brace {} the 5 results are from 5 replicates, each number represents the number of true haplotypes detected by the algorithms each time.

3.2.2. Adjusted Rand Index. On the simulation data we can make use of the fact that we know the true assignment of each observation. Therefore, we can compute the adjusted rand index (ARI) (Hubert and Arabie, 1985) [17], which is a measure used to compare two different partitions. Low ARI reflects agreement in the clusters. We report the the median, among the replicates, of mean adjusted Rand index computed over those initializations reaching the max log likelihood for each algorithm. The range of the adjusted range index is from -1 to 1, higher ARI indicates better agreement in clusters. On the simulation data
shown in Table 6, all of the algorithms have a good clustering results with HW achieving a slightly better performance. However, on the simulation dataset with low quality scores (Table 7), when \( K = 2 \), the average ARI are low for all of the three algorithms although HW reached a better ARI. This might be due to the imbalance of the two clusters: most of the datasets contain one cluster with abundance 95% smaller than the other one.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>2</th>
<th>5</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lloyd</td>
<td>0.862</td>
<td>0.948</td>
<td>0.951</td>
</tr>
<tr>
<td>MacQueen</td>
<td>0.862</td>
<td>0.954</td>
<td>0.946</td>
</tr>
<tr>
<td>HW</td>
<td>0.877</td>
<td>0.961</td>
<td>0.961</td>
</tr>
</tbody>
</table>

Table 6. ARI on the simulation data with high quality scores

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>2</th>
<th>5</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lloyd</td>
<td>0.554</td>
<td>0.856</td>
<td>0.741</td>
</tr>
<tr>
<td>MacQueen</td>
<td>0.555</td>
<td>0.835</td>
<td>0.739</td>
</tr>
<tr>
<td>HW</td>
<td>0.641</td>
<td>0.858</td>
<td>0.743</td>
</tr>
</tbody>
</table>

Table 7. ARI on simulation data with low quality scores

3.3. **Empirical Log-likelihood Density.** To compare the algorithms, we compare the log-likelihood values that pairs of algorithms achieved across all 10,000 initializations and count the number of pairs where the value given by one algorithm is smaller than another one. Comparing the proportions reveals which algorithms achieve better maxima on average. A more detailed comparison can be obtained by comparing the empirical density of the log likelihoods achieved by our algorithms across the initializations. The algorithm with the heavier right is better.

Representative densities are plotted in Figure 1 and Figure 2. MacQueen and Lloyd’s algorithms are quite similar especially on the datasets with high quality scores. However, in some of the plots the log likelihoods given by Hartigan and Wong are quite different.
in the right tails of those density plots. We compute the KL divergence \cite{19} of paired densities for all of cases (since KL divergence is not symmetric, we gave the minimum of the two divergences). KL divergences for comparing MacQueen and Lloyd’s are extremely low, normally around $e^{-11}$. However, KL divergences between Hartigan and Wong (HW) and the other two algorithms are sometimes large. Details are shown in Table 9 and 10. Although HW does not produce different log likelihoods for all replicates, there are cases where there is a clear difference.

Additionally, in Table 8 we report the mean proportion of the HW reaches bigger log likelihood than MacQueen and the mean proportion of MacQueen reaches bigger log likelihood than Lloyd’s algorithms over all the replicates. Specifically, the proportion is calculated after filtering the pairs that both of the algorithms gave the same results (due to the numerical error, differences of two log-likelihood values smaller than 1 is considered as the same). More than 90% of time Hartigan and Wong reached a better results and it is consistent across all the replicates. Thus, combining the differences shown by KL divergences, HW is sometimes superior than those two algorithms.
Figure 1. Comparison of the values of the objective function reached by the three algorithms on the simulation dataset with high quality scores. HW represents Hartigan and Wong, MQ represents MacQueen, LY represents Lloyd. There are 5 replicates in total.
Figure 2. Comparison of the values of the objective function by the three algorithms on the simulation dataset with low quality scores. HW represents Hartigan and Wong, MQ represents MacQueen, LY represents Lloyd. There are 5 replicates in total.

<table>
<thead>
<tr>
<th>Comparison</th>
<th>K</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td>LY &amp; MQ</td>
<td>0.848</td>
</tr>
<tr>
<td>MQ &amp; HW</td>
<td>0.958</td>
</tr>
</tbody>
</table>

Table 8. Mean proportion of the second algorithm reaches bigger log likelihood than the first algorithm. K is the number of clusters.

<table>
<thead>
<tr>
<th>Comparison</th>
<th>KL Divergence (K, replicate)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(5, 1)</td>
</tr>
<tr>
<td>(8, 4)</td>
<td></td>
</tr>
<tr>
<td>LY &amp; HW</td>
<td>1.01</td>
</tr>
<tr>
<td>MQ &amp; HW</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 9. KL Divergence between HW and two other algorithms on the simulation data with high quality scores. K is the number of clusters, replicate is the index of replicate in Figure 1.
3.3.1. **P-value.** Briefly remind the method of comparing the accuracy of two algorithms. For a pair of algorithms, we count the number of times the first algorithm gets the target but the second does not, denoted as \( n_{10} \) and \( n_{01} \) vice versa. Thus, If there is no difference between the algorithms, then the count \( N_{10} \) follows \( \text{Bin}(n_{10} + n_{01}, 0.5) \) given \( N_{10} + N_{01} = n_{10} + n_{01} \). Setting the family-wise error rate at 0.05 and if the adjusted p-values are bigger than 0.05, meaning the null hypothesis of equal accuracy cannot be rejected. Small probability \( \Pr(N_{10} \leq n_{10}) \) indicates the second algorithm listed in Table 11 and Table 12 is better than the. A null hypothesis of superior performance of the first algorithm is strongly rejected in nearly all cases except for the situation at \( K = 2 \), Lloyd’s and MacQueen have similar clustering performance. In particular, the simulation datasets with high quality scores shown in [11] there is a trend that when \( K \) increases, the HW algorithm produces better, more accurate results. Although, there is no similar trend in the low quality score simulation (Table 12), the HW algorithm is still superior to the other two algorithms.

<table>
<thead>
<tr>
<th>Comparison</th>
<th>KL Divergence ((K, \text{replicate}))</th>
<th>((2, 1), (2, 4))</th>
<th>((5, 2), (5, 5))</th>
<th>((8, 2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>LY &amp; HW</td>
<td>{2.00, 2.00}</td>
<td>{0.8, 0.8}</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>MQ &amp; HW</td>
<td>{2.00, 2.00}</td>
<td>{0.8, 0.8}</td>
<td>0.75</td>
<td></td>
</tr>
</tbody>
</table>

**Table 10.** KL Divergence between HW and two other algorithms on the simulation data with low quality scores. \( K \) is the number of clusters, replicate is the index of replicate in Figure 2.

Table 11. Log transformed mean (20 replicates) adjusted p-values on the simulation data with high quality scores
3.3.2. Rate Ratio Confidence Interval for the Optimal Counts. We estimate the ratio $r = \frac{n_{10}+1}{n_{01}+1}$ and plot the distribution across simulations in Figure 3a and Figure 3b. The dotted horizontal line in the plots indicate no difference between the paired algorithms. Once above the dotted line, a higher rate ratio $r = \frac{n_{10}+1}{n_{01}+1}$ indicates the first algorithm is superior to the second one. These two figures display the results for the replicate where the HW algorithm was least favored against the MacQueen and Lloyd’s algorithms. It is obvious that the HW algorithm is is significantly better than the other two algorithms, however when $K = 2$ and sometimes when $K \in \{5, 8\}$ there is no significant difference between MacQueen and Lloyd’s algorithms.
3.4. Time Comparison. Among all three algorithms, MacQueen is the fastest and Hartigan and Wong is the most slowest if we simply looking at the average running time for each initialization shown in Table 13. However, considering the wait time to get the optima of our objection function, the situation might be different. Figure 4 and 5 show the time ratio $r = \frac{T_1}{T_2}$ confidence interval. If the box plots cross the dotted horizontal line, then it indicates no difference between the paired algorithms, if those box plots are lower than the dotted horizontal line, then it means the algorithm listed at the first place is slower than the second since when we did the comparison the denominator of the ratio $r = \frac{T_1}{T_2}$ is the first algorithm. MacQueen is significantly faster than Lloyd’s algorithm on the low quality score data, except when $K = 2$ and one replicate when $K = 5$. As $K$ increases, MacQueen tends to be much faster on the low quality datasets Figure 5. For the HW and Lloyd, on the low quality score datasets displayed in Figure 5 Hartigan and Wong is almost always better, but on high quality score datasets in Figure 4 they have the roughly same performance. Macqueen is still faster most of the time when compared with Hartigan.
and Wong on the datasets with high quality scores and on the datasets with low quality scores with $K = 8$, although the difference between them is not that big compared with MacQueen and Lloyd. Also, when $K \in \{2, 5\}$ they have the roughly same speed on the datasets with low quality scores.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Average Running Time (s)</th>
<th>Variance of Running Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$K = 2$</td>
<td>$K = 5$</td>
</tr>
<tr>
<td>Lloyd</td>
<td>0.11</td>
<td>0.14</td>
</tr>
<tr>
<td>MacQueen</td>
<td>0.03</td>
<td>0.05</td>
</tr>
<tr>
<td>HW</td>
<td>0.15</td>
<td>0.64</td>
</tr>
</tbody>
</table>

Table 13. Average running time (s) and the variance of running time for one initialization of the algorithms.

Figure 4. Time ratio 95% confidence interval for comparing the speed of paired algorithms for all the replicates on datasets with high quality scores. HW represents Hartigan and Wong, MQ represents MacQueen, LY represents Lloyd. 2, 5, 8 represent the number of real clusters. There are twenty replicates in total.
Figure 5. Time ratio 95% confidence interval for comparing the speed of paired algorithms for all the replicates on datasets with low quality scores. HW represents Hartigan and Wong, MQ represents MacQueen, LY represents Lloyd. 2, 5, 8 represent the number of real clusters. There are twenty replicates in total.

4. Discussion

Although Hartigan and Wong is sometimes slower than MacQueen when comparing the waited time to achieve the target, it is the most accurate per initialization among the three algorithms and it is more likely to achieve a higher objective function (1) value given an initialization. To speed up the Hartigan and Wong’s algorithm, it is possible to only check if transferring reads to their second closest clusters would improve the objective function or not and save the time of computing the cost of moving to others clusters. More efficient coding and polish the algorithm may further improve the speed of the Hartigan and Wong’s algorithm.
We also showed that our algorithms give better results compared to DADA2 \cite{2}, the differences of the number of true haplotypes found are especially big on the datasets with low quality scores. Although our results are based on 10,000 initializations which took a longer time than DADA2, we can adopt other initialization methods rather than random initialization to give our algorithms a set of better starting haplotypes and further enhance the speed of our algorithms.

What’s more, although our algorithms are intended for clustering the amplicon sequence datasets with quality scores, they can be also used to cluster the categorical dataset without that quality information as long as we treat $p_{ij} = 0$, then we are maximizing the similarity among the clusters which is identical to the k-modes algorithm. We can compare the speed of k-modes algorithm (Huang \cite{16}) with our algorithms, if ours are proven to be faster, we can rearrange our code to fit both data structures. Additionally, our algorithms can be used to cluster the data that contains variables with confidence or with the probabilities of the certainties of the data. These probabilities can be considered as $p_{ij}$ in our context.
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