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CHAPTER 1. INTRODUCTION

1.1 Nondestructive evaluation

Nondestructive evaluation (NDE) is used in industry to assess the character of structures and materials noninvasively. This differs from destructive testing methods in which a material must in some way be modified to determine its properties. NDE has applications in geophysics, medical diagnostics, and the detection of hidden explosives, however, one of its most useful applications is in determining the integrity of structures which have the potential for catastrophic failure. This includes the inspection of aircraft, railroads, ships, gas pipelines, and numerous other applications. In this setting, NDE is used periodically to determine the presence of any anomalies in a structure, e.g., a fatigue crack on an aircraft wing, which could potentially lead to a catastrophic failure. NDE has come to the forefront in industry for the following reasons [1]:

1. To ensure product reliability.
2. To prevent accidents and save human life.
3. To make a profit for the user.
   a. To ensure customer satisfaction.
   b. To aid in better product design.
   c. To lower manufacturing costs.
   e. To maintain a uniform quality level.
To accomplish these goals, NDE must not only detect flaws in structures, but also characterize the exact nature of the flaw in order to be able to assess the risk it poses to the overall integrity of the structure. This is important because often flaws can exist for many years without an induced failure. It would be extremely inefficient to determine a structure unsafe based on the presence of a flaw which in reality will be benign for a number of operation cycles. Of course, it would be disastrous if that flaw were to lead to a catastrophic failure. Therefore, the challenge of NDE is to obtain a quantitative characterization which is able to monitor the growth of flaws in a structure. This can then be used to accurately predict life cycles and thus decrease cost for the user while at the same time assuring safe operation.

1.2 The Inverse Problem of NDE

When a structure is inspected with NDE, data is gathered outside the structure with the intent of measuring specific material parameters or determining the location and character of defects. In every case data must be processed in order to obtain the information being sought. Since this amounts to working with an effect to determine its cause, such algorithms are referred to as inversion schemes. A block diagram of a generic NDE system is shown in Figure 1.1. A typical NDE test consists of energy/material interactions, the measurement and storage of these interactions, the subsequent signal processing of the field measurements, and the characterization of the material to determine its integrity. This entire process from energy measurements to final integrity characterization is known as the inverse problem of NDE.
Figure 1.1. Block diagram of a generic NDE system and the associated inverse problem.
1.2.1 Energy/material interactions

All NDE methods require some form of energy that must interact with the structure under test. Generally, an input/output transducer acts as a source of these energy interactions. Note: often one transducer performs the functions of both the input and the output transducer. Various types of energy are used in NDE including ultrasonic [2-3], electromagnetic [1-2,4-5], and thermal [6-7]. The governing physical phenomena of a particular inspection depends directly on the type of NDE energy which is used. For example, ultrasonic energy interacts with the medium as propagating waves and thus the time-of-flight of traveling wave fields is often used to determine the position of flaws. Thermal energy, on the other hand diffuses through material and this process is very different than wave propagation. Time-of-flight is not defined for diffusion phenomena so it can not be used to determine the position of flaws, and instead other methods must be resorted to. Since the governing phenomena can have very different properties, the first step in the inverse problem of NDE is to understand the underlying physics of the energy/material interactions.

1.2.2 Data processing and material characterization

The energy/material interactions are measured with appropriate instrumentation and the data is stored digitally on a computer. This data is then processed to determine what characteristics of the material caused the particular energy/material interactions of the test. The information is then used to characterize the material and subsequently to determine the integrity of the material under test. This process, from data gathering to the determination of the integrity of the material is known as the inverse problem and is an extremely challenging aspect of NDE.
1.3 Solution methods for the inverse problem

1.3.1 Direct inversion methods

The goal of the inverse problem is to utilize the data of the NDE test to characterize anomalous regions in the test material. This can be most efficiently accomplished when a mathematical relationship exists which yields an explicit formula relating the measured fields to the characterization of the test structure. This relationship is known as a direct inversion formula and can be used to provide a visual reconstruction of the object which yields quantitative information about potential flaws in the test sample. The integrity of the material can then be determined in a reliable manner. Examples of direct inversion methods are computer aided tomography and holography. As shown in Chapter 2, the governing NDE phenomenon dictates whether a direct mathematical inversion method exists and whether or not it is sufficiently robust for practical exploitation. If the governing physics do not lead to a robust direct inversion scheme then indirect solutions have to be used instead.

Assuming that a mathematical inversion formula is available, it is still necessary for the appropriate field measurements to be available for use in the formula. For example, in X-ray inspections the frequency of operation is too high to measure any associated phase shift in the wave fields. If measurable, this phase information could potentially be used to obtain very high resolution images through direct inversion schemes. Because this information is not available, direct inversion algorithms have been developed to utilize measurements of amplitude instead of phase. It is also not possible to directly measure phase shifts associated with optical fields, however, the relative phase shift can be measured indirectly through holography schemes and direct inversion algorithms associated with optics exploit this phase information.
When available, direct inversion schemes provide an efficient technique for the quantitative characterization of anomalies in a test material. However, for a direct inversion scheme to be available two constraints must be met:

1. An analytic mathematical inversion formula must be obtained.
2. The field values necessary for the mathematical inversion must be physically measurable.

If either of these conditions are not met, indirect solution methods must be resorted to which provide a less efficient and typically less quantitative inversion than direct solution methods.

1.3.2 Indirect inversion methods

Indirect solutions differ from direct solutions in that the anomalous region in the test sample is not directly reconstructed. Instead, procedures are employed which utilize large amounts of \textit{a priori} information along with iterative or classification techniques. Generally the measured data is compared with a previous known set of reference measurements which each correspond to a certain type and size of flaw, e.g., a 1 mm long fatigue crack under a rivet. The character of the anomaly of interest is then determined from the reference standard which most closely matches the test signal. This process is generally performed with a computerized calibration scheme which relies on signal processing and large amounts of \textit{a priori} knowledge [8-15].

In the past, reference standards were produced with experimental mock ups of the test structure, however, the last fifteen years have seen major advances in the use of computer simulations to generate reference data [16-17]. This can particularly be attributed to the large increases in computer speed and memory capabilities. The advantage found in indirect calibration procedures is that once an accurate classification scheme is perfected it can be
easily adapted to different test situations and geometries. The disadvantage associated with these indirect methods is that they do not directly reconstruct flaws associated with the material. Instead the information is more qualitative in nature in which a signal is classified as belonging to a particular flaw category.

1.4 Motivation for research and scope of dissertation

The motivation for this study arises from the NDE community's ongoing pursuit to develop direct inversion methods which can be used for the quick and reliable characterization of materials. In developing direct inversion algorithms it is critical that the underlying NDE phenomena be well understood and that the inversion algorithm be appropriately based on the governing physics. For example, "wave-based" inversion methods such as holography and tomography utilize properties of wave propagation such as scattering, back propagation, and time-of-flight. Often, however, inversion methods which utilize a particular phenomenon, e.g., wave propagation and scattering, are applied to a physical situation which does not support wave fields, e.g., diffusion. This is based on a misunderstanding of the underlying NDE phenomena and can lead to results which are not physically based and are therefore misleading.

The first goal of this research is to elucidate the role of the underlying physics and mathematics in the direct solution of electromagnetic NDE inverse problems. To do this, the differences in the governing mathematical and physical properties of diffusion and wave phenomena and their associated inverse problem are described. It is clearly shown how systems governed by wave propagation give rise to direct inversion schemes which utilize wave attributes such as scattering, back propagation, and time-of-flight. It is also shown how diffusion and its associated inverse problem differs from that associated with wave systems. This dissertation also presents two physically based and mathematically justifiable
techniques which can potentially be used for the direct inversion of diffusion systems. In Chapter 2 a theoretical background of electromagnetic phenomena and its associated inverse problems is given. Also, some misconceptions about diffusion are delineated. Chapter 3 describes research utilizing conventional imaging techniques for fully dynamic electromagnetic and magnetoquasistatic phenomena. Here a direct "wave-based" inversion scheme is used for millimeter wave NDE data and more qualitative images are obtained for eddy current NDE. The two methods are then compared to demonstrate differences between millimeter wave NDE governed by wave propagation and eddy current NDE governed by diffusion. In Chapter 4 a transformation is introduced which allows a diffusion field to be observed as a wave field and can be used to obtain direct imaging techniques for diffusion systems. An analytic inversion of the transformation is introduced to provide insight into robustness issues, while an averaging technique is introduced to regularize the numerical inversion of the transformation. Chapter 5 presents a direct inversion technique which can potentially be used to image subsurface flaws in conducting materials using eddy current NDE. A 1-D analytic study and a 2-D finite element simulation are utilized to clearly indicate the foundations of the technique and the physical limitations associated with the inversion method. Experimental results demonstrate the potential for applying this direct inversion scheme to realistic eddy current data. The conclusions of the study along with avenues for future research are described in Chapter 6.
CHAPTER 2. ELECTROMAGNETIC NDE

2.1 Introduction

Electromagnetic NDE is the science of noninvasively inspecting the structural character of materials using energy of the electromagnetic spectrum [1-2,4-5]. The goal of electromagnetic NDE is to characterize materials from measurements made around the sample. As with other NDE methods, this involves the solution of an associated inverse problem. Inversion procedures vary significantly with the type of electromagnetic phenomenon being exploited [5]. Mathematically, the approaches adopted depend upon the form that Maxwell's equations take which for a given material, geometry, and electromagnetic excitation can be either fully dynamic, magnetoquasistatic (MQS), electroquasistatic (EQS), or static.

2.2 Fully dynamic electromagnetics

As mentioned in Chapter 1, the inverse problem can be solved directly with mathematical inversion formulas developed from the underlying physics, or indirectly with classification schemes such as neural networks. The generalized solution of the fully dynamic electromagnetic inverse problem is quite difficult and requires some type of indirect solution method [18-19]. Although the generalized solution to the fully dynamic inverse problem can not be solved directly, there are simplifying approximations that allow direct inversion schemes to be employed. These direct inversion schemes can often be utilized on small computers and result in a fast and straightforward method of imaging anomalies in a test medium. As the
following sections point out, fully dynamic electromagnetic inversion methods are approached either in the time-domain with transient analysis or with time-harmonic analysis.

2.2.1 The time-domain inverse problem

In linear, homogeneous, isotropic, charge free, and source free media Maxwell’s equations are given as [20]

\[ \nabla \times \mathbf{E} = -\mu \frac{\partial \mathbf{H}}{\partial t} \]  
\[ \nabla \times \mathbf{H} = \varepsilon \frac{\partial \mathbf{E}}{\partial t} + \sigma \mathbf{E} \]  
\[ \nabla \cdot \mathbf{E} = 0 \]  
\[ \nabla \cdot \mathbf{H} = 0 \]

where

\[ \mathbf{E} = \text{electric field intensity Volts/m} \]
\[ \mathbf{H} = \text{magnetic field intensity Amps/m} \]
\[ \varepsilon = \text{permittivity Farads/m} \]
\[ \mu = \text{permeability Henries/m} \]
\[ \sigma = \text{conductivity Siemens/m}. \]
Equations (2.1) - (2.4) imply that the electric field intensity, \( E \), and the magnetic field intensity \( H \), are governed by an equation of the form

\[
\nabla^2 E - \mu_\varepsilon \frac{\partial E}{\partial t} - \mu_\varepsilon \frac{\partial^2 E}{\partial t^2} = 0.
\]

This hyperbolic partial differential equation describes electromagnetic wave phenomena in lossy media and is the governing equation for fully dynamic electromagnetic NDE systems. The significant characteristic of systems governed by (2.5) is that the energy propagates away from a source as a separate entity [21]. An example of a fully dynamic NDE test is shown in Figure 2.1 where a horn antenna generates electromagnetic waves which interact with a test sample and are then scattered back to the horn. Hyperbolic systems governed by (2.5) have certain features which can be exploited for the direct solution of the inverse problem. This is most easily demonstrated with a 1-D example. Consider the electric field equation (2.5) in a 1-D setting (uniform plane wave with no variations in the y or z directions) given by

\[
\frac{\partial^2 E}{\partial x^2} - \mu_\varepsilon \frac{\partial^2 E}{\partial t^2} = 0
\]

with initial conditions

\[
E(x,0) = f(x)
\]

\[
\frac{\partial E}{\partial t}(x,0) = g(x).
\]
Figure 2.1 A typical microwave NDE test.
The solution to this initial value problem is given by [22-23]

\[ E(x,t) = \frac{1}{2} [ f(x + ct) + f(x - ct) ] + \frac{1}{2c} \int_{x-ct}^{x+ct} g(\xi) \, d\xi \]  

(2.9)

where

\[ c = \frac{1}{\sqrt{\mu\varepsilon}} \]  

(2.10)

is the speed of electromagnetic wave propagation in the medium. From (2.9) it can be seen that the initial data only affect the solution \( E(x',t') \) through their values for \( x \) in the interval \([x'-ct', x'+ct']\) of the x-axis in the region cut out by the lines \( x+ct = x'+ct' \) and \( x-ct = x'-ct' \) through the point \((x',t')\). These are known as the "characteristic lines" [22-23] and this interval represents the domain of dependence for the solution at the point \((x',t')\) as shown in Figure 2.2. Also, the disturbance that originates at the point \( x' \) at time \( t = 0 \) only affect points in the wedge-shaped region of Figure 2.3 which is known as the "range of influence" of the point \((x',t')\). These properties indicate that for this system, disturbances travel with finite speed \( c \).

If boundary conditions are imposed at some point \( x' \), the boundary will not feel the effect of the initial conditions until the disturbance travels along a characteristic line \( x - ct = 0 \) to the point \( x' \), conversely the point \( x = 0 \) will feel no effect from the boundary until the initial disturbance reaches the boundary and travels along the characteristic line \( x + ct = x' + ct' \) back to \( x = 0 \). This is demonstrated graphically in Figure 2.4 and is further discussed in Chapter 4.

This finite speed of propagation is a unique characteristic of wave phenomena and is routinely exploited to help obtain a solution of the inverse problem. A simple example of this is seen in synthetic aperture radar (SAR) systems which utilize the time-of-flight of electromagnetic waves to and from a scattering object to determine the position of a flying object such as an
Figure 2.2 Domain of dependence the 1-D hyperbolic system

Figure 2.3. Range of influence for the 1-D hyperbolic system.
Figure 2.4. Typical characteristic lines of a 1-D hyperbolic boundary value problem.
aircraft [24-26]. There have been many developments in time-domain inverse problems for fully dynamic electromagnetics [27-34], however, the majority of NDE applications utilize single frequency time-harmonic sources. Since a time-domain measurement can be obtained from a time-harmonic swept frequency source, single frequency methods discussed in the next section can be extended to time domain applications.

### 2.2.2 The time-harmonic inverse problem

Often, the NDE test is performed with electromagnetic energy at a single sinusoidal frequency in which case the time harmonic fields are written as

\[ E(x,t) = \text{Re} \left[ E^s(x) \exp(j\omega t) \right] \]

where \( \omega \) is the frequency of operation, \( j = \sqrt{-1} \), and \( E^s \) is the phasor representation of the time-harmonic electric field. Maxwell’s equations (2.1)-(2.4) can now be written as

\[ \nabla \times E^s = -j\omega \mu H^s \]

\[ \nabla \times H^s = \sigma E^s + j\omega \varepsilon E^s \]

\[ \nabla \cdot E^s = 0 \]

\[ \nabla \cdot H^s = 0. \]

The governing electric field equation for this time-harmonic system is given as
\[ \nabla^2 E^s + k^2 E^s = 0 \]  \hspace{1cm} (2.16)

where

\[ k^2 = \omega^2 \mu e - j \omega \mu \sigma, \]  \hspace{1cm} (2.17)

and (2.16) is the elliptic equation that describes single frequency time-harmonic wave phenomena. When the NDE test is time-harmonic, transient effects are neglected and the time-of-flight of disturbance can no longer be utilized because the governing equation has no time dependence. A transient disturbance can be generated through swept frequency measurements, however, in that case (2.5) is the governing equation. Consider the 1-D system

\[ \frac{\partial^2 E^s}{\partial x^2} - \omega^2 \mu e E^s = 0 \]  \hspace{1cm} (2.18)

whose solution is

\[ E^s(x) = E_0 \exp(-j \omega \sqrt{\mu e} x) \]  \hspace{1cm} (2.19)

with the time-harmonic solution given by

\[ E(x) = E_0 \cos(\omega \sqrt{\mu e} x + \omega t) \]  \hspace{1cm} (2.20)

which describes spatially harmonic and time-harmonic waves. It is assumed that all transient effects have vanished and the only time variations are sinusoidal oscillations. Consequently, the time-of-flight of a signal to and from a scatterer can not be utilized in the solution of the inverse problem. However, the hyperbolic nature of the underlying mathematics can be
exploited by utilizing the relative phase shifts between the scattered and incident wave fields to
determine the distance from the source to the scattering object analogously to the previous time-
of-flight measurements. The simplest example of this is when an electromagnetic wave is
assumed to be a uniform plane wave incident upon a perfectly conducting scattering object.
The phase shift of the scattered field can then be measured and compared to the phase shift of
the incident field. From this measurement the distance between the source and the scattering
object can be determined within a multiple of a wavelength of the source. As mentioned
previously, this concept is utilized in SAR to determine the position of aircraft [24-26,35].

Formally, for higher dimensional time-harmonic systems, the governing equation for the
fully dynamic electric field in the presence of a scattering medium is given by [36-37]

\[ E^s(x) = E^s_0(x) + \int \left( k^2(x') - k_0^2 \right) G(x;x') \cdot E^s(x') \, dv \]  (2.21)

where \( E^s(x) \) is the total field that results from the interaction of the incident field \( E^s_0(x) \) with
the scattering medium. Here \( k \) describes the scattering medium, \( k_0 \) describes the host medium,
\( G \) is the Green's function of the geometry, and \( v \) is the volume of the scatterer. The goal of the
fully dynamic inverse problem is to determine the properties of the scattering medium \( k(x) \)
through measurements of the electric field outside the medium. This requires the inversion of
(2.21) for \( k(x') \) which is quite difficult because the relation between the unknown contrast
\( \left( k^2(x') - k_0^2 \right) \) and the measured scattered field is nonlinear in general. The nonlinear inversion
of (2.21) is an active topic of research [38-44]. There are, however, a number of
approximations [45-50] which can be used to linearize the inversion of (2.21). These
approximations are either in the form of the electromagnetic wave or in the form of the
scattering properties of the anomalous region. There are a variety of direct inversion
techniques which utilize these approximations for the linearized inversion of (2.21) [51-59].
These techniques provide a fast and computationally inexpensive method for obtaining a quantitative description of a scattering object. For example, to determine the position of small conducting object in the far field of the antenna, the generalized inversion of (2.21) is not necessary. Instead assumptions about the material parameters of the object can be utilized which result in reliable approximate solutions. For instance, the scattering medium can be considered to be a perfect conducting point (impulse function), the source field a uniform far field plane wave, and $G(x;x')$ the far field Green's function given by

$$G(x;x') = \frac{\exp[-j\beta(x,x')]}{4\pi(x;x')}.$$  \hspace{1cm} (2.22)

Multiple scattering can be neglected so the total field $E^s(x)$ inside the integrand is equal to the source field $E_0^s(x)$. Equation (2.21) can now be written as

$$E_{\text{scatter}}(x) = E_0^s \frac{\exp(-j2\beta|x-x'|)}{4\pi|x-x'|}$$  \hspace{1cm} (2.23)

with

$$E_{\text{scatter}}(x) = E^s(x) - E_0^s(x)$$  \hspace{1cm} (2.24)

representing the scattered field. A synthetic aperture can then be formed to utilize measurements of the scattered field from different positions to determine the position of the perfectly conducting point scatterer. This technique utilizes many approximations, however, it can be used to predict the position of conducting objects for fully dynamic NDE [60].

In general, of course, the far field Green's function can not be employed and the anomalous region can not be treated as a perfectly conducting point. However, there are still
approximations which can be used to simplify the inversion of (2.21). One very common method is the Born approximation [46-48] in which the total field $E^a(x)$ is approximated by the incident field $E^0_0(x)$ by assuming that the scattering medium is weak. Utilizing the Born approximation, (2.21) can be written as

$$E^a_{\text{scat}}(x) = \int \left(k^2(x') - k_0^2\right) G(x;x') \cdot E^0(x') \, dv.$$  \hspace{1cm} (2.25)

which is now an explicit formula for the anomalous region $k(x)$ from measurements of the scattered field. There are many such approximations which can be utilized to obtain an explicit relationship between measurements of the scattered field and the anomalous region [45-50]. These then yield direct inversion schemes which have many industrial applications [51-59].

There are a number of electromagnetic NDE methods which utilize some sort of direct inversion method for the characterization of materials including microwave [57-62], optical [63-68], and X-ray [55,69-70] NDE techniques. All of these techniques utilize the fact that electromagnetic fields propagate through space and are scattered and attenuated by anomalous regions in the space. Although electromagnetic propagation occurs for all of the above techniques, the fields behave somewhat differently at different operating frequencies. Because of this, the instrumentation used to measure the electromagnetic fields must be varied with operating frequency. As mentioned in Chapter 1, the mathematical inversion algorithm must correspond to the physical field measurements which are available at the operating frequency of interest. This has led to the development of different inversion techniques which are utilized for different test frequencies and material parameters.

A typical microwave NDE test is used to inspect low loss material for defects in the frequency range of 1-100 GHz [61-62]. The scattered fields can be used to determine specimen properties and to locate defects in a specimen. At these frequencies the wavelength is
between 30 cm and 3 mm, and for most NDE inspections wave effects such as diffraction must be taken into account. The measurement instrumentation is able to separate the scattered field from the incident field and directly measure their associated phase shifts. For swept frequency measurements Fourier synthesis can be used to generate a time domain pulse from this phase information. Under certain approximations, this information can then be used to characterize materials quantitatively. Optical techniques utilize lasers to inspect materials in the frequency range of $10^{14} - 10^{15}$ Hz, where the wavelength is approximately $10^{-7}$ m. The phase shift of the electromagnetic waves is not directly measurable at these frequencies, so instead indirect approaches such as holography are utilized to measure the relative phase shift of the electromagnetic waves [63-68]. This information can then be used subsequently to reconstruct anomalies which the wave field encounters. X-ray methods use electromagnetic frequencies in the range of $10^{17} - 10^{18}$ Hz with associated wavelengths of approximately $10^{-10}$ m. At these frequencies, no attempt is made to measure the phase shift of the propagating wave field, rather measurements of the attenuation of the field are used to reconstruct anomalous regions inside the test sample. This measurement limitation is overcome by using inversion techniques requiring only amplitude measurements [55,69-70]. The differences in the measurement technique for these three fully dynamic NDE techniques demonstrate the statement of Chapter 1 that solutions for the inverse problem must utilize the physical measurements which are available. In all cases, the anomalous region is reconstructed through inversion procedures which utilize the underlying properties of electromagnetic wave phenomena.

This section has demonstrated that properties of fully dynamic electromagnetic wave phenomena such as scattering and finite time of travel can be exploited to obtain a direct solution of the inverse problem. In general, the nonlinear inversion of the integral equation (2.21) must be performed to characterize the scattering medium. In some instances, linearizing approximations can be used to obtain direct explicit inversion formulas that can be used to characterize scattering objects. Although these techniques are not described in detail here, the
underlying mathematics of all of these methods utilize basic concepts of wave phenomena such as scattering, time-of-flight, and back propagation of wave fields. These direct inversions are not applicable in many instances because the complexity of the system often renders the linearizing approximations invalid. In these instances indirect approaches must be utilized to invert the field data. However, the physically based, mathematical inversion is possible under certain approximations and these techniques are frequently used in industry. This point is emphasized because the next section demonstrates the misuse of these direct "wave-based" imaging techniques on phenomena which are not governed by wave propagation.

2.3 MQS phenomena

2.3.1 The time domain inverse problem

If the frequency of the transducer is sufficiently low and/or the medium is sufficiently conductive, conduction current dominates and displacement current can be neglected in (2.2). In this case Maxwell’s equations for a source free region are now written as

\[ \nabla \times \mathbf{E} = -\mu \frac{\partial \mathbf{H}}{\partial t} \]  

(2.26)

\[ \nabla \times \mathbf{H} = \sigma \mathbf{E} \]  

(2.27)

\[ \nabla \cdot \mathbf{E} = 0 \]  

(2.28)

\[ \nabla \cdot \mathbf{H} = 0. \]  

(2.29)
The fields are now considered magnetoquasistatic (MQS) [71] and the governing electric field equation is given as

\[ \nabla^2 \mathbf{E} - \mu \sigma \frac{\partial \mathbf{E}}{\partial t} = 0. \]  

(2.30)

Equation (2.30) is the parabolic equation governing time-domain MQS phenomena, e.g., pulsed eddy current NDE [72-74]. For pulsed eddy current tests, a coil sets up a time-varying magnetic field which induces time varying eddy currents in the test sample as shown in Figure 2.5. These currents in turn set up fields which affect the source coil. When the eddy currents are disrupted by anomalies, the time-domain voltage of the source coil is affected accordingly and indicates the presence of an anomaly. As this section demonstrates, the features of the parabolic equation (2.30) do not lend themselves well to solutions of the inverse problem. By neglecting displacement current in (2.2), MQS approximations exclude the possibility of wave propagation and instead, field interactions with materials result in diffusion phenomena. Since the solutions to (2.30) do not allow wave propagation, phenomena such as scattering and time-of-flight are not available for the quantitative solution of the inverse problem as they are for phenomena governed by the fully dynamic system of (2.5) [75]. Consequently, the character of the anomalous region is generally determined by calibration procedures.

Consider the 1-D parabolic equation given by

\[ \frac{\partial^2 \mathbf{E}}{\partial x^2} - \mu \sigma \frac{\partial \mathbf{E}}{\partial t} = 0 \]  

(2.31)

with initial condition

\[ \mathbf{E}(x,0) = f(x). \]  

(2.32)
Eddy Current NDE (f < 5 MHz)

Figure 2.5. A typical eddy current test.
The solution to this system is given by [22]

\[
E(x,t) = \int_{-\infty}^{\infty} k(x-y, \mu_0) f(y) \, dy
\]

where

\[
k(x,t) = \frac{1}{\sqrt{4\pi t}} \exp \left( \frac{x^2}{4t} \right)
\]

Clearly, for \( t > 0 \), \( E(x,t) \) depends on the values of \( f \) at all points. Also, the values of \( f \) near one point will affect the value of \( E(x,t) \) at all \( x \) an infinitesimal moment later, though only imperceptibly at large distances. Thus, signals here travel with infinite speed, indicating some limitation to the strict applicability of the heat equation to physical phenomena. The main point is that disturbances do not travel with a finite speed of propagation as they do for hyperbolic systems. Instead a disturbance disperses itself through the medium instantaneously along the characteristic lines \( t = \text{constant} \) so the domain of dependence and the region of influence for a parabolic equation is infinite, unlike the finite domain of hyperbolic equations. If boundary conditions are imposed at some point \( x = x' \), the boundary feels the effect of the initial disturbance instantaneously, conversely the point \( x = 0 \) also feels the effect of the boundary instantaneously. This is demonstrated graphically in Figure 2.6.

Thus, there are significant differences between fully dynamic electromagnetics and MQS systems. For fully dynamic systems scattering, time-of-flight, and propagation of disturbances along the characteristic lines can be used to solve the inverse problem directly. For MQS systems disturbances are felt instantaneously throughout the medium of interest. Wave attributes such as time-of-flight, scattering, and propagation of disturbances are not available
Figure 2.6. Characteristic lines of a 1-D parabolic boundary value problem.
for the solution of the inverse problem. Because of this, direct inverse schemes which exploit
time-of-flight, scattering and back propagation can not utilized for parabolic systems. Instead,
data obtained from MQS interactions governed by the parabolic system of (2.30) are generally
processed by forward based (calibration) algorithms which interpret data through comparisons
with previous results, often facilitated by artificial intelligence techniques [8-12].

There is, however, a mathematical transformation which exists between the hyperbolic
equation (2.5) and the parabolic equation (2.30) [76-78]. As discussed in Chapter 4, the
transformation can be used to observe diffusion data in a wave format and to solve the inverse
problem subsequently with wave attributes such as time-of-flight, scattering, and back
propagation [79-82]. There are, however, many difficulties associated with the transformation
which limit its applicability. The fact that the transformation exists does not imply that systems
governed by hyperbolic equations are in some sense equivalent to systems governed by
parabolic equations, rather, its ill-posedness helps to demonstrate their differences.

2.3.2 The steady-state inverse problem

Generally, the differences between hyperbolic partial differential equations and parabolic
partial differential equations are recognized and their associated inverse problem are treated
accordingly [83-86]. At issue is the time harmonic form of the parabolic system (2.30) which
can be derived from Maxwell's equations. For time-harmonic measurements under the MQS
approximation, Maxwell's equations are given as

\[ \nabla \times \mathbf{E}^s = -j\omega \mu \mathbf{H}^s \]  \hspace{1cm} (2.35)

\[ \nabla \times \mathbf{H}^s = \sigma \mathbf{E}^s \]  \hspace{1cm} (2.36)
\( \nabla \cdot \mathbf{E}^s = 0 \) \hspace{1cm} (2.37)

\( \nabla \cdot \mathbf{H}^s = 0. \) \hspace{1cm} (2.38)

The governing electric field equation for this steady state system is now given as

\( \nabla^2 \mathbf{E}^s + k^2 \mathbf{E}^s = 0 \) \hspace{1cm} (2.39)

where

\( k^2 = -j \omega \mu \sigma. \) \hspace{1cm} (2.40)

MQS phenomena generally occur at low operating frequencies \((f < 5 \text{ MHz})\) and with high material conductivities \((\sigma > 10^2 \text{ S/m})\). At these frequencies displacement current is negligible compared to conduction current and although the governing time-harmonic MQS field equations are of similar to form to those of time harmonic fully dynamic wave field, the underlying physics exclude wave propagation.

Consider the 1-D system given by

\( \frac{\partial^2 \mathbf{E}^s}{\partial x^2} - j \omega \mu \sigma \mathbf{E}^s = 0 \) \hspace{1cm} (2.41)

whose solution in phasor form is given by

\[ E(x) = E_0 \exp \left[ -\sqrt{\frac{\omega \mu \sigma}{2}} (1 + j) x \right] \] \hspace{1cm} (2.42)

with the steady-state solution written as
\[ E(x,t) = E_0 \exp \left( -\sqrt{\frac{\omega \mu \sigma}{2}} x \right) \cos \left( \sqrt{\frac{\omega \mu \sigma}{2}} x - \omega t \right) \]  \hspace{1cm} (2.43)

Equation (2.43) describes a field decaying exponentially in magnitude and having a linear phase shift with depth. Although (2.43) has the mathematical form of a wave field, it does not actually describe a true electromagnetic wave. This is clear from the fact that displacement current is negligible under the MQS approximation. Thus, (2.43) simply describes an MQS field which has no transient behavior but instead oscillates in time and space and decays with distance \( x \). Conversely, an interface at some point \( x' \) mathematically has the form of a scattered wave field, but the underlying parabolic nature of the governing MQS phenomena results in effects which are felt instantaneously throughout, so there are no incident and scattered fields of which to measure the relative phase shifts as there are in fully dynamic systems.

The most common MQS NDE method is steady state eddy current NDE. A single frequency coil is used to generate a magnetic field which induces eddy currents in the test specimen as shown in Figure 2.5. As with pulsed eddy current tests, these induced eddy currents are disrupted by any anomalies in the sample and this in turn alters the voltage of the source coil. Since, wave propagation does not occur in MQS phenomena, the source fields do not propagate away from the coil, scatter of the anomaly, and propagate back to the source coil as they do for fully dynamic electromagnetic systems. Instead, as the previous section demonstrates, effects are felt instantaneously and depend on both the source coil and the anomalous region. Generally, this effect on the source coil is measured indirectly in terms of the complex impedance of the source coil. This is very different from wave systems, where there is direct access to fields which are scattered from anomalous regions. The impedance measurements are not generally used directly to reconstruct anomalous regions in the test material, but rather are used to indicate the presence of a flaw qualitatively [87-88] as is
demonstrated in Chapter 3. Calibration procedures are then used to determine the exact character of the flaw.

Formally, the time-harmonic MQS electric field \( E^s \) in the presence of an anomalous region is given by [89]

\[
E^s(x) = E^s_0(x) + \int k^2(x') - k_0^2 \right) G(x;x') \cdot E^s(x') \text{d}v
\]

Equation (2.44) is of course, mathematically equivalent to the solution (2.21) of the fully dynamic electric field in the presence of a scattering object. As in the wave case, the inversion of (2.44) can lead to a reconstruction of the anomalous region in the medium. However, scattering and back propagation can not be employed to solve the inverse problem because the phenomenon is parabolic in nature. Examples of the mathematical inversion of (2.44) are given by Sabbagh [90] where the Green's function for a certain geometry is derived and is then used to invert (2.44) to characterize the properties of the anomalous region \( k(x) \). This suffers from the disadvantage that the derivation of Green's function is quite difficult for most geometries. The inversion of (2.44) is also shown to be invertible under certain approximations for a layered halfspace problem [91].

For MQS systems, and in particular eddy current NDE, it is much more difficult to obtain the relevant physical measurements than for fully dynamic systems. This is because the fields which arise due to the presence of an inhomogeneity are not as physically accessible under the MQS approximation as are they are for fully dynamic systems. For wave systems, for example, the radiating field is scattered and this scattered field can be measured and compared to the source field. For MQS systems, e.g., eddy current NDE, the fields do not propagate away from the source and scatter off of anomalies. Instead the eddy currents which are
induced in the conducting test sample by the source coil are disrupted by anomalies in the test sample. This in turn instantaneously affects the fields of the source coil through MQS induction and this effect is measured as a change in the impedance of the source coil. The impedance of the source coil is not a direct measurement of the field which results from the eddy current perturbation. Instead, the impedance measurement is an integrated effect which includes factors which depend on the source coil, test geometry, and the eddy currents induced throughout the sample [4].

Auld, et. al [92] use reciprocity to derive a formula for the impedance change in a coil over a halfspace in terms of the source current I, the conductivity variation in the medium, and the electric field \( E^e(x) \). The complex impedance change \( \Delta Z^e \) of a coil over a conducting halfspace with host conductivity \( \sigma_0 \) and containing an anomalous region with conductivity \( \sigma(x) \) is given as

\[
\Delta Z^e = \frac{1}{I^2} \int_{\Omega} (\sigma(x) - \sigma_0) E^e_0(x) \cdot E^e(x) \, dv,
\]

where \( E^e(x) \) is the electric field in the presence of an anomaly, \( E^e_0(x) \) is the electric field in the absence of the anomaly, and \( I^2 \) is the source current in the eddy current coil. Measurements of \( \Delta Z^e \) can be used to determine features of a defect such as a surface crack in a metal [93]. However, in general the impedance change \( \Delta Z^e \) varies nonlinearly with variations in conductivity, thus, the inversion of (2.45) is quite difficult and generally limited to simplified geometries. There has been success using linearizing approximation to invert directly (2.45) to obtain a conductivity profile [94]. Chapter 5 demonstrates a linearized inversion of (2.45) which can be implemented to image small subsurface flaws.
2.3.3 Misconceptions about the MQS inverse problem

An important concept of electromagnetic phenomena is that when displacement current is negligible compared to conduction current, wave propagation does not occur and the fields are MQS. Also, if the operating frequency is sufficiently low that the time rate of change of the electromagnetic fields is very small, the fields are also considered EQS and wave propagation and radiation do not occur. The misunderstanding of this concept has led to much confusion in both the general public and the research community. For example, there is much recent concern about radiation affects from power lines. However, the idea of radiation from power lines is a misnomer because at the frequencies of power transmission (60 Hz) displacement current is sufficiently small that quasistatic approximations are valid and radiation does not occur [95]. Also, many electromagnetic texts often ignore MQS approximations for electromagnetic fields in conducting materials [20,96]. If an electromagnetic wave traveling in space encounters a material sufficiently conductive so that conduction current dominates displacement current, wave propagation does not occur in the metal and instead the fields are governed by MQS diffusion. This concept is often ignored in electromagnetic texts [20,96] and demonstrates that many authors do not lend a clear understanding of MQS phenomena. This same misunderstanding has led to a considerable amount of confusion about the MQS inverse problem.

The previous section demonstrates that there are approaches which result in a direct solution to the MQS inverse problem. These approaches must be mathematically rigorous and subsequently treat the underlying MQS phenomenon appropriately. There have, however, been attempts to obtain direct solutions to the MQS inverse problem without a rigorous physical basis. In these instances, the similarity of the fully dynamic equation (2.16) and (2.21) to the MQS equation (2.39) and (2.44), respectively, has led many researchers to refer to steady-state MQS diffusion and thermal diffusion phenomena as arising from "skin waves"
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[97-100]. This in turn has led them to consider the possibility of developing direct inversion schemes such as those used for fully dynamic electromagnetic phenomena, e.g., holography and diffraction tomography, for the processing of data associated with MQS diffusion. These approaches are generally employed for single frequency eddy current inspections governed by (2.39) where the magnitude and phase of the complex impedance of a coil is recorded to detect the presence of a flaw. Under the premise that the phase shifts of time-harmonic eddy current impedance measurements are in some sense analogous to those obtained by wave-based devices, a number of researchers have applied direct "wave-based" reconstructions directly to such diffusive data [97-102]. Generally, these techniques assume that since the eddy currents in the sample are oscillatory and have an associated phase repetition period, the eddy currents arise from wave phenomena, which is contrary to the underlying MQS approximations.

One direct "wave-based" imaging technique which has been attempted on eddy current phenomena is diffraction tomography (DT) [100]. Here, the fact that the integral formulation of electric currents and fields is formally the same as the one describing a wave scattering phenomenon results in the development of eddy current diffraction tomography inversion algorithms. Formally, diffraction tomography represents a linearized solution of the nonlinear inverse problem (2.21) such that the field data is backpropagated in order to generate some quantity that depends upon the unknown scatterer properties. For wave fields, imaging can be done with the application of FFT-based diffraction tomography procedures, and in fact this has been utilized for microwave NDE [57]. The application of DT to eddy current phenomena is suspect based on the fact that under the MQS approximation, wave propagation does not occur and therefore neither can backpropagation. For clarity, the steps of DT used in [100] are briefly reviewed. First a Born like approximation is used in which the total electric field in the presence of an anomalous region $E^a(x)$ is approximated by the original source field in the absence of an anomalous region $E^0_0(x)$. Equation (2.44) can now be written as
\[ E^s(x) = E_0^s(x) + \int \left(k^2(x') - k_0^2\right) G(x;x') \cdot E_0(x') \, dv \]  

(2.46)

which then yields the relationship for the anomalous field

\[ E_\alpha^s(x) = \int \left(k^2(x') - k_0^2\right) G(x;x') \cdot E_0(x') \, dv \]  

(2.47)

where

\[ E_\alpha^s(x) = E^s(x) - E_0^s(x). \]  

(2.48)

By expanding \( G(x,x') \) into a spectral expansion, a linear relationship is obtained between the Fourier transform of the measured anomalous field and the anomalous region. Then, after taking measurements along a line above the flaw region, and subsequently Fourier transforming that data, the spectral values of the anomalous region are obtain in the Fourier domain. The inverse Fourier transform then provides a single-frequency image of the anomaly. Different frequencies can be used to fill in the Fourier space data. This is a standard DT implementation and the researchers include a method to account for the attenuation of the eddy currents. The technique does, however, rest on the premise that the source field behaves as a plane wave. The derivation includes effects such as transmission and reflection from an interface, thus, the technique lacks an appropriate underlying physical justification. The main idea of the authors is to obtain a direct inversion of (2.44) using electric field measurements, however, the interpretation as waves is incorrect and should not be used as a basis for inverting eddy current data. Also, the electric field is not actually measured in eddy current tests, instead impedance measurements are used which would further complicate these approaches.
In efforts to directly invert the impedance relationship of (2.45), some researchers have utilized holographic approaches to attempt to backpropagate the eddy current fields by applying holography to eddy current impedance measurements [97-99]. The misconceptions of applying holography to MQS phenomena are described by [103-105], however, this concept is briefly reviewed here for clarity. Holographic approaches are based on the fact that propagating wave fields have a linear phase shift with position and can thus be described as a linear spatial filter. For phenomena governed by wave propagation, a hologram is generated by recording the transducer response as it is scanned over a rectangular aperture in the xy plane at some point \( z = z_0 \). The complex field in the recording plane \( z = z_0 \) can be expressed in the form

\[
f(x,y,z_0) = |f(z,y,z_0)| \exp[j(\mathbf{x},y,z_0)]\]  

(2.49)

Using the holographic technique of backward wave propagation, it is possible to propagate the recorded hologram \( f(x,y,z_0) \) which represents the complex scattered wavefront, back to its source, the defect scatterer which interferes with the wave at \( f(x,y,z_1) \).

The first step in propagating the hologram plane is to decompose the recorded hologram into its plane wave angular spectrum by applying the two-dimensional Fourier transform as

\[
F(u,v,z_0) = \int \int f(x,y,z_0) \exp[-2\pi j(ux + vy)] \, dx \, dy. \]  

(2.50)

The plane wave angular spectrum can now be propagated back to the plane \( z = z_1 \) by multiplying \( F(u,v,z_0) \) by a propagator \( P(u,v,\Delta z) \). When propagating to another plane
\( z_1 = z_0 + \Delta z \), the wave field \( f \) obeys the fully dynamic Helmholtz equation of (2.16) rewritten here as

\[
\nabla f^2 + \left( \frac{2\pi}{\lambda} \right)^2 f = 0
\]

(2.51)

where \( \lambda \) is the wavelength. Substituting (2.50) into (2.51) yields the relationship for the propagation factor given as

\[
P(u,v,\Delta z) = \exp \left[ \frac{j2\pi}{\lambda} \sqrt{1 - (\lambda u)^2 - (\lambda v)^2 \Delta z} \right].
\]

(2.52)

The propagated hologram can then be reconstructed by taking the inverse Fourier transform of the propagator multiplied by (2.50) as

\[
f(x,y,z_1) = \int \int F(u,v,z_0) \exp \left[ \frac{j2\pi}{\lambda} \sqrt{1 - (\lambda u)^2 - (\lambda v)^2 \Delta z} \right] \exp[j2\pi(ux + vy)] \, du \, dv.
\]

(2.52)

Thus a wavefront measured at some point \( z_0 \) can be reconstructed in any desired plane \( z_1 \) in the following steps [68,103].

1. Measure the complex field distribution \( f(x,y,z_0) \).
2. Compute the two dimensional Fourier transform of the \( f(z,y,z_0) \).
3. Multiply this by a propagation factor to get the Fourier transform of the field at \( z_1 \).
4. Compute the inverse Fourier transform to get the desired field distribution \( f(x,y,z_1) \).
As with DT, this algorithm provides a direct solution to the inverse problem which can be easily implemented on a computer. Holography is an established technique used routinely for reconstruction of wave fields. However, it can only be expected to lend a meaningful result if the phenomenon is described as a true wave field.

There have been, however, numerous attempts to utilize holography on eddy current impedance measurements. In all approaches, the similarity of the governing time-harmonic fully dynamic equation (2.16) to the governing MQS equation (2.39) has led researchers to conclude that eddy currents behave as waves. This is an incorrect interpretation because for a typical eddy current frequency, say f = 10 KHz, the wavelength in air is one kilometer while the coil is generally less than one millimeter away from the test sample. Thus, there are not sufficient time and phase variations to consider the eddy current coil as launching a wave from air into the material, as many researchers suggest. A major misconception is based on the fact that the induced eddy currents have a sinusoidal phase repetition period of 2\pi\delta in the conducting sample, where \delta referred to as the "skin depth" and is defined as

\[
\delta = \frac{1}{\sqrt{\pi f \mu \sigma}} = \frac{1}{\alpha} = \frac{1}{\beta}
\]  

(2.54)

Since the eddy currents have phase repetitions which are similar to the sinusoidal repetitions of time-harmonic wave fields, they are sometimes erroneously treated as actual propagating wave fields. For a typical eddy current test, the operating parameters are f=10 KHz, \mu = \mu_0 \ H/m, \varepsilon = \varepsilon_0 \ F/m, and \sigma = 3 \times 10^7 \ S/m. Here the displacement current in the sample is

\[
J_d^s = j\omega\varepsilon E^s = j8.85 \times 10^{-10}E^s
\]  

(2.55)

while conduction current in the sample is given by
Clearly, displacement current is negligible compared to conduction current and as the MQS approximations suggest, wave propagation does not occur. Thus, there is no reason to assume that holographic approaches based on wave propagation can be applied to eddy current phenomena [103-104]. This fact appears to be ignored simply because the eddy currents repeat sinusoidally in the conducting sample.

Another justification for using holography on eddy current measurements is a relationship which can be derived from the impedance formula (2.45). It can be shown that there is a linear relationship between impedance phase shifts and the phase shifts of subsurface flaws in a conducting medium. (This relationship is derived in Chapter 5). Also, under certain approximations there is a linear relationship between the phase of a fully dynamic scattered field and the distance to the scatterer. The linear relationship of impedance fields has been used as a justification for treating eddy current phenomena as wave phenomena and subsequently backpropagating impedance measurements with holography, analogously to the backpropagation of wave fields [98]. However, as Chapter 5 points out, the fact that a linear phase relationship exists does not imply that the underlying phenomena is wave based. It can be used to generate images of anomalous regions in the sample, however, the reconstruction algorithms do not attempt to back propagate the measured fields.

In summary, the use of direct “wave-based” inversion techniques such as holography and diffraction tomography which rely on wave attributes such as back propagation have no physical basis for MQS diffusion phenomena. Of course, there may exist mathematical relationships which can be used to invert (2.44) to characterize an anomalous region. However, their use must be physically and mathematically based within an MQS framework.
2.4 Static phenomena

In many NDE applications the governing fields have no time variance and Maxwell's equations for source free regions are written as

\[ \nabla \times E = 0 \]  \hspace{1cm} (2.57)

\[ \nabla \times H = 0 \]  \hspace{1cm} (2.58)

\[ \nabla \cdot E = 0 \]  \hspace{1cm} (2.59)

\[ \nabla \cdot H = 0. \]  \hspace{1cm} (2.60)

Because the fields have no time variations, direct inversion methods which utilize variations of time and phase are not applicable. Instead, indirect procedures such as calibration techniques are used to solve the inverse problem [106-107]. Static electric and magnetic phenomena are not discussed in detail here because there seem to be no misconceptions about the appropriate inversion formulas even though the governing partial differential equations can be cast as a Helmholtz equation with \( k = 0 \).

2.5 Conclusions

This chapter gives a theoretical background in electromagnetic NDE and the associated inverse problem. Clearly the governing electromagnetic phenomena change significantly depending on the operating frequency and material parameters. Varying these parameters results in either fully dynamic, MQS, or static phenomena. These three phenomena have very
different physical properties which affect their associated inverse problems. In general, the inverse problems for all three phenomena are very difficult and often indirect methods such as calibration must be used. There are, however, instances where the fully dynamic inverse problem can be simplified and wave properties such as scattering, time-of-flight, and back propagation can be utilized with appropriate mathematical algorithms to obtain direct inversion techniques that can be used to obtain quantitative images of anomalies in a test sample. These techniques include SAR, diffraction tomography, holography, and many others. Static phenomena, on the other hand have no variations in time and the inversion must be performed with indirect techniques. There is, however, some confusion about MQS phenomena. Here the fields are governed by diffusion instead of wave propagation so wave properties such as scattering, time-of-flight, and back propagation can not be utilized for the solution of the inverse problem. Instead, the inverse problem is generally solved indirectly much like the inverse problem for static electric and magnetic phenomena. This appears to be well understood in the time domain, when the governing parabolic equation and its associated properties are much different from that of the fully dynamic hyperbolic equation. However, for time-harmonic tests, the governing equations of fully dynamic electromagnetic and MQS phenomena take on the same mathematical form. This has led to misconceptions which have resulted in the inappropriate use of wave based inversions on MQS phenomena.

A primary goal of the remaining portion of this dissertation is to demonstrate the differences of MQS and fully dynamic electromagnetic phenomena and to indicate some areas which show potential for the direct inversion of MQS phenomena. Chapter 3 describes experimental imaging results for fully dynamic millimeter wave NDE and MQS eddy current NDE. This helps to demonstrate the associated properties of each technique and also introduces a potential application for millimeter wave NDE. Chapter 4 describes a transformation between hyperbolic and parabolic equations which could potentially provide a method for the direct inversion of MQS diffusion phenomena. Chapter 5 describes a direct
inversion technique which can be used to image subsurface flaws in metals using eddy current NDE. Both an analytic and a numerical study are utilized to demonstrate the underlying foundations of the inversion method, while experimental results are used to demonstrate the limitations associated with applying it to realistic eddy current data.
CHAPTER 3. A COMPARISON OF EDDY CURRENT AND MILLIMETER WAVE NDE

3.1 Introduction

As Chapter 2 shows, the physics of the fully dynamic electromagnetic inverse problem and the MQS inverse problem are quite different. This chapter uses an experimental study to examine the differences in the physical properties and the associated inverse problem of the two systems. To do this, fully dynamic millimeter wave NDE and MQS eddy current NDE are used to inspect surface breaking flaws in an aluminum sample. This type of flaw is chosen because it is potentially detectable by both techniques. A subsurface flaw in aluminum would not be detectable with millimeter wave NDE because the fields attenuate too rapidly, while a flaw in a nonconducting sample would not be detectable with eddy current NDE because there would be no induced eddy currents. There are many NDE situations which require the inspection of surface breaking flaws in conducting materials, for example fatigue cracks on airplane skins.

Eddy current NDE has been used effectively for the detection of fatigue cracks and other surface breaking flaws in conducting materials [108], however, a detracting characteristic is that due to the MQS nature of eddy current phenomena, the eddy current transducer must be placed in close proximity to the test specimen. Since millimeter wave energy can propagate in air, millimeter wave NDE offers an alternative approach with the significant advantage of detection in the stand-off mode of operation. Millimeter wave NDE has been shown to be effective at detecting small flaws [109-112], however, most methods under study require that the transducer be placed in close proximity to the specimen. These methods thus suffer from
the same disadvantages as eddy current techniques. This chapter compares the detection
capabilities of surface breaking flaws on conducting materials for conventional eddy current
NDE and for millimeter wave NDE in the stand off mode. It provides an insight into the
underlying physics and the applicable inversion techniques available for fully dynamic
electromagnetic NDE and MQS NDE. It also introduces an application for millimeter wave
NDE which has seen little practical implementation.

3.2 Experimental procedure and imaging techniques

3.2.1 Millimeter wave NDE

Millimeter wave phenomena utilize a waveguide antenna to direct electromagnetic energy
which is produced in the form of propagating waves. These waves propagate away from the
antenna and interact with anomalies which scatter the incident energy. Some of this scattered
energy propagates back to the source and can be measured by a network analyzer and
subsequently used to characterize the nature of the scattering medium. A schematic of the
millimeter wave experimental set up used in this study is shown in Figure 3.1. It consists of a
Hewlett Packard 8510C network analyzer system with an operating frequency of 75-110 GHz.
The HP 8510C utilizes time-harmonic wave fields, however, through swept frequency
measurements and Fourier synthesis, a time-domain pulsed can be generated. The equipment
is capable of performing an FFT internally, therefore, for all practical purposes the source acts
as a time domain pulse generator. The millimeter wave transducer is a 25 dB Aerowave
standard gain horn placed approximately 30 cm from the test sample and is used in the
monostatic mode (acting as both transmitter and receiver). The antenna pattern of the horn is
shown in Figure 3.2. An aluminum plate with various electrical-discharged machined (EDM)
To test modules and network analyzer

Figure 3.1 Experimental test set up.

Figure 3.2 Antenna beam pattern [113].
notches is mounted on a 3-D scanning system. The millimeter waves propagate in air to the aluminum sample where the energy is reflected away from the sample according to

\[ E_r = \Gamma E_i \]  

(3.1)

where \( E_i \) is the incident time-harmonic wave field and \( E_r \) is the reflected wave field, with the reflection coefficient defined as

\[ \Gamma = \frac{\eta_2 - \eta_1}{\eta_2 + \eta_1} \]  

(3.2)

where

\[ \eta = \sqrt{\frac{j \omega \mu_0}{\sigma + j \omega \varepsilon}}. \]  

(3.3)

Medium 1 is well approximated by free space, so

\[ \eta_1 = \sqrt{\frac{\mu_0}{\varepsilon_0}} = 377 \text{ Ohms/m} \]  

(3.4)

while for the aluminum plate

\[ \eta_2 = \sqrt{\frac{j \omega \mu_0}{\sigma + j \omega \varepsilon_0}} = 0.1147 \times 10^{-3} (1 + j) \text{ Ohms/m} \]  

(3.5)

thus, the reflection coefficient is
\[ \Gamma = -0.9994 + j0.0006 = 0.9994\angle179.966^0. \] (3.6)

The vast majority of the millimeter wave energy is specularly reflected away from the aluminum plate so only a very small fraction actually penetrates the aluminum sample. Note: Although the fields in the metal appear to be in the form of waves, this is not actually the case. The conduction current in the sample is given by

\[ \mathbf{J}_c = \sigma \mathbf{E} = 3 \times 10^7 \mathbf{E} \] (3.7)

while displacement current is given by

\[ \mathbf{J}_d = \omega \varepsilon \mathbf{E} = 5.563 \mathbf{E}. \] (3.8)

Thus, displacement current is negligible compared to conduction current and the MQS approximation holds. Therefore the fields do not behave as decaying waves in the aluminum sample, but rather as MQS diffusion.

In the presence of a flaw, the induced surface currents set up by the impinging electromagnetic wave are disrupted by the flaws and affect the scattered energy. This scattered energy differs from the specularly reflected energy which is seen in the absence of a flaw, however, the specularly reflected energy tends to dominate the signal and make flaw detection difficult. To distinguish this energy from the specularly reflected energy, the sample is placed at a 45 degree angle to the incident wave. The specularly reflected energy is no longer scattered back to the source, so in the absence of a flaw, no return signal is measured. When the incident energy interacts with a flaw, the specularly reflected energy is disrupted and tends to
scatter in all directions from the plate. This scattered energy is now detected with the source horn and can be used potentially to characterize the flaw.

To exploit the frequency range of the system, the source is frequency swept from 75-110 GHz and the signal is subsequently Fourier transformed to obtain a time domain pulse. To decrease the amount of data required for storage, only the maximum of the time domain pulse \( P \), and subsequent time-of-flight \( \tau \) are recorded for imaging as shown in Figure 3.3. For these tests, the polarization of the electric field is perpendicular to the EDM notch for best results. The amount of scattered energy generated by the EDM notch is directly proportional to the polarization of the incident wave. If the polarization is parallel to the EDM notch, the surface current has very little interruption and subsequently very little scattered energy is produced. When the polarization is perpendicular to the direction of the EDM notch, the maximum amount of surface current is disrupted and there is a large amount of scattered energy produced. Thus, polarization could conceivably be used to determine the orientation of the flaw and thus increase the information content of millimeter wave NDE.

Two different techniques are utilized to image the millimeter wave data. In both cases the antenna is scanned in the X-Z plane with a spatial step of 1 mm as shown in Figure 3.1. The simplest imaging technique consists of plotting the magnitude of the maximum received signal at each C-scan position. This technique can be used to indicate the presence of a flaw. The other imaging technique is synthetic aperture radar (SAR) where the time-of-flight of the maximum returned energy and the pulse amplitude at this time are both utilized to create a focused image [24,112]. The defect is considered to consist of point like flaws and by measuring the time-of-flight of the pulse to the sample and back to the source, the distance from the source to the flaw can be determined. By utilizing measurements along a 2-D baseline perpendicular to the test sample, the position of the flaw can be determined. The SAR algorithm generates 3-D images, however, for simplicity the images shown here consist of the
maximum 2-D slice in the X-Z plane of the total 3-D image. There is a limit to the resolution of SAR imaging with the down range resolution given as [24]

$$\Delta z = \frac{c}{2B}$$  \hspace{1cm} (3.9)

where $c$ is the speed of the electromagnetic wave propagation and $B$ is the bandwidth of the swept frequency generated pulse (35 GHz). Thus, the down range resolution of SAR imaging is limited to approximately 8.57 mm. The cross range resolution for a linear SAR as shown in Figure 3.4 is given by [24]

$$\Delta = \frac{cR}{2f_0 L}$$  \hspace{1cm} (3.10)

where

$c$ = wave speed in the propagating medium

$f_0$ = center frequency

$L$ = effective aperture dimension

$R$ = observation distance.

The antenna pattern of the source is shown in Figure 3.4 where the 3 dB (half power) point is approximately 5 degrees so the expected cross range resolution is 8.65 mm. This resolution can be increased by using wide beamwidth horns, although, this would have the effect of increasing specular reflection. Consequently, it is not possible to obtain high resolution images of the flaws because the flaw dimensions are in the millimeter range while the resolution limit is almost 1 cm. Thus, for these particular test parameters, SAR is not an ideal method for obtaining information about the flaws, but it does provide a demonstration of how
Figure 3.3 Data collection for pulsed measurement.

Figure 3.4 SAR crossrange resolution [24].
characteristics of wave propagation can be used to invert fully dynamic electromagnetic fields. To increase the characterization potential of the imaging routine, \textit{a priori} information could be included with a more rigorous imaging algorithm which utilizes calibration techniques. However, this is beyond the scope of this study. The goal here is to demonstrate how features of wave propagation can be utilized to help characterize flaws using millimeter wave NDE. In this setting, the C-scan image is used to analyze the raw data obtained from the experiment, while SAR is used to increase resolution and decrease background noise.

\subsection*{3.2.2 Eddy current NDE}

As mentioned in Chapter 2, eddy current testing does not utilize propagating waves but rather MQS induction. The coil is placed in close proximity to the test sample (less than 1 mm) and the eddy currents induced in the sample affect the coil. When these currents are disrupted they cause a change in the source coil that is measured in terms of the complex steady-state impedance. This impedance measurement provides qualitative information about the flaw and can not generally be used to obtain a quantitative reconstruction of the flaw. There have been attempts to invert the impedance formula (2.45) to obtain a profile of surface breaking flaws \cite{93}, however, these techniques are limited due to the complex nature of most flaws observed in practice. To obtain a quantitative characterization of the flaw, classification algorithms are generally employed along with reference standards which are generated either computationally or experimentally.

The eddy current NDE experiments utilize the same 3-D scanning system of Figure 3.1, however, the sample is placed flat in the X-Z-plane and an eddy current coil is scanned over the top of the sample with a resolution of 0.25 mm. A Zetec pencil probe with a diameter of 3.175 mm and an operating frequency of 500 KHz is used with a Zetec MIZ-17 eddy current tester to obtain impedance measurements. The eddy current imaging consists of plots of raster scans of
coil impedance changes at each scan location. These images give a qualitative characterization of the flaw but do not provide information such as EDM notch depth which would instead be obtained through classification techniques which are not utilized here.

### 3.3 Experimental results

A number of experiments were performed in order to compare millimeter wave SAR images and eddy current raster scan images of EDM notches of different lengths, widths, and depths. Figure 3.5 shows images of EDM notches 0.18 mm wide and 0.70 mm deep. Figure 3.5a is an eddy current image of an EDM notch 5 mm long and Figure 3.5b is an eddy current image of an EDM notch 10 mm long. The eddy current coil is easily able to distinguish between the two different length notches, and clearly shows the shape of the EDM notch. Figure 3.5c and 3.5d show millimeter wave SAR images of the same 5 mm long and 10 mm long EDM notches. The SAR images for the two different length notches are very similar and the notch length is not distinguishable from the shape of the image alone. The SAR algorithm lacks adequate cross range resolution because the horns used have very narrow beamwidth. This reduces the number of view angles which can be used to create the image and subsequently limits the focusing ability of the algorithm. Wider beamwidth horns could be used to reduce this problem, however, as mentioned earlier this would have the undesired effect of increased specular reflection from the horn. There are methods to reduce specular reflection effects through signal processing [112], and this is an area for further investigation.

Although the shape of the SAR images does not distinguish the length of the notch, the maximum magnitude of the image is quite sensitive to crack length. This is because the amount of current interrupted is proportional to the notch length. Crack length and direction could possibly be determined with a calibration scheme which utilizes return signal strength and horn polarization. Since the shape of the millimeter wave SAR images shows little variance from
Figure 3.5 Images of EDM notches (0.70 mm deep, 0.18 mm wide) a) eddy current image (length 5 mm) b) eddy current image (length 10 mm) c) millimeter wave image (length 5 mm) d) millimeter wave image (length 10 mm). Note the eddy current scale is one half the millimeter wave scale.
that of Figure 3.5c and Figure 3.5d for all of the EDM notches tested, the following results of eddy current and millimeter wave comparisons show only the maximum amplitude of the resultant image. Figure 3.6 shows results from EDM notches 0.18 mm wide, 10 mm long, and with varying depths. Figure 3.6a is a plot of the maximum eddy current impedance magnitude change vs. EDM notch depth and Figure 3.6b shows a plot of millimeter wave SAR amplitude change vs. EDM notch depth. Both techniques have an increase in return signal strength for a corresponding increase in defect depth, however, after a certain depth there is no increase in millimeter wave return signal strength for a corresponding increase in EDM notch depth. This phenomenon was seen in other experiments and requires further investigation, although, it is possibly caused by the inability of the waves generated by surface currents to propagate out of the deeper notch. Figure 3.7a shows results of eddy current responses to EDM notches 0.70 mm deep, 5 mm long and with varying width. The eddy current probe is sensitive to width changes as expected. It should be noted that although the maximum eddy current signal does not continue to increase for large widths, the small size of the probe would allow the width to be determined from a 2-D raster scan image. Figure 3.7b shows results of millimeter wave signals from EDM notches of varying width. The millimeter wave technique shows good sensitivity to width, and thus compares well with the eddy current technique.

These comparisons have shown that while the millimeter wave technique is sensitive to depth, length, and width; the eddy current technique exhibits superior sensitivity to the standoff millimeter wave inspection. As mentioned earlier, the crossrange resolution of the millimeter wave technique could be improved with a wider beamwidth horn and this should be investigated further. However, millimeter wave NDE appears to be effective at detecting surface defects from large distances away from the test sample and does have significant advantages over other NDE techniques because a couplant is not required. Another significant advantage of the wave-based modality is its ability to interrogate components through dielectric barriers. This is considered next.
Figure 3.6 Sensitivity to EDM notch depth (length 10 mm, width 0.18 mm) a) eddy current maximum impedance change vs. EDM notch depth b) millimeter wave SAR maximum vs. EDM notch depth.

Figure 3.7 Sensitivity to EDM notch width (length 5 mm, depth 0.70 mm) a) eddy current maximum impedance change vs. EDM notch width b) millimeter wave SAR maximum vs. EDM notch width.
3.4 Results from millimeter wave NDE through dielectric materials

A strength of millimeter wave NDE is demonstrated by its ability to image surface defects on aluminum plates covered with thick dielectric materials. For completeness, the covered plates were inspected with the eddy current coil, however, the coil did not have any measurable change in impedance from that of the coil in air. Therefore, eddy current results are not shown in the following figures, and millimeter wave C-scan images are compared to millimeter wave SAR images to demonstrate the benefits of the focusing technique.

The millimeter wave tests were done on an EDM notch 0.45 mm wide, 10 mm long and 1.5 mm deep. A reference image with no covering is shown in Figure 3.8. The C-scan image clearly distinguishes the EDM notch and the SAR image shows a very slight reduction in background noise. Figure 3.9a and 3.9b show C-scan and SAR images of the EDM notch with a 2 cm nonconducting honeycomb composite covering. The C-scan clearly shows the EDM notch as well as the periodic signal variation from the honeycomb itself. The SAR image significantly reduces the background signal from the honeycomb, giving a much clearer image of the EDM notch. Thus, even with limited angular resolution the SAR process has benefits. Figure 3.10a and 3.10b show C-scan and SAR images of the EDM notch covered with 2 mm of corrugated plastic with 10 dB loss/mm and 8 mm of lossless plexiglass. The dielectric loss of the plastic has little effect on the signal due to the large dynamic range of the equipment. Figure 3.11a and 3.11b show C-scan and SAR results from the EDM notch covered with a 10 cm inhomogeneous ceramic material. The image is distorted from the inhomogeneities in the sample, however, the SAR routine reduces the distortion significantly.
Figure 3.8 Millimeter wave image of EDM notch with no covering (width 0.45 mm, depth 1.5 mm, length 5 mm) (a) C-Scan (b) SAR.
Figure 3.9 Millimeter wave images of EDM notch covered with 2 cm of nonconducting honeycomb composite (a) C-scan (b) SAR
Figure 3.10  Millimeter wave images of EDM notch covered with lossy plastic covering 2 mm thick (loss 10 dB/mm) and 7 mm of lossless plexiglass (a) C-scan (b) SAR
Figure 3.11 Millimeter wave images of EDM notch covered with 7.5 cm of inhomogeneous ceramic (a) C-scan (b) SAR.
3.5 Inspection of tight fatigue cracks

The results presented in the last two sections indicate that millimeter wave NDE can be used in the stand-off mode to detect small EDM notches. It is, however, important to determine if actual fatigue cracks are detectable with the stand-off millimeter wave inspection. To investigate this, a fatigue crack in an aluminum sample is inspected with both eddy current NDE and the stand-off millimeter wave NDE. The fatigue crack was produced at NASA Langley Research Center. It was grown in a 152 mm x 152 mm x 6.35 mm tensile aluminum sample as shown in Figure 3.12. The fatigue crack initiates from a starter notch approximately 1 mm wide where it extends approximately 41 mm in length and penetrates completely through the sample. The sample is inspected with eddy current NDE. The starter notch was not inspected, but rather the end of the fatigue crack. The resultant image is shown in Figure 3.13 and the fatigue crack and its tip are clearly detectable. Next the sample is inspected with millimeter wave NDE. The millimeter wave inspection is performed by scanning the fatigue crack with the horn placed approximately 15 cm from the test sample and the sample oriented at a 45 degree angle. The horn was scanned over both the starter notch and the fatigue crack. To locate the transition region between the starter notch and the fatigue crack, a conducting wire was placed perpendicular to the notch and the beginning of the fatigue crack. The resultant C-scan gray scale image is shown in Figure 3.14a and the notch and the wire are clearly detectable, however, the fatigue crack is not indicated in the image. Figure 3.14b shows a resultant C-scan without the wire indicator, and the notch is once again clearly detectable, but the fatigue crack does not produce a response. Thus, the millimeter wave inspection was unable to detect the fatigue crack, while the eddy current inspection could detect the crack easily. There have been inspections of small cracks with microwave and millimeter wave NDE, however, the transducer was placed quite close to the sample as is done in eddy current inspections, thus suffering from the same limitation as eddy current NDE. Clearly, more
Figure 3.12 Diagram of fatigue crack.

Figure 3.13 Eddy current image of fatigue crack including crack tip. Total scan dimensions (41 mm x 41 mm).
Figure 3.14 C-scan images of millimeter wave inspections of starter notch and fatigue crack (a) with reference wire perpendicular to starter notch and beginning of fatigue crack (b) without reference wire
research must be done in the inspection of fatigue cracks using millimeter wave NDE, however, the preliminary results indicate that very tight fatigue cracks may pose difficulties.

3.6 Conclusions and future work

The purpose of this chapter is to use the inspection of surface breaking flaws in a conducting sample as a means for demonstrating the differences between fully dynamic electromagnetic phenomena and MQS phenomena. The wave nature of fully dynamic fields in air is exploited by using a transducer placed at a large distance from the test sample. Practically, this has the advantage of inspections where access to the sample is limited. This wave nature was further exploited by detecting flaws with the aluminum sample covered by various inhomogeneous dielectric media. In all cases the millimeter waves propagate away from the sample, are scattered by the flaws, and this energy is recorded at the source to detect the presence of the flaw. Subsequent imaging was performed using raw C-scan data and SAR. SAR is a direct "wave based" imaging technique which utilizes the time-of-flight of the waves scattered by the EDM notches.

Since eddy current NDE is governed by MQS induction, the test coil must be placed in very close proximity to the sample. In fact, if a small (2 mm) thick dielectric material is placed on top of the sample, the eddy current coil has no response from the sample and is effectively in air. This clearly demonstrates that the eddy current coil does not launch a wave which is partially reflected and partially transmitted at the surface as some researchers suggest [97-100]. Because eddy current phenomena are not governed by wave propagation, direct "wave-based" imaging algorithms such as SAR, diffraction tomography, and holography cannot be applied to the impedance measurements. To utilize a direct quantitative inversion routine for eddy current NDE the impedance relationship (2.45) must be inverted for the particular inspection geometry.
It has been shown that millimeter wave NDE can be effectively used to detect surface breaking EDM notches in aluminum. The millimeter wave technique is sensitive to changes in depth, length and width however, the sensitivity is not as great as that of an eddy current probe. These results have shown that millimeter wave NDE can be used effectively where eddy current techniques are not applicable. The inspection of surface defects in conducting materials where direct access of the test sample is not available appears to be a potential application of millimeter wave NDE. The millimeter wave technique is effective at detecting the EDM notches and SAR can be used to decrease distortion from the inhomogeneities in the covering materials. Although a preliminary study indicates that millimeter wave NDE seems to be unable to detect tight fatigue cracks in the stand-off mode, more work is required to investigate this matter further. A second focus should be to develop a calibration procedure which could not only detect flaws, but utilize horn polarization and return signal strength in conjunction with reference samples to determine the size and shape of actual fatigue cracks.
CHAPTER 4. A DIFFUSION-TO-WAVE TRANSFORMATION FOR INVERTING MQS NDE DATA

4.1 Introduction

Chapter 2 demonstrates that the inversion of phenomena governed by parabolic partial differential equations is much more difficult than that of hyperbolic systems. This is because parabolic systems do not offer useful wavelike features such as time-of-flight and backpropagation in time. Thus, the inversion of parabolic systems is generally done with indirect inversion procedures. However, a potential approach for using wave-based reconstruction techniques on diffusive phenomena is based on a mathematical transformation which exists between hyperbolic and parabolic equations [76-78]. This relationship can be used to observe diffusion data in a wavelike format where it can be subsequently inverted with wavelike procedures [79-82]. Its use is not physically based, rather, diffusive data is manipulated in such a way that it solves a non-physical wave equation. This rearranged data can then be subjected to wave-based inversion schemes. The usefulness of this technique hinges on two points: that the wave-based reconstruction has a physically meaningful interpretation; and, that the procedure for accomplishing the transformation to the hyperbolic domain is robust enough to process faithfully experimental data and its attendant noise. This chapter addresses both of these issues by considering a particularly simple test scenario chosen for the sake of clarity. The ideas developed could possibly be extended to complex geometries, however, this would bring about potential difficulties not addressed in this study.
4.2 The inverse problem

The setting for the inverse problem to be considered is shown in Figure 4.1. It consists of determining the thickness, \( L \), of a slab placed over a perfectly conducting half-space. In order to motivate the wave transformation of the eddy current problem, the thickness of a lossless slab is first obtained as one would using microwave NDE. The inversion procedure in this case consists of observing the time-of-flight to a disturbance and back to the probe. Eddy current data is then generated for a lossy slab and compared to the microwave result. In this case wave propagation does not occur and as such the time-of-flight of a disturbance is not a realizable method of determining the thickness of the slab. However, a transformation is used which allows for the diffusive field to be observed as a wave field.

The governing hyperbolic equation of interest is equation (2.5) written again with a driving term included as

\[
\nabla^2 E - \mu \sigma \frac{\partial}{\partial t} E - \mu \epsilon \frac{\partial^2}{\partial t^2} E = \frac{\partial J_i}{\partial t} \tag{4.1}
\]

while the governing parabolic equation is (2.30) written here as

\[
\nabla^2 E - \mu \sigma \frac{\partial}{\partial t} E = \frac{\partial J_i}{\partial t}, \tag{4.2}
\]

however, for this test scenario it is assumed that the fields vary only in the \( x \) direction. In each problem the driving field is a step current in the \( y \) direction at the boundary \( x=0 \), and this current is not a function of \( y \) and \( z \). The source term in (4.1) and (4.2) is the time rate of change of the current and is taken to be an impulse function. For the wave equation this
Figure 4.1. 1-D test geometry for both wave and diffusion problems.
impulsive source term is equivalent to an initial rate of change, and for the diffusion equation
the impulse is equivalent to an initial value. The continuity requirements on the electric field
imply

\[
E(L,t) = 0
\]  \hspace{1cm} (4.3)

\[
\frac{\partial E(0,t)}{\partial x} = 0
\]  \hspace{1cm} (4.4)

respectively, since no electric field exists in the perfectly conducting substrate and \( E \) is spatially
constant in the air.

The problems of interest, shown in Figure 4.1, are thus:

Problem A: EM Waves (\( \sigma_1 = 0 \))

\[
\frac{\partial^2 E}{\partial x^2} - \mu \varepsilon \frac{\partial^2 E}{\partial t^2} = -S_0 \delta(x) \delta(t)
\]  \hspace{1cm} (4.5)

with initial conditions

\[
E(x,0) = 0 \hspace{1cm} \frac{\partial E(x,0)}{\partial t} = 0
\]  \hspace{1cm} (4.6)

and boundary conditions

\[
\frac{\partial E(0,t)}{\partial x} = 0 \hspace{1cm} E(L,t) = 0.
\]  \hspace{1cm} (4.7)
Problem B: MQS Diffusion (\(\sigma_1 >> 1\))

\[
\frac{\partial^2 E}{\partial x^2} - \mu_0 \frac{\partial E}{\partial t} = -S_0 \delta(x) \delta(t)
\]  

(4.8)

with initial condition

\[
E(x,0) = 0
\]  

(4.9)

and boundary conditions

\[
\frac{\partial E(0,t)}{\partial x} = 0 \quad \text{E}(L,t) = 0.
\]  

(4.10)

In each case the inverse problem is to determine where the boundary L is from measurements at \(x = 0\). As Chapter 2 points out, for Problem A the boundary information must travel along the characteristic lines as shown in Figure 2.4. The information travels with finite propagation speed \(c = 1/\sqrt{\mu \epsilon}\). Since the boundary is treated as a perfect conductor, there is complete reflection at the interface, and the initial disturbance travels along the characteristic lines back to the surface. An observer at \(x=0\) can determine the distance to the boundary by the time the disturbance takes to travel to the boundary and return. The solution to (4.5)-(4.7) is given by

\[
E(x, t) = \sum_{n \text{ odd}} \frac{S_0}{\sqrt{\mu \epsilon \pi}} \sin \left( \frac{n \pi}{2L \sqrt{\mu \epsilon}} t \right) \cos \left( \frac{n \pi}{2L} x \right)
\]  

(4.11)

and is shown in Figure 4.2. The plot shows that the wave field at the surface has a constant value until the disturbance from the boundary interacts with the surface field. Since the disturbance must travel on the characteristic lines with finite speed it is not felt at the surface for
a finite time $t = 2L/c$. The inverse problem of determining the thickness of the slab is accomplished by reading the time that the first disturbance is felt and calculating $L$ directly. The inverse problem can be solved directly without the need for calibration methods and $a\ priori$ knowledge.

Now consider the inspection of a slab of finite conductivity ($\sigma_1 >> 1$) shown in Figure 4.1 and governed by Problem B. For Problem B the characteristic equations are given on the lines $t =$"constant" as shown in Figure 2.6. Information throughout the domain is propagated immediately on these lines resulting in a smooth solution for $t > 0$. The solution of (4.8)-(4.10) is

$$E(x,t) = \sum_{n \text{ odd}} S_n \sigma^2 \frac{L}{\mu \sigma} \exp\left(-\frac{n \pi}{2L \sqrt{\mu \sigma}} t\right) \cos\left(\frac{n \pi x}{2L} \right). \quad (4.12)$$

A plot of this solution at $x = 0$ is given in Figure 4.3 and shows that, unlike the wave case, the diffusive solution (4.12) does not give any direct information about the thickness of the slab. Though in the solution, the information is embedded in a way which makes the inverse problem difficult. A standard calibration procedure could be used in which signals from specimens of unknown thickness are compared to signals from those of known thickness. At issue is the feasibility of obtaining this information using a direct wave-based reconstruction without the need for a calibration procedure.

4.3 The inverse Q transform

There is a formal manipulation which re-expresses the hyperbolic Problem A in the form of the parabolic Problem B [76-78]. This transformation is invertible and has been considered
Figure 4.2 Wave field of equation (4.11)

Figure 4.3 Diffusion field of equation (4.12)
as a means of interpreting seismic data [79-81]. To differentiate the physical diffusion field, $E$, from its hyperbolic transform, $U$, and to allow for non-ideal sources, Problem A and Problem B are recast as

Problem $A'$:

$$\frac{\partial^2 U}{\partial x^2} - \mu \varepsilon \frac{\partial^2 U}{\partial q^2} = F(x,q)$$  \hspace{1cm} (4.13)

with initial conditions

$$U(x,0) = U_o(x) \quad \frac{\partial U(x,0)}{\partial q} = U_{q0}(x)$$  \hspace{1cm} (4.14)

and boundary condition on $\Gamma$

$$U(\Gamma,q) = U_\Gamma(q)$$  \hspace{1cm} (4.15)

where the physical conductivity $\sigma$ plays the role of permittivity $\varepsilon'$, and

Problem $B'$:

$$\frac{\partial^2 E}{\partial x^2} - \mu \sigma \frac{\partial E}{\partial t} = S(x,t)$$  \hspace{1cm} (4.16)

with initial condition

$$E(x,0) = E_0(x)$$  \hspace{1cm} (4.17)
and boundary condition on $\Gamma$

$$E(\Gamma,t) = E_r(t). \quad (4.18)$$

The diffusive Problem B' can then be related to Problem A' by taking the Laplace transform of each equation and matching like terms, resulting in

$$\int_0^\infty E(t) \exp(-p^2 t) \, dt = \int_0^\infty U(q) \exp(-p q) \, dq \quad (4.19)$$

or equivalently

$$\int_0^\infty E(t) \exp(-s t) \, dt = \int_0^\infty U(q) \exp(-s q) \, dq. \quad (4.20)$$

The above equations are the fundamental relationships between the wave and diffusion domains. A transformation from an artificial wave domain to a physical diffusion domain known as the Q transform (QT) can be derived by taking the inverse Laplace transform of (4.20) giving

$$E(x,t) = \frac{1}{2\sqrt{\pi t}} \int_0^\infty q \exp(-q^2/4t) U(x,q) \, dq \quad (4.21)$$
Although (4.21)-(4.24) is a relationship between wave fields and diffusive fields, for the purpose of processing diffusive eddy current data it is more useful to have an algorithm which transforms diffusive data to its wave counterpart. This requires the inverse Laplace transform from $p$ to $q$ of (4.19) which gives

$$
U(x,q) = \frac{1}{2\pi j} \int_{\alpha - j\infty}^{\alpha + j\infty} \int_0^\infty E(x,t) \exp(-p^2t) dt \exp(pq) dp
$$

(4.25)

$$
F(x,q) = \frac{1}{2\pi j} \int_{\alpha - j\infty}^{\alpha + j\infty} \int_0^\infty S(x,t) \exp(-p^2t) dt \exp(pq) dp
$$

(4.26)

$$
U_{r}(q) = \frac{1}{2\pi j} \int_{\alpha - j\infty}^{\alpha + j\infty} \int_0^\infty E_{r}(t) \exp(-p^2t) dt \exp(pq) dp
$$

(4.27)

$$
U_0(x) = 0
$$

(4.28)
\[ U_{q0}(x) = E_{q0}(x). \]

Equations (4.25)-(4.29) transform a diffusive field to a wave field and are referred to as the inverse Q transform (IQT). These relationships are summarized in Table 4.1 while Table 4.2 lists some useful transform pairs. Significantly, the rate of exponential decay in the diffusive domain corresponds to a sinusoidal frequency in the wave domain. Therefore, the initial moments of diffusion characterized by a set of decaying exponentials contains the highest frequency information of the pseudo wave.

The IQT is now applied as an inversion scheme to re-express the results of Figure 4.3 in a more meaningful format. The diffusion field is transformed and observed as a pseudo wave field for which the thickness of the slab can be determined through time-of-flight measurements as in the wave case presented in Problem A. Substituting the diffusive field \( E(x,t) \) from (4.12) into the IQT gives a pseudo-wave field

\[ U(x, q) = \sum_{n \text{ odd}} \frac{S_0 4}{\nu \mu n \pi} \sin \left( \frac{n \pi}{2L/\nu \mu} \right) \cos \left( \frac{n \pi}{2L} x \right). \]  

This, of course, is also the solution to the EM wave Problem A, demonstrating that diffusive data can be converted to wave data. Thus, wave-based inversion schemes which rely on time-of-flight measurements could be used to determine the thickness of the slab even though the situation is truly diffusive.

### 4.4 Algorithm robustness

An analytic solution was used in the inversion scheme of Section 4.3, but in order to be of practical significance, the algorithm must handle non-ideal data as well. The procedure is ill-
Table 4.1. Summary of transform parameters

<table>
<thead>
<tr>
<th>Terms</th>
<th>Physical Diffusion</th>
<th>Mathematical Wave</th>
</tr>
</thead>
<tbody>
<tr>
<td>Field</td>
<td>$E(x,t)$ V/m</td>
<td>$U(x,q)$</td>
</tr>
<tr>
<td>Length</td>
<td>$x$ meters</td>
<td>$x$ meters</td>
</tr>
<tr>
<td>Time</td>
<td>$t$ seconds</td>
<td>$q$ (seconds)$^{1/2}$</td>
</tr>
<tr>
<td>Source</td>
<td>$S$</td>
<td>$F$</td>
</tr>
<tr>
<td>Initial Data</td>
<td>$E_0(x)$</td>
<td>$U_{qp}(x)$</td>
</tr>
<tr>
<td>Temporal Frequency</td>
<td>$s$ radians/second</td>
<td>$p$ radians/(seconds)$^{1/2}$</td>
</tr>
</tbody>
</table>

Table 4.2. Transform pairs.

<table>
<thead>
<tr>
<th>Diffusion</th>
<th>Wave</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta(t)$</td>
<td>$\delta(q)$</td>
</tr>
<tr>
<td>$\exp(-at)$</td>
<td>$\sin(\sqrt{aq}q) / \sqrt{a}$</td>
</tr>
<tr>
<td>$a$</td>
<td>$aq$</td>
</tr>
<tr>
<td>$\frac{at^n}{n!}$</td>
<td>$\frac{aq^{2n+1}}{(2n+1)!}$</td>
</tr>
<tr>
<td>$\sin(\omega t)$</td>
<td>$\frac{1}{\sqrt{2\omega t}} \left[ \sin\left(\sqrt{\frac{\omega}{2}}q\right) \cosh\left(\sqrt{\frac{\omega}{2}}q\right) - \cos\left(\sqrt{\frac{\omega}{2}}q\right) \sinh\left(\sqrt{\frac{\omega}{2}}q\right) \right]$</td>
</tr>
<tr>
<td>$\cos(\omega t)$</td>
<td>$\frac{1}{\sqrt{2\omega t}} \left[ \cos\left(\sqrt{\frac{\omega}{2}}q\right) \sinh\left(\sqrt{\frac{\omega}{2}}q\right) + \sin\left(\sqrt{\frac{\omega}{2}}q\right) \cosh\left(\sqrt{\frac{\omega}{2}}q\right) \right]$</td>
</tr>
</tbody>
</table>
posed, however, in that the transformed field exhibits an extreme sensitivity to the diffusive data. This is not surprising since the IQT is a relationship that inverts the QT, a Fredholm integral of the first kind, which is well understood to be unstable \[114\]. This lack of robustness can be exhibited in the way a small sinusoidal perturbation coupled with a small constant shift to the diffusive data is transformed:

\[
E(t) = E_{\text{exact}}(t) + E_{\text{pert}}(t)
\]  

(4.31)

where

\[
E_{\text{pert}}(t) = \varepsilon \sin(\omega t) + \gamma.
\]  

(4.32)

From Table 4.2 the perturbation is observed in the wave domain as

\[
U_{\text{pert}}(q) = \frac{\varepsilon}{\sqrt{2\omega}} \left( \sin\left(\sqrt{\frac{\omega}{2}} q\right) \cosh\left(\sqrt{\frac{\omega}{2}} q\right) + \cos\left(\sqrt{\frac{\omega}{2}} q\right) \sinh\left(\sqrt{\frac{\omega}{2}} q\right) \right) + \gamma q.
\]  

(4.33)

The small sinusoidal perturbation of the diffusion field grows exponentially in the hyperbolic domain and the constant shift grows linearly which implies that the IQT is unstable to such perturbations.

In order to implement the IQT with experimental data it must be truncated and discretized. The truncated inner integral typically yields terms that exhibit exponential growth when integrated along an imaginary axis in the p-domain. The inner truncation therefore gives rise to an instability that worsens as the limits of the outer integral are extended. This complicates the direct application of the IQT to experimental data. On the other hand, the IQT could be used along with any set of transformable functions used to describe the data set, although this would
reduce the inversion to a calibration procedure which can be done more simply in the diffusive domain.

To bypass this lack of numerical robustness in the IQT, the QT can be discretized and then inverted algebraically. Fredholm integral inversions of this type were considered unsolvable at one time [115], however, as discussed by Tikhonov [114], various methods of regularizing the problem are now available. A common method of regularization is to cast the integral equation in matrix form and use various techniques to stabilize the condition number of the matrix, i.e., eliminate small singular values. This allows the matrix to be inverted thus giving the IQT in a discretized form. The approach is used in [80] and is also developed here.

First the QT is cast as a matrix equation given as

$$\bar{A} \, \mathbf{U} = \mathbf{E}$$

(4.34)

where the vector \( \mathbf{U} \) is the unknown wave field and \( \mathbf{E} \) is the diffusive data. The matrix \( \bar{A} \) can be expected to be ill-conditioned since the kernel of the integral decays with increasing \( q \). This can be verified by taking the singular value decomposition of \( \bar{A} \) as

$$\bar{X} \, \bar{\Lambda} \, \bar{V}^T \, \mathbf{U} = \mathbf{E}$$

(4.35)

with the inverse operation

$$\mathbf{U} = \bar{V} \, \bar{\Lambda}^{-1} \, \bar{X}^T \, \mathbf{E}.$$  

(4.36)

Consider the original diffusion Problem B of determining the thickness of a metal slab over a perfectly conducting half space. Instead of performing the IQT analytically as before, numerical data obtained by discretizing Figure 4.3 is used in the algebraic inversion of (4.34).
A diffusion time domain sampling interval of $10^{-2}$ units is used, 400 diffusion values are sampled, and 400 wave values calculated. It is found that increasing this number beyond 400 does not greatly improve the transformed wave field.

With no regularization the inversion is unstable and the wave data can not be meaningfully interpreted as expected because of the high condition number of $\overline{\Lambda}$, so some form of regularization must be used in carrying out this inversion. Small amounts of regularization provide significant improvement in robustness with the disadvantage of losing high frequency wave information. Two different methods of accomplishing this were investigated.

The first method of regularization is simply to eliminate all singular values in $\overline{\Lambda}$ below a given threshold. Two different threshold values are considered, and although both gave stable wave fields, there are significant differences in the transformed fields. Figure 4.4a shows a wave field obtained from inverting the noise free diffusion field. With a threshold value of $10^{-5}$ the wave field is regularized enough to have good agreement with the wave obtained analytically using (4.11), shown here and in all subsequent plots as a solid line. There are oscillations present and the field lacks the high frequency terms required for a sharp cutoff at 2 units. If the threshold is increased to $10^{-3}$ there are fewer oscillations present, but the field degrades at the wave front. The wave field is only shown up to 4 units, after this the wave field quickly degrades to zero. This is expected since the small singular values which are eliminated with the regularization procedure correspond to wave fields associated with large values of $q$.

The numerical oscillations vary with the value of threshold used, and an average of the wave fields obtained for a range of threshold values tends to smooth out these unwanted perturbations. Figure 4.4b is the wave field obtained from averaging one hundred transformed fields calculated for stable threshold values between $10^{-10}$ and $10^{-2}$. The wave field does not have the oscillations of the previous figure and follows the exact wave field closely at the
wave front. From this wave field an accurate estimate of the thickness of the slab can be observed.

Next, Tikhonov regularization is used to make the inversion process more robust. A regularization parameter $\alpha$ was added to the singular values:

$$U = \bar{V} (\bar{\Lambda}^2 + \alpha)^{-1} \bar{\Lambda}^T \bar{E}. \quad (4.37)$$

The parameter $\alpha$ can be optimized in many different ways [116-120] and its choice seems to be application dependent. For this study specific values of $\alpha$ were chosen to give insight into the effect of this parameter on stabilizing the inversion process and optimization was not considered. Figure 4.4c shows the results from Tikhonov regularization with two different values of $\alpha$. The results are similar to those of Figure 4.4a; for a small $\alpha$ the fields have more oscillations, but the high frequency terms are not damped out which allows the exact wave front to be followed closely. For large $\alpha$ the fields are smoother, but do not follow the wave front as closely, demonstrating the damping of high frequencies in the wave domain through regularization. Figure 4.4d shows results from Tikhonov regularization where one hundred wave fields regularized with $\alpha$ between $10^{-20}$ and $10^{-10}$ have been averaged. Once again, the averaging greatly improves the result, the field has almost no oscillations and follows the exact field very closely. From Figure 4.4 it can be seen that both regularization schemes give comparable results and in both cases averaging the stable fields greatly improves the transformed wave field. By using the wave field of Figure 4.4d and the fact that the first wave boundary disturbance at the surface is felt at $q = 2L\sqrt{\mu\sigma}$, the inverse problem of finding the thickness $L$ could be solved using time-of-flight wave-based techniques, demonstrating that a diffusion field can be transformed to a wave field where straightforward wave-based inversion such as time-of-flight can be applied.
Figure 4.4 (a) Transformed wave field with regularization obtained by eliminating singular values below a given threshold (b) Transformed wave field obtained by averaging 100 stable fields regularized by eliminating singular values below a given threshold.
Figure 4.4 continued; (c) Transformed wave field using Tikhonov regularization (d) Transformed wave field obtained by averaging 100 stable fields inverted with Tikhonov regularization.
An interesting aspect of the inversion process is observed by using a smaller minimum sampling time in the diffusive domain which has the effect of including more higher order rates of decay in the diffusive solution. As shown in Table 5.2, exponential rates of decay in the diffusion domain transform to sinusoidal frequencies in the wave domain. Thus, the inclusion of higher rates of decay in the diffusion domain will introduce high frequency modes in the wave domain which require more regularization in the inversion algorithm. When this is done for a given set of data, \( \alpha \) must be increased in order to damp out these higher order frequency terms. This is shown by repeating the inversion of the diffusive field using Tikhonov regularization shown in Figure 4.4c. Now the minimum sampling time in the diffusion domain is reduced from \( 10^{-2} \) units to \( 10^{-5} \) units, with the previous sampling interval and number of points the same. The new wave field is shown in Figure 4.5 and is unstable with the same \( \alpha \) of \( 10^{-20} \). This instability is directly attributable to the higher frequency terms which require greater regularization. There is a tradeoff between stability and information content which must be balanced in the inversion.

The regularized IQT is only a useful algorithm if it can be applied to experimental measurements and so it must be sufficiently robust to process noisy data faithfully. Therefore, noise was added to the diffusion field of Figure 4.3 with a signal to noise ratio (SNR) of 40 dB, as defined by

\[
\text{SNR} = 10 \log \frac{\sigma_s^2}{\sigma_n^2}
\]  
(4.38)

where \( \sigma_s^2 \) is the variance of the signal and \( \sigma_n^2 \) is the variance of the noise. The diffusion data is shown in Figure 4.6a, and Figure 4.6b shows wave fields obtained by eliminating the singular values in the matrix \( \tilde{\Lambda} \) below a specified threshold. It is clear that the noise in the diffusion field has a large effect on the inversion scheme. The oscillations are much larger than those...
Figure 4.5 Wave field obtained with minimum sampling time in diffusion domain reduced to include higher rates of decay which result in unstable wave modes.
from the inversion of the noise free diffusion field, and the transformed data does not follow
the analytic solution closely at the wave front. The threshold singular values therefore had to
be chosen larger than those of the noise free inversion to stabilize the transformed field.
Increasing the threshold from \(10^{-3}\) to \(10^{-1}\) only slightly decreased the oscillations. Figure
4.6c shows the wave field calculated by averaging one hundred wave fields obtained from
inversions with different singular value thresholds. The oscillations are now damped out
considerably, however, there are not enough high frequency terms to allow the transformed
data to follow the analytic wave front very closely. Figure 4.6d shows the wave fields
obtained from Tikhonov regularization. Once again, the noise has corrupted the inversion
considerably and \(\alpha\) had to be chosen much larger to stabilize the inversion of the noisy
diffusion field than was needed for inversion of the clean diffusive data. Figure 4.6e shows
wave fields obtained by averaging one hundred sets of inverted data associated with stable
values of \(\alpha\) between \(10^{-8}\) and \(10^{-3}\). Here the oscillations have been significantly reduced,
but the noise does not allow the transformed field to follow the analytic solution closely at the
wave front.

The IQT has now been performed via the discretized QT, thus avoiding the instabilities
due to the integration limits of (4.25) and allowing for the inversion of numerical and
experimental data. It should be noted, however, that when the SNR was reduced below 40
dB, the inversion quickly degraded and regularization was not nearly as effective at inverting
the fields. Also, these inversions were done assuming that a perfect impulse function was used
as a source, which of course is not realistic. Next, the use of sources other than exact impulse
functions is discussed.
Figure 4.6 (a) Diffusion field with SNR = 40 dB (b) Transformed wave field with regularization obtained by eliminating singular values below a given threshold.
Figure 4.6 continued; (c) Transformed wave field obtained by averaging 100 stable fields regularized by eliminating singular values below a given threshold (d) Transformed wave field using Tikhonov regularization.
Figure 4.6 continued; (e) Transformed wave field obtained by averaging 100 stable fields inverted with Tikhonov regularization.
4.5 Transformation of non-impulsive sources

It has been shown that the IQT can be used to observe diffusive data in a wave domain, but the physical meaning of the transformed data is not always apparent. This is because the diffusive source does not in general transform to a wave source of the same form, and in many cases, transforms to an unstable source. As shown in (4.26) the IQT of the diffusive field with source $S$ is a wave field with transformed source $F$. If the source is a Dirac delta function, the transformed source is also observed as a Dirac delta function. However, the IQT of a function which converges to a Dirac delta function in the limit does not itself converge to a Dirac delta function. This is shown by letting the diffusive source be an approximation to a Dirac delta function of the form

$$S(t) = S_0 \frac{e^{-|t|/\gamma}}{\gamma}, \quad \gamma \ll 1, \quad (4.39)$$

for which the transformed wave source is

$$F(q) = S_0 \frac{1}{\sqrt{\gamma}} \sin \left( \frac{q}{\sqrt{\gamma}} \right). \quad (4.40)$$

The wave domain now has a different source than its diffusive counterpart and its physical meaning is unclear. Since the input is not an impulse, the measured response can not be interpreted as time-of-flight information. If (4.39) is used as a source to the diffusive problem $B$, the transformed wave field is given by

$$U(x,q) = \sum_{n \text{ odd}} \frac{4S_0}{\sqrt{\mu \sigma} n \pi} \left[ \sin \left( \frac{n \pi}{2 L \sqrt{\mu \sigma}} q \right) - \frac{\gamma \sin \left( \frac{n \pi}{2 L \sqrt{\mu \sigma}} \sqrt{\gamma} q \right)}{\sqrt{\gamma}} \right] \frac{\cos \left( \frac{n \pi}{2 L} x \right)}{\left( 1 - \left( \frac{n \pi}{2 L \sqrt{\mu \sigma}} \right)^2 \right)^{1/2}} \quad (4.50)$$
and is shown in Figure 4.7a with $\gamma = 10^{-6}$ seconds. The overwhelming noise is due to high frequency terms in the wave domain contributed by high rates of decay in the diffusive domain. Since a non-ideal impulse function was used as a source, the high rates of change in the diffusive field which are necessary for exact inversion are distorted. One method of addressing this instability might be to deconvolve the non-ideal impulse source into an exact impulse function and then perform the inversion, however, another method is presented here where the instabilities are reduced with the use of a low pass filter applied to the wave data. To demonstrate this (4.50) is passed through a fifth order Butterworth lowpass filter with cutoff frequency of 50 dimensionless units. The result is given in Figure 4.7b which shows that the filtered version of (4.50) is a stable wave field that closely resembles the field with a Dirac delta function as a source. This shows that although a non-ideal impulse function leads to an unstable source, these instabilities can be controlled by elimination of high frequency modes. Thus, it is possible to invert diffusive data with non-ideal impulse sources.

If the source of diffusion is time harmonic of the form $e^{j \omega t}$, the transformed source is given by

$$F(q) = \frac{1}{\sqrt{2\omega}} \left[ (1 + j) \sin(\sqrt{\frac{2}{q}}) \cosh(\sqrt{\frac{2}{q}}) \right] + \left[ (1 - j) \cos(\sqrt{\frac{2}{q}}) \sinh(\sqrt{\frac{2}{q}}) \right]$$

(4.51)

which is an unstable source that leads to a wave field without physical meaning, as such, wave-based imaging based on this transform is not possible for the most common form of single frequency time-harmonic eddy current testing. This chapter focuses on the inversion of pulsed eddy current data because the IQT is not applicable to time-harmonic solutions of parabolic equations.
Figure 4.7 (a) Wave field obtained from inverting diffusion field with non-ideal impulse source (b) Low pass filtered version of (a)
4.6 Conclusions

The application of an algorithm for converting eddy current data to a pseudo wave has been considered in a simple test geometry. It is possible to observe such diffusive data in a wave domain and then use inversion schemes which rely on properties of wave propagation to solve the inverse problem. The IQT is a direct analytic inversion scheme which performs this transformation, however, it can be accomplished only with a closed form solution. Thus, the IQT is effective only in association with a calibration procedure involving basis functions that can be used to describe the diffusive data. The IQT does, however, provide a valuable tool with which to gain insight into the transformation process. The transformation can be implemented numerically by inverting the discretized QT. There are significant difficulties with the robustness of this inversion which can in part be overcome with regularization procedures. Two types of regularization are shown to be effective: elimination of small singular values below a given threshold; and Tikhonov regularization. These techniques provide robustness at the expense of high frequency information in the wave domain. A supplementary method of regularization which appears to be effective is the averaging of stable wave field values, however, the averaging can only be done with wave fields that have been regularized using one of the two schemes identified or any other effective scheme. Non-ideal impulse sources in the diffusion domain transform to wave domain sources which give rise to unstable wave fields. However, with the use of a low pass filter in the wave domain it is possible to stabilize the wave field by eliminating some of the high frequency wave modes. The methods described are not applicable to single frequency eddy current NDE, although application to swept frequency or pulsed eddy current NDE holds promise. Further research is required before the method can be applied to actual experimental eddy current data.
CHAPTER 5. A DIRECT INVERSION TECHNIQUE FOR MQS DATA

5.1 Introduction

Chapter 4 describes a transformation which allows diffusion fields to be observed as pseudo-wave fields and could provide a means for the direct inversion of time-domain MQS data. There are, however, several limitations which reduce the usefulness of the transformation. In particular the technique is not applicable to steady-state eddy current NDE. This chapter introduces a technique for the direct inversion/imaging of steady state eddy current data which does not rely on a transformation to waves. As mentioned in Chapter 2, there have been many attempts to provide a means for the direct inversion of eddy current data [95-97]. Generally, these approaches have incorrectly treated MQS eddy current fields as if they were actually propagating wave fields. The subsequent imaging algorithms then utilize "wave-based" inversion methods such as holography and tomography. Unlike these methods, the technique introduced in this chapter makes no attempt to back propagate MQS eddy current fields. Instead, the technique exploits phase shifts in the impedance of an eddy current coil. As with the transformation method of Chapter 4, there are many limitations to the method which currently limit its practical implementation.

As Chapter 2 points out, the complex impedance change \( \Delta Z^a \) of a coil over a conducting halfspace with host conductivity \( \sigma_0 \) and containing an anomalous region with conductivity \( \sigma(x) \) is given as [92]

\[
\Delta Z^a = \frac{1}{\pi z^2} \int_{V_D} (\sigma(x) - \sigma_0) E_0^a(x) \cdot E^a(x) \, dv,
\]  

(5.1)
where \( E^s(x) \) is the electric field in the presence of an anomaly, \( E_0^s(x) \) is the electric field in the absence of the anomaly, and \( I^s \) is the source current in the eddy current coil. In general, the impedance change \( \Delta Z^s \) varies nonlinearly with variations in the conductivity of the unknown anomalous region \( \sigma(x) \). This in turn makes the characterization of the anomalous region quite difficult in general. There have been techniques developed which utilize the nonlinear inversion of (5.1) [92-93], although they are quite limited due to the complex geometry of most eddy current tests. However, if the anomalous region is such that the electric field in the presence of the anomaly \( E^s(x) \) is well approximated by the electric field in the absence of the anomaly \( E_0^s(x) \), the inversion of \( \Delta Z^s \) becomes much more straightforward. This fact has been utilized in [91,94] for the inversion of a layered conducting halfspace under a weak conductivity change. The goal of this chapter is to utilize a linearized inversion of (5.1) in the context of MQS diffusion phenomena. To do this, the requirements for the linearized inversion of (5.1) are pointed out and a technique is developed which can in theory be used to determine the position of a subsurface flaw. Unlike other attempts to invert MQS data, this technique does not incorrectly assume that the underlying MQS phenomenon is governed by wave propagation. As such, no attempt is made to back propagate MQS eddy current impedance measurements. 1-D analysis is used to demonstrate clearly this inversion technique without the complexities found in higher dimensional settings. Next, a finite element model is used to extend the results of the 1-D study to a 2-D setting. Finally, experimental results are utilized which demonstrate the limitations associated with extending this technique to realistic geometries.
5.2 1-D analysis

This section demonstrates how a direct inversion scheme can be utilized to invert MQS data and how this direct inversion method differs from those used for wave systems. To do this, a 1-D study is utilized for fully dynamic electromagnetic fields and MQS fields. The geometry for the 1-D analysis is shown in Figure 5.1. It consists of a slab of finite thickness \( L \) placed over a semi-infinite halfspace. The driving field is a sinusoidal current source in the \( y \) direction which sets up a constant magnetic field \( H_0 \) at the boundary \( x=0 \) and is not a function of \( y \) and \( z \). For fully dynamic systems the source can be thought of as a microwave horn which sets up a spatially uniform magnetic field on the surface in the region of interest. For MQS systems it can be thought of as a coil that is sufficiently large to set up a spatially uniform magnetic field on the surface in the region of interest. The governing equation for this time-harmonic system is

\[
\frac{\partial^2 E^s}{\partial x^2} + k^2 E^s = 0 \tag{5.2}
\]

where

\[
k = \beta - j\alpha = \sqrt{\omega^2 \mu e - j \omega \mu \sigma}. \tag{5.3}
\]

As the operating frequency and material parameters are varied, \( k \) is associated with either hyperbolic, parabolic, or elliptic governing equations depending on whether the governing fields are fully dynamic, MQS, or static. The boundary conditions of the electromagnetic field are
Figure 5.1 Geometry for the 1-D inverse problem.
\[
\frac{\partial E_1^z}{\partial x} \bigg|_{x=0} = j\omega \mu_0 H_0 \quad (5.4)
\]

\[
E_1^z \bigg|_{x=L} = E_2^z \bigg|_{x=L} \quad \frac{\partial E_1^z}{\partial x} \bigg|_{x=L} = \frac{\partial E_2^z}{\partial x} \bigg|_{x=L} \quad (5.5)
\]

\[
E_2^z \bigg|_{x=\infty} = 0 \quad (5.6)
\]

The solution of the system in region 1 is

\[
E_1^z(x) = \frac{\omega \mu_0 H_0}{k_1} \left[ \frac{\Gamma \exp(jk_1L) \exp(-jk_1x) + \exp(-jk_1L) \exp(jk_1x)}{\Gamma \exp(jk_1L) - \exp(-jk_1L)} \right] \quad (5.7)
\]

where

\[
\Gamma = \frac{1 + \frac{k_2}{k_1}}{1 - \frac{k_2}{k_1}} \quad (5.8)
\]

Mathematically, (5.7) describes a combination of fields which change phase in the positive \(x\) and negative \(x\) directions. The solution is consistent for fully dynamic and MQS systems. The positive \(x\) field results from the boundary condition at \(x = 0\) and the negative \(x\) field results from the interface at the boundary \(x = L\). For fully dynamic systems, the solution represents forward and backward traveling waves whose existence is contingent on the presence of displacement current. These forward and backward wave components are separable and measurable. Under the MQS approximation wave propagation does not occur so the solution
represents the instantaneous interaction of the source field at \( x = 0 \) with the eddy currents which are perturbed by the interface \( x = L \).

In this setting, the inverse problem for both fully dynamic and MQS systems is to determine the thickness of the slab (region 1) from measurements of the fields at \( x = 0 \). There is more than one mathematical relationship which yields this information, however, the field components necessary for its use must be physically present and measurable. A simple inversion technique which can be used for wave systems is obtained by utilizing the phase shift of the complex ratio of reflected and incident electric wave fields measured at \( x = 0 \). This ratio is

\[
\frac{E_{sr}^+}{E_{sr}^-}
\]

(5.9)

whose complex phase shift is given by

\[
\theta = -2\beta_1 L.
\]

(5.10)

This phase shift is linear provided regions 1 and 2 are occupied by linear homogeneous materials. A trivial inversion of (5.10) can be utilized to determine the thickness of the slab. A direct application of this relationship is seen in the measurement of thin film thickness with millimeter wave NDE [121] and this relationship is also used with synthetic aperture methods in higher dimensions to determine the position of scattering objects [24]. The implementation of this technique requires the measurement of incident and scattered fields which, of course, do not exist under the MQS approximation. Consequently, a different inversion method must be utilized for fields which exist under the MQS approximation.
In general, for MQS systems, e.g., eddy current NDE, an anomaly is detected by measuring the complex impedance of the source coil given as

\[ Z^s = \frac{V^s}{I^s}. \]  
(5.11)

The voltage and current of the source coil are not defined for this 1-D problem, so instead the measurement is of the intrinsic impedance of the fields at the boundary \( x = 0 \) which is given by

\[ \eta^I_{x=0} = \frac{E^s}{H^s}_{x=0} = \frac{\omega \mu_0}{\sigma} \left[ \frac{\Gamma \exp(j2k_1L) + 1}{\Gamma \exp(j2k_1L) - 1} \right]. \]  
(5.12)

To force the phase to wrap around the origin a differential impedance measurement is made as

\[ \Delta \eta^s = \eta^s - \eta^s_{L=\infty}. \]  
(5.13)

which is analogous to the nulling of an eddy current probe. To simulate an eddy current test, region 1 is given the properties of stainless steel with \( \varepsilon = \varepsilon_0, \mu = \mu_0, \) and \( \sigma = 1.4 \times 10^6; \) the source frequency is \( f = 2 \, \text{MHz}. \) The ratio of displacement current to conduction current in region 1 is

\[ \frac{\omega \varepsilon}{\sigma} = 12.4 \times 10^{-12} \]  
(5.14)

so displacement current is negligible and the MQS approximation is valid.

The following results show the phase shift of \( \Delta \eta^s \) at \( x = 0 \) with the stainless steel slab placed over three different halfspace media. The exact phase shift is shown in the dotted line and a linear reference plot with slope \(-2L/\delta\) is shown in the solid line, where
\[ \delta = \sqrt{\pi \mu_0 \sigma} = \frac{1}{\alpha} = \frac{1}{\beta} \tag{5.15} \]

is referred to as the "skin depth" of the eddy currents. With the material properties of stainless steel and a source frequency \( f = 2 \text{ MHz} \), the skin depth in region 1 is \( \delta = 0.30 \text{ mm} \). Figure 5.2a shows the phase shift of \( \Delta \eta^s \) with region 2 consisting of a perfectly conducting halfspace. Note that a distinct nonlinearity exists for values of \( L \) less than one skin depth. Below this depth the phase shift follows the linear plot quite well. In Figure 5.2a this nonlinearity is a maximum at approximately one half skin depth. If the thickness of the slab at \( L = 0.15 \text{ mm} \) is determined using the linear relationship \( \theta = -2L/\delta \), the predicted value for the thickness is \( L = 0.11 \text{ mm} \), an error of 25%. This demonstrates the significance of the errors which arise due to the approximations made in the inversion and makes it clear that the use of a simple inversion scheme based on a linearization is not always justified.

Figure 5.2b shows the phase shift measured with region 2 having the properties of free space (\( \varepsilon = \varepsilon_0, \mu = \mu_0, \) and \( \sigma = 0 \)). The result is similar to Figure 5.2a except the nonlinearity takes a somewhat different form. Once again, the phase shift becomes linear after approximately one skin depth. Thus, the phase shift becomes linear when the effect of the boundary is reduced due to the attenuation of the eddy currents with depth. To demonstrate this further, the conductivity of region 2 is varied only 10% from that of region 1 with the result shown in Figure 5.2c. Figure 5.2c shows that the phase shift is now linear for all depths \( L \). In all results, this linear relationship is seen when the depth of the interface is near a skin depth, or when the contrast of the anomaly from the host medium is small. In both instances, the total field in the sample is well approximated by the source field, i.e., the field in the absence of an interface at \( x = L \). In this case, linearity follows from (5.1) because the total field of (5.7) is well approximated by
Figure 5.2 Phase shifts of intrinsic impedance ($f=2$ MHz, Slab 1: $\sigma = 1.4 \times 10^6, \mu=\mu_0 \varepsilon=\varepsilon_0$) (a) Slab 2: $\sigma = \infty, \mu=\mu_0 \varepsilon=\varepsilon_0$ (b) Slab 2: $\sigma = 0, \mu=\mu_0 \varepsilon=\varepsilon_0$ (c) Slab 2 $\sigma = 1.54 \times 10^6, \mu=\mu_0 \varepsilon=\varepsilon_0$. 

which is the solution to (5.2)-(5.6) with a decay condition at \( x = \infty \) instead of a boundary condition at \( x = L \). Substituting (5.16) for both the total electric field \( E(x) \) and the source electric field \( E_0(x) \) into (5.1) leads to an impedance phase shift relationship of

\[
\theta = -2L/\delta
\]

which is precisely the value observed in the 1-D analysis. This linear relationship is analogous to the linear relationship (5.10) obtained for fully dynamic wave fields and can be used analogously to determine directly the thickness of the slab. This is an important result because it demonstrates that there are linearized relationships which exist and can be used to determine the distance from a source to a current perturbing flaw for MQS systems. In the next section, a finite element model is utilized to extend this linearized inversion to a two-dimensional setting.

### 5.3 2-D finite element study

#### 5.3.1 Introduction

The results of Section 5.2 demonstrate that, under a weak flaw approximation, the phase of eddy current impedance measurements yields a linear relationship between the source coil and the depth of a defect. The 1-D analysis neglects factors such as finite size coil effects which could distort the linear impedance phase shift used in the inversion. It also neglects the fact that resolution is quite limited because, as this section demonstrates, the phase repetition period of the eddy currents is very large compared to the size of the flaws. A 2-D finite
element model [122] is now used to investigate the findings of Section 5.2 in a more realistic setting with the aforementioned effects included. The finite element test geometry is shown in Figure 5.3. It consists of a current rail with operating frequency 2MHz which is infinite in the z direction and is placed over a stainless steel slab containing a small void. The impedance of the current rail is calculated at 81 positions above the sample along a baseline that is 1.6 mm long. As in the 1-D study, the phase shift is forced to wrap around the origin by taking a differential impedance measurement as

$$\Delta Z^s = Z^s_{\text{defect}} - Z^s_{\text{no defect}}. \quad (5.18)$$

To ensure that the linear phase relationships necessary for the inversion algorithm are available, the impedance formula (5.1) must be investigated for the geometry of Figure 5.3. Since (5.1) involves an integration over the anomalous region it is necessary to know how the fields are affected by the anomaly over that volume. The finite element model is used to calculate the total electric field $E^s(x)$ at the position of a small void (0.02 mm x 0.02 mm) one skin depth deep (0.30 mm) and the electric field $E^s_0(x)$ which exists at that position in the absence of the flaw. At the position of the void, the difference between $E^s(x)$ and $E^s_0(x)$ is less than 1 percent of the electric field in the absence of the flaw $E^s_0(x)$, so (5.1) can be well approximated by

$$\Delta Z^s = \frac{1}{\delta^2} \int_{V_0} (\sigma(x)-\sigma_0) E^s_0(x) \cdot E^s_0(x) \, dv. \quad (5.19)$$

For a uniform source, the eddy currents induced in the test sample can be written as

$$E^s_0(x) = E^s_{0|x=0}\exp\left(-\frac{x(1+j)}{\delta}\right). \quad (5.20)$$
Figure 5.3 Eddy current finite element geometry.
Inserting (5.20) into (5.19) leads to an impedance phase shift $\theta$ vs. distance $d$ (source coil to flaw) of

$$\theta = \frac{-2d}{\delta} + \phi_0,$$  

(5.21)

where $\phi_0$ represents a constant offset due to lift off of the coil. A similar linear relationship is arrived at in [98], however, in [98] this relationship is used as justification for implementing a holographic inversion scheme based on the backpropagation of the eddy current fields. As mentioned previously, this is a misinterpretation of the underlying physics governing MQS phenomena. "Wave-based" inversion schemes such as holography do not have a physical basis for eddy current fields which do not support wave propagation. The inversion technique developed here differs in that no attempt is made to back propagate the eddy current diffusion fields. Instead, the linear relationship of (5.21) is utilized to determine the position of a subsurface flaw directly. This technique requires a priori knowledge that the flaw provides a weak current perturbation leading to a linearized inversion of $\Delta Z^s$.

To utilize this technique, a series of impedance measurements are taken along a baseline above the stainless steel sample. To generate an image, the stainless steel sample region is divided into an image array consisting of a number of pixels. The algorithm then assigns an appropriate intensity to each pixel value $m,n$ according to

$$I(m,n) = \left| \sum_{k=1}^{K} F(k)G(m,n,k) \right|$$  

(5.22)

where

$$F(k) = |Z^s(k)|\exp(j\theta Z^s(k)),$$  

(5.23)
is the complex impedance of the source coil at the $k_{th}$ baseline position, and

$$G(m,n,k) = \exp\left\{ \frac{j}{\delta} \left[ (x(m,n) - x(k))^2 + y(m,n)^2 \right]^{1/2} \right\}$$

(5.24)

corresponds to the impedance phase (plus or minus a constant offset) which would occur if the void were located at the $m_{th}, n_{th}$ pixel for the $k_{th}$ source position. Equation (5.22) acts as a matched filter which passes only the impedance values which correspond to the depth of the flaw. Any constant offset in the measured phase shift is averaged out during the process. This procedure provides a simple and direct mathematical technique which can be used to obtain quantitative information about subsurface flaws. This type of algorithm is often applied to wave fields in the form of synthetic aperture radar (SAR) [24], however, the measured phase shift need not arise from the propagation of wave fields. The only requirement is that the measured quantity contain linear phase shifts as the distance $d$ from the source to a defect is varied.

5.3.2 Results

Figure 5.4 shows an image with the void located in the center of the sample at the position $(0.80 \text{ mm}, -0.30 \text{ mm})$ so that the depth corresponds to one skin depth. The figure shows the intensity at each pixel with the maximum values shaded dark. The predicted maximum using the algorithm of Section 5.3.1 is at $(0.73, -0.99)$; well off the actual position of the flaw. This large error occurs because the inversion algorithm utilizes the fact that the impedance of the current rail has phase shifts proportional to $-2d/\delta$ in all directions from the current rail. For this to occur, the induced eddy currents in the sample must have equiphase
Figure 5.4 Image with current rail over stainless steel slab: void position (0.80, -0.30), predicted defect position (0.73, -0.99)
contours on semi-circular lines around the current rail. The actual equiphase contours are shown in Figure 5.5a and are seen to be distorted due to the air-metal interface altering the field lines. For demonstration purposes, the distortion in the phase contours is eliminated by removing the air-stainless steel interface and replacing the air region above the sample entirely with stainless steel. The current rail is now embedded in the test sample and the equiphase contours are circular as shown in Figure 5.5b. The inversion algorithm is now applied to impedance data taken at 81 positions along the same baseline used previously. The resulting image is shown in Figure 5.6 with the predicted defect position at (0.78 mm, -0.34 mm). This is much closer to the actual defect position, but there is still an error that can be attributed to the averaging of the electric field which is done during the impedance calculations. The impedance is defined as

\[ Z^s = \frac{V^s}{I^s} \]  \hspace{1cm} (5.24)

where

\[ V^s = \int E^s \cdot d \mathbf{l} \].  \hspace{1cm} (5.25)

Physically, this corresponds to the integrated effects of the many turns of a coil. This averaging of the electric field tends to smear the resultant image because each element in the rail views the flaw as being at a slightly different location. To eliminate this problem, the current rail is reduced from 72 elements (6 x 12) to 2 elements (1 x 2). The resultant image is shown in Figure 5.7 and accurately predicts the position of the defect at (0.80, -0.30).

The flaw is now moved to one third of its previous depth (0.80, -0.10) to cause a greater current perturbation. The resultant image is shown in Figure 5.8 with the predicted defect
Figure 5.5 Eddy current equiphase contours (a) Current rail over a stainless steel halfspace (b) Current rail embedded in a stainless steel fullspace.
Figure 5.6 Image with current rail embedded in stainless steel: defect position (0.80, -0.30), predicted defect position (0.78, -0.34).

Figure 5.7 Image with current rail consisting of 2 elements: defect position (0.80, -0.30), predicted defect position (0.80, -0.30).
position now at (0.78, -0.08). The introduced error can be attributed to the increased effect of the flaw which distorts the linear approximation assumed in the impedance formula of (5.1). To demonstrate this effect, the impedance of the current rail is calculated with the void positioned at varying depths directly beneath the rail. The resulting impedance phase shift (dotted line) is shown along with a linear reference plot (solid line) in Figure 5.9. The result is very similar to the 1-D results of Figure 5.2 with the nonlinearity clearly visible for small depths. Thus, the proper inversion scheme for data associated with even small flaws may be nonlinear.

5.3.3 Resolution

All of the images shown have had very poor spatial resolution which makes interpreting the actual position of the flaw quite difficult, particularly with experimental data. The lack of resolution is directly related to the large phase repetition length of the eddy currents in the sample. The phase of the sinusoidal eddy currents repeats every \(2\pi \delta\), while the defects which are inspected are generally less than one skin depth deep. Therefore, the relative change in phase which is observed when the defect is viewed at different positions is not large enough to create a high resolution image of the void. This is an inherent problem in eddy current imaging and is analogous to an attempt to resolve millimeter size defects with centimeter long waves. For wave based tests, the source frequency can be increased to improve the resolution, however, for the eddy current tests increasing the source frequency is generally not an option as it leads to a reduction in skin depth. To compensate for this difficulty, some researchers in this area use a signal processing technique known as "phase multiplication" [97-99]. The measured impedance phase is multiplied by a constant \(p\) and (5.23) is then rewritten as
Figure 5.8 Image with defect closer to surface: defect position (0.80, -0.10), predicted defect position (0.78, -0.08)

Figure 5.9 Impedance phase shift vs. void depth.
\[ F(k) = |Z^c(k)| \exp(-j\phi Z^c(k)) \]  \hspace{1cm} (5.26)

while (5.24) is written as

\[ G(m,n,k) = \exp\left\{ j \frac{p^2}{\delta} \left[ (x(m,n) - x(k))^2 + y(m,n)^2 \right]^{1/2} \right\} \]  \hspace{1cm} (5.27)

This has the effect of reducing the phase repetition length and results in improved resolution, however, it also reduces dynamic range if there are multiple flaws which produce different signal strengths. Without the use of this technique the phase repetition period is too large for any reasonable degree of resolution to be obtained. Phase multiplication has no physical basis and does not appear to be an adequate solution to the lack of resolution, however, for explanatory purposes it is utilized in the following results.

### 5.3.4 Modification for phase distortion effects

For demonstration purposes the distortion of eddy current equiphase contours was eliminated by removing the metal-air interface, but this is obviously not a realistic solution to the problem. To overcome this obstacle operationally, an approach is presented which modifies the inversion algorithm in order compensate for the actual equiphase contours which the source coil and the test sample produce. The approach utilizes the fact that although the induced eddy currents are distorted at the air-metal interface, there is still a linear phase shift associated with the eddy currents. The interface simply distorts the direction of this linear phase shift (from circular). The original inversion algorithm utilizes the fact that a defect at any position on a circular equiphase contour will result in an identical phase shift in the detection coil. The distortion of the interface of course alters this assumption. The algorithm is now
modified so that defects on a distorted equiphase contour are assumed to result in identical impedance phase shifts. From (5.19)-(5.21) it is known that the phase shift of $\Delta Z^e$ for a void at position $(x_0,z_0)$ is proportional to twice the phase shift of the induced eddy currents at the position $(x_0,z_0)$ in an unflawed sample. To exploit this fact, the eddy current coil and the test geometry of an unflawed sample are modeled numerically. From this model, the eddy current phase information is obtained at uniform pixel locations in the test geometry. The inversion algorithm is now modified with (5.27) given as

$$G(m,n,k) = \exp[j2p\psi(m,n)].$$

(5.28)

$\psi_{m,n}$ corresponds to the phase of the eddy currents at the $m_{th}$, $n_{th}$ pixel and $p$ corresponds to the phase multiplication used to improve image resolution. With this modification, the inversion algorithm no longer requires spherical equiphase contours to utilize the impedance phase shift vs. defect depth relationship. The coil is simply modeled over an unflawed sample and the phase of the eddy currents calculated at pixel locations in the sample. The finite element model is used to compensate for the distortion of the induced eddy current phase shifts in the conducting sample. The effects of liftoff can be eliminated provided the modeled coil has the same liftoff as the experimental coil. Obviously, it is still important that the phase shift $\Delta Z^e$ of the coil be related to the phase shift of the induced eddy currents. To demonstrate this, the current rail is placed over the conducting halfspace with a liftoff of 0.04 mm and $\Delta Z^e$ is calculated with a void at varying depths directly below the current rail. In Figure 5.10 the solid line shows twice the phase shift of the eddy currents beneath the current rail in the absence of a flaw, the dotted line shows the phase shift of $\Delta Z^e$ as the depth of the void is varied in the sample. The figure shows that the phase shift of $\Delta Z^e$ is very similar to that of the eddy current phase with a nonlinearity for small depths. (Note: an offset was added to the eddy current phase shift for clarity, however, it would have no effect on the imaging algorithm.) Thus, the
Figure 5.10 Comparison of phase shift of $\Delta Z^2$ vs. defect depth (solid line) and the eddy current phase (times two) vs. sample depth (dotted line).
modified algorithm simply utilizes the phase shift of the eddy currents at each position in an unflawed sample and the impedance change of the coil measured along a baseline to predict the position of a void. To test the modified algorithm, impedance data were obtained using the original geometry of Figure 5.3 (coil over a stainless steel slab). The void was placed at two different positions (0.80,−0.10) and (0.80,−0.30) with the resulting images shown in Figure 5.11. Figure 5.11a shows the image with the void at (0.80,−0.10) and Figure 5.11b shows the image with the void at (0.80,−0.30). The predicted maxima occur at (0.78,−0.08) and (0.80,−0.30) for the respective voids. The error in the predicted maximum of the shallow void can be attributed to the nonlinearity of the impedance phase at small defect depths. Although the inversion algorithm reliably predicts the void position, the resolution of the images is clearly insufficient to determine the position of the flaw. To increase the resolution, a phase multiplication with p = 12 is used with the results shown in Figure 5.11c and 5.11d. The figure shows that the resolution is improved significantly and the depth of the flaw can be predicted reliably from the images. However, phase multiplication reduces dynamic range and can result in errors when noise is present in the measured data. This reduced dynamic range also limits the algorithms ability to detect multiple flaws.

5.3.5 Noise effects

Random noise was added to the finite element data to determine how this method could be utilized for noisy experimental data. The impedance data calculated with the void at (0.80,−0.30) was corrupted with a signal to noise ratio (SNR) of 20 dB, with

\[
\text{SNR} = 10 \log_\epsilon \frac{\sigma^2}{\sigma_n^2},
\]  

(5.29)
Figure 5.11 Images with coil in air over stainless steel sample: (a) defect position (0.80, -0.10), no phase multiplication (b) defect position (0.80, -0.30), no phase multiplication
Figure 5.11. cont. (c) defect position 0.80,−0.10, phase multiplication p = 12 (d) defect position (0.80,−0.30), phase multiplication p = 12
where $\sigma_s^2$ is the variance of the signal and $\sigma_n^2$ is the variance of the noise. Figure 5.12a and Figure 5.12b show the original impedance data along with the corrupted data. The resultant image using the corrupted data is shown in Figure 5.13a with $p = 12$ and the predicted defect position at $(0.80, -0.30)$. Figure 5.13b is an image generated with the corrupted data and $p = 40$. The predicted defect position is at $(0.80, -0.38)$, however, the resultant image contains many artifacts which indicate that phase multiplication is quite sensitive to noise in the data. Thus, the phase multiplication constant $p$ must be chosen with a careful consideration of the signal to noise ratio of the measured data.

5.3.6 Coil effects

As demonstrated previously, the electric field of the wires in the source coil is averaged when the impedance is measured. This effect produces errors which lead to distortion of the image. To investigate this effect in the modified algorithm, the current rail was made to consist of 576 elements (24 x 24) and impedance data were taken on a baseline over the stainless steel sample with the defect at $(0.80, -0.30)$. The predicted defect position is found to be at $(0.80, -0.30)$. The process was repeated with the defect at $(0.80, -0.10)$ and the predicted defect position is at $(0.80, -0.10)$. The effects due to averaging appear to be reduced in the modified imaging algorithm, however, they potentially could be much more noticeable in a 3-D coil where the fields are not only averaged in the $r$ and $z$ components, but also in the $\phi$ direction around the circumference of the coil. Section 5.4 discusses this effect for axisymmetric coils and potential future work which could address this issue. Figure 5.14 shows the phase shift of $\Delta z^2$ as the depth of the void is varied beneath the larger coil. The phase shift of $\Delta Z^2$ is shown in the dotted line, while the phase shift of the induced eddy current in the absence of a void directly beneath the current rail is shown in the solid line. Unlike the previous results of Figure
Figure 5.12 Impedance data with SNR = 20 dB. (a) Real part (b) Imaginary part.
Figure 5.13 Images using modified algorithm with coil in air over stainless steel sample with SNR = 20 dB: defect position (0.80, -0.30) (a) phase multiplication p=12: predicted defect position (0.80, -0.38) (b) modified algorithm with phase multiplication p=40: predicted defect position (0.80, -0.38).
Figure 5.14. Phase shift of impedance vs. defect depth and eddy current phase vs. defect depth.
5.11, the phase shift of $\Delta Z^p$ is proportional to the phase of the eddy currents in the unflawed sample for all depths, thus demonstrating that the presence of a void results in a reduced current perturbation to the fields of a larger coil.

This section utilizes a finite element model to extend the 1-D results of Section 5.2 to a 2-D geometry. An inversion algorithm is developed to compensate for the distortion of the induced eddy currents due to the air-metal interface. The algorithm accurately predicts the position of a small void and is robust to reasonable amounts of noise. The resultant images lack adequate resolution to interpret reasonably the position of the flaw. Phase multiplication does increase resolution, however, it is ad hoc in nature and does not appear to be a reasonable solution to this lack of resolution. The next section utilizes experimental results to demonstrate the limitations of this method to practical test situations.

5.4 Experimental implementation

A significant degree of complexity was avoided in Section 5.3 by utilizing a current rail instead of an actual coil. This section attempts to overcome this by implementing this inversion technique on 3-D experimental eddy current data. Since the coil is axisymmetric, the 2-D finite element model can be used to determine the eddy current phase values in the absence of a flaw. These phase values are, of course, the key ingredient necessary for the inversion scheme to be implemented. The experimental study utilizes a series of flat bottom holes 1.60 mm in diameter which are drilled into a 6.35 mm thick aluminum sample ($\sigma = 3 \times 10^7$ S/m). The holes are drilled from the bottom of the sample to various depths $d$ from the inspection surface. The goal is to utilize the inversion algorithm developed in this chapter to determine the depth of the flat bottom holes. A Zetec ferrite core eddy current probe with a diameter of 3.175 mm and an operating frequency of 5 KHz is used for the inspections. The resulting skin depth in the
aluminum is 1.3 mm at 5 KHz. The eddy current coil is scanned over the inspection surface with a resolution of 0.16 mm in the x and y directions with 64 complex impedance values collected in each direction (scan dimension 10.24 mm x 10.24 mm). In conventional eddy current tests, the presence of a flaw can be indicated from plots of the real and imaginary impedance, as well as plots of the magnitude and phase of the impedance. Calibration systems are then used to obtain quantitative information about the flaw (size, shape, depth). The goal of this experimental study is to determine directly the depth of the flaw without utilizing calibration systems.

To implement the inversion algorithm, the eddy current coil must be modeled to predict the eddy current phase values in the unflawed aluminum sample. The resulting electric field equiphasic contours calculated with the 2-D axisymmetric finite element model are shown in Figure 5.15. Since the axisymmetric phase data is actually 3-D in nature, a modification to the 2-D inversion of Section 5.3 is necessary in order to implement the algorithm for 3-D imaging. To determine the depth of the holes, a 3-D image array is produced over the test geometry. An image is reconstructed at different depths with intervals of 0.08 mm in the z direction. At each depth the contribution of each x and y pixel is summed and the depth which results in the maximum intensity (indication of an anomaly) is considered the depth of the flaw.

Eddy current impedance data are collected for four different holes. To indicate the presence of a flaw, the magnitude of the coil impedance is displayed prior to implementing the imaging algorithm. Figure 5.16a shows the magnitude of the coil impedance over the scan region for a hole 0.32 mm beneath the inspection surface. From the figure, the presence of a defect is clearly visible at approximately (x = 5.2 mm, y = 4.0 mm), however, no information about the depth is readily available. To attempt to determine the depth of the defect, the inversion algorithm is implemented with no phase multiplication (p=1). The resulting imaging is shown in Figure 5.16b, and as expected, the resolution of the image is quite poor. There is a slight maximum at the position of the flaw, however, the depth is inaccurately predicted to be
Figure 5.15 Equiphase contours of experimental coil.
Figure 5.16 Images of hole #2. (a) Magnitude of coil impedance (raster scan) (b) Image with $p = 1$
Figure 5.16. cont. (c) Image with \( p = 12 \)  (d) Image with \( p = 12 \) and windowed impedance data.
at 0.08 mm. Figure 5.16c shows a result with phase multiplication $p = 12$. Here the defect position is much clearer in the x-y plane, however, the predicted defect depth is 0.92 mm. This error in depth prediction appears to be caused in part by artifacts which can be reduced by windowing the original impedance data. To do this, the original impedance magnitude of Figure 5.16a is used to determine the window area. The experimental impedance values inside a window indicating the presence of the defect are utilized while the impedance values outside window are set equal to zero. Thus, only data which indicates the presence of a flaw is utilized in the imaging algorithm. This could also be accomplished through a threshold of the measured impedance data. The result of the inversion algorithm utilizing this windowed data is shown in Figure 5.16d. The image is quite similar to that of Figure 5.16c, however, the depth is now predicted at 0.40 mm, much closer to the actual value. The results of the inversion algorithm for all four holes are presented in Table 5.1. The results indicate that without phase multiplication the inversion algorithm is basically useless at predicting the depth of the holes. With phase multiplication of $p = 12$, the algorithm is extremely inaccurate at determining the depth. When the original data is windowed the results improve substantially. Although the depth of the hole is not predicted exactly, there is a trend in which the calculated depth is correlated to the depth of the hole. The errors in depth can be contributed to many factors including the averaging which takes place in the impedance of the coil due to the extra dimension. Also, there are potential errors in the modeling of the equiphase contours due to potential inaccuracies in the estimated material properties, coil parameters, and coil lift off. There are also errors due to the lack of resolution which can be attributed to the large phase repetition period.
Table 5.1 Predicted depth from inspection surface to top of flat bottom hole.

<table>
<thead>
<tr>
<th>Depth</th>
<th>m = 1</th>
<th>m = 12</th>
<th>m = 12 (windowing)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.08 mm</td>
<td>0.08 mm</td>
<td>0.08 mm</td>
<td>0.08 mm</td>
</tr>
<tr>
<td>0.32 mm</td>
<td>0.08 mm</td>
<td>0.80 mm</td>
<td>0.40 mm</td>
</tr>
<tr>
<td>0.48 mm</td>
<td>0.08 mm</td>
<td>0.96 mm</td>
<td>0.64 mm</td>
</tr>
<tr>
<td>0.64 mm</td>
<td>0.08 mm</td>
<td>1.44 mm</td>
<td>0.96 mm</td>
</tr>
</tbody>
</table>

5.5 Conclusions

This chapter develops an eddy current inversion algorithm based on linear phase shifts associated with MQS eddy current impedance measurements. The 1-D analysis demonstrates how linear approximations (weak current perturbations) lead to linear correlations between the phase shift of the impedance and the distance from the source to the perturbing anomaly. An extension to a 2-D geometry demonstrates that this linear impedance phase shift can be used to determine the position of a small subsurface flaw. To overcome the distortion of the coil fields, a technique is introduced to adapt the imaging algorithm to compensate for the distortion in eddy current equiphase contours due to the air-sample interface. The technique is seen to lack adequate resolution to determine the position of subsurface flaws with a high degree of accuracy. Phase multiplication is used to improve the resolution, however, its use significantly reduces the dynamic range of the algorithm and it appears to be an inadequate solution to this problem. The algorithm is implemented on experimental data to attempt to determine the position of subsurface flaws. As expected, without phase multiplication, the technique is
unable to determine the position of the flaws. With phase multiplication \(p=12\) the resolution is improved, however, artifacts are introduced into the image which cause error in the depth predictions. When the impedance data is windowed the robustness of the algorithm improves to the point of having correlations to the actual defect depth, although it does not accurately predict the position of the flaw. Thus, the technique appears to be quite limited for actual inspections. The limitations of this technique can be summarized below:

1. Phase multiplication must be used to improve resolution.
2. Aperture width is limited due to attenuation of fields.
3. Linear approximations must be valid.
4. Coil effects tend to smear the resulting image (modified algorithm reduces this effect).
5. Accuracy of image is dependent on windowing of data.

Although the method espoused does provide a direct quantitative solution to the inverse problem and requires minimal \textit{a priori} knowledge, the above limitations reduce its potential usefulness. The results of the 2-D finite element study indicate that the method is sound in theory and can be applied in idealized situations, however, the experimental results indicate that much future work is necessary if the technique is to provide any useful results. Due to the limitations of resolution, it appears that the best potential for the inversion method introduced in this chapter is, currently, to be used as a counterpart to an existing calibration scheme.
CHAPTER 6. CONCLUSIONS AND FUTURE WORK

The primary goal of this research has been to investigate direct inversion/imaging methods normally associated with fully dynamic electromagnetic wave phenomena to determine under what conditions they can be applied to MQS diffusion phenomena. The secondary goal was to develop techniques which could be used for the direct inversion of MQS data. This chapter summarizes the contributions of this research and indicates avenues for future research.

6.1 Summary of contributions

Chapter 2 develops the governing equations of fully dynamic electromagnetic and MQS NDE. The underlying mathematics and physics of the two systems are shown to have significant differences which affect their associated inverse problem. Fully dynamic electromagnetic fields are governed by hyperbolic partial differential equations which give rise to wave features such as finite time-of-flight and backpropagation. These features are quite useful in the solution of the inverse problem. On the other hand, MQS fields are governed by parabolic partial differential equations which do not allow time-of-flight and backpropagation. For these reasons, the solution of the inverse problem is much more difficult under the MQS approximation. These differences are quite clear in time-domain tests and there appears to be little confusion on this topic. For time-harmonic tests, however, the governing equations of both fully dynamic fields and MQS fields degenerate to elliptic equations which take on a similar form. This has led to the misconception that MQS diffusion fields are, in fact, fully dynamic electromagnetic wave fields. Because of this misconception, some researchers have incorrectly applied "wave-based" backpropagation imaging algorithms such as holography and
tomography to MQS data. Chapter 2 clearly demonstrates that although the elliptic form of the
governing partial differential equations takes on the same form, the two systems are still
inherently different and must be treated as such. These differences are demonstrated in Chapter
3 through experiments which utilize millimeter wave NDE and eddy current NDE to compare
and contrast fully dynamic and MQS phenomena. A "wave-based" SAR technique is used to
image millimeter wave data, while conventional raster scans are used for imaging eddy current
data. The wave nature of millimeter wave NDE is utilized by inspecting surface flaws on
conducting samples in the stand-off mode, thereby providing a significant advantage over eddy
current techniques. The technique was quite effective at inspecting EDM notches through
dielectric coverings, but more work is required to inspect actual fatigue cracks.

Chapter 4 discusses a transformation approach to imaging eddy current data. The
transformation can be used to convert diffusion fields to pseudo-wave fields. These
transformed fields are governed by a hyperbolic partial differential equation and thus utilize
features such as finite time-of-flight of disturbances and backpropagation of fields. Thus,
conventional "wave-based" inversion algorithms can be utilized on the transformed fields. The
transformation, however, has many limitations which severely reduce its usefulness. For
instance, it lacks robustness to noise and has a restricted class of allowable diffusion sources
that can be transformed to stable pseudo-wave sources.

Chapter 5 introduces a technique which can be used for the direct inversion of MQS eddy
current data. It differs from other "wave-based" approaches of inverting eddy current data in
that no attempt is made to backpropagate the eddy current data. Instead the technique utilizes
linear relationships between the complex impedance of an eddy current coil and the distance
from the coil to a subsurface flaw. Its use is therefore based on the underlying physics of eddy
current NDE. A 1-D analytic study, 2-D finite element study, and 3-D experimental study are
utilized to demonstrate the technique. The technique is shown to hold some potential for the
inversion of eddy current data, however, there are obstacles which presently reduce its
usefulness. It does not appear to be a technique which can be used independently for eddy current imaging, instead, it may hold potential as a counterpart to existing calibration methods.

6.2 Future work

1. The results of Chapter 3 indicate that millimeter wave NDE can be used to detect surface breaking EDM notches in conducting materials. There are many techniques which might be used to improve the imaging capabilities of this modality. Wider beamwidth horns could be used to improve the image resolution. The increased specular reflection due to the wider horns could be reduced through signal processing schemes. Since the returned scattered energy is dependent on polarization of the fields, this orientation dependence could be utilized to determine the orientation of a flaw. For the technique to be effective, it is necessary to develop calibration methods which utilize the original SAR image, the polarization of the horn, and previous reference standards to determine the size of the surface flaws reliably. The most important avenue for future research is in the detection of surface breaking fatigue cracks. The results of Chapter 3 indicate that fatigue cracks are not detectable with the experimental set up used in this study. Clearly, it is essential that real fatigue cracks be detectable, so immediate research is required in this area.

2. Chapter 4 introduces a method for transforming diffusion fields to pseudo-wave fields for subsequent "wave-based" inversion. There are many robustness limitations to the method and it is not applicable to steady state eddy current NDE. Future work in this area should therefore be concentrated on pulsed eddy current NDE. Although the transformation degrades for non-ideal impulsive sources, low pass filtering appears to add some degree of stability to the transformation of non-ideal sources. The method is also very sensitive to noisy data and more work must be done to develop robust regularization schemes. A major drawback to the
technique lies in the fact that even if the diffusion field is transformed to a pseudo-wave field, the generalized 3-D inverse problem for wave propagation is still quite difficult.

3. Chapter 5 develops a direct inversion technique which can be used for eddy current NDE. The technique is shown to be useful for determining the position of subsurface flaws under ideal conditions, however, physical limitations severely restrict the effectiveness of the technique in practical test situations. Future work in this area should be directed toward implementing the method in a realistic 3-D test situation. This could be most thoroughly studied with a 3-D eddy current computer simulation. The model could be used to determine if the technique can be utilized under ideal test conditions. More detailed experimental studies must be performed along with the numerical study to determine the effectiveness of the technique in non-ideal test situations. Due to the inherent limitation in resolution, the technique does not appear to be adequate as an independent imaging modality. Instead, it would most likely be better suited as a counterpart to an existing calibration technique.

6.3 Concluding remarks

This study has clearly demonstrated that direct inversion method which rely on "wave-based" features should not be applied to MQS data without reasonable justification. This justification must reside in some type of mathematical relationship which transforms the MQS diffusion fields to propagating wave fields. To treat the original MQS interactions as though they result from propagating and scattered electromagnetic waves is incorrect. As demonstrated in Chapter 5, direct inversion techniques which are not "wave-based" can be developed from the underlying MQS phenomenon, however, these inversions do not treat the MQS fields as though they are wave fields. Rather, they take advantage of phase information in a way similar to that underlying the "wave-based" inversion schemes. The transformation
technique discussed in Chapter 4 allow "wave-based" inversion schemes to be applied, however, the field must first be transformed to a pseudo-wave field. Only then can direct inversion schemes be employed on the diffusive data. These techniques, however, suffer from a lack of robustness which limits their usefulness in realistic NDE test situations. In summary, the direct inversion of MQS fields is theoretically possible, however, it must be done with justification based on the governing physical and mathematical MQS phenomenon.
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