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Fig. 3 Cumulative deviations from optimal generation level occurred by epi-spline 
scenarios over 4 historical time periods 

Table 4 Percentages of deviations from the optimal generation levels by Epi spline 
scenarios. 

 

 
EPI(0.1, 0.9) EPI(0.33, 0.66) 

Date excess(%) shortage(%) excess(%) shortage(%) 

2012/10/19 0 0 0 0.674 

2012/10/20 3.221 0 0.785 0 

2012/10/22 0 0 0 0.031 

2013/4/14 0 0.005 0 3.121 

2013/4/18 0 0 0.779 0 

2013/4/19 1.756 0 0.098 0.848 

2013/4/20 0.096 0 0 0 

2013/7/11 0 0 0.295 0 
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Fig. 4 Cumulative deviations from optimal generation levels occurred by quantile 
regression scenarios over 4 planning historical time periods 

Table 5: Percentages of deviations from the optimal generation levels by quantile 
regression scenarios. 

 
QR QRnew 

Date excess(%) shortage(%) excess(%) shortage(%) 

2012/10/17 1.489 0 1.790 0 

2012/10/19 2.729 0 0.770 0 

2012/10/20 26.880 0 42.750 0 

2012/10/21 0 1.511 0 0 

2012/10/22 0 0.045 0 0.310 

2013/4/14 0 0 3.990 0 
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2013/4/15 0 0.012 0 0 

2013/4/18 0.604 0 13.660 0 

2013/4/19 9.909 0.044 8.430 0 

2013/4/20 245 0 288 0 

2013/7/8 0 0.011 0.330 0 

 

 

Figure 5 shows the MTD rank histograms of wind power scenarios after de-biasing and 
scaling. To quantify the uniformity of the resulting MTD rank histograms we use the 
Cramér-von Mises goodness of fit statistic because it is sensitive to skewed rank 
histograms. According to the	Cramèr‐von	Mises	test,	where	the	critical	value	is	0.33,	we	
reject	the	null	hypothesis	of	uniformity	for	all	four	rank	histograms	at	the	1%	significance	
level. 
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Fig. 5 Mass transportation distance rank histograms for scenarios EPI(0.1, 0.9), 
EPI(0.33, 0.66), QR, and QRnew 

The MTD rank histogram is useful for checking the statistical reliability of scenarios 
according to their bias, variability, and autocorrelation, as mentioned earlier. Apparently 
in Figure 5 the smallest rank is over-populated in the histogram of EPI(0.33, 0.66), which 
indicates under-dispersion. This scenario set prevents the optimization from accounting for 
the actual risk due to the inherent uncertainty in wind. The high difference in SUC and 
dispatch cost in Figure 2 is due to the high penalties assigned to positive mismatch 
(shortage) in load and startup costs for additional high-cost units. The largest proportion of 
the cost is due to the unsatisfied demand, which may happen when the observed wind 
power availability is lower than all of the wind power scenario trajectories at some time 
period.  

The cumulative deviations from optimal generation levels and percentages of 
deviations incurred by epi-spline scenarios are represented in Figure 3 and Table 4, 
respectively. EPI(0.33, 0.66) results in higher and more frequent shortage than the other 
scenario sets. This is a result of under-dispersion as indicated by the overpopulation of 
smallest ranks in MTD rank histogram in Figure 5. We conjecture that using EPI(0.33, 
0.66) scenarios will result in the highest cost over the whole year. As explained and shown 
by simulation studies in [4], heterogeneous autocorrelation levels in scenarios cause rank 
histograms to be hill-shaped, as observed in the histogram for QR in Figure 5. This is one 
result of having both very wildly varying and smooth scenarios. Optimization is risk averse 
with those scenarios and as a result too many low-cost units may be committed, and 
excessive no-load costs of committed units occur. Moreover, too many committed units 
will cause penalty costs due to excess because of the minimum power generation limit 
constraints of the units as seen in Figure 4 and Table 5. Thus, the penalty costs for excess 
are higher and occur more frequently for the quantile regression scenarios than the epi-
spline scenarios (Tables 4 and 5). Moreover, even if we ignore all penalty costs due to the 
mismatch in load, we still observe that quantile regression scenarios result in higher costs 
than do the epi-spline scenarios. After better modeling the tails in the quantile regression 
scenario generation method, we obtained slightly smoothed scenarios. This is indicated by 
a flatter histogram as seen in Figure 5 (QRnew). Eliminating very wild scenarios results in 
slightly lower costs in SUC in Figure 2. However, we still observe some penalty costs due 
to shortage in demand in all of the variants of the QR scenarios (Figure 3 and Table 5). The 
shortage is not because of the under-dispersion as in EPI(0.33, 0.66), but because of the 
sampling behavior.  

As explained and shown with the simulation studies in [4], under-dispersion, over-
dispersion, and differences in autocorrelation levels affect the skewness of the rank 
histogram, whereas heterogeneous autocorrelation levels in scenario set overpopulate the 
middle of the rank histogram. Moreover, some combinations of all these statistics may 
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result in a misleadingly flat histogram, which is a limitation of both the MST and MTD 
rank histograms. It would not be valid to assert that the wind power scenario set with flattest 
MTD rank histogram would perform the best in a SUC and dispatch solution procedure 
over a historical time period. However, we can eliminate the scenario sets having right-
skewed and hill-shaped rank histograms because the majority of the costs occur because of 
under-dispersion (which result in penalties due to positive mismatch in load) and 
heterogeneous autocorrelation levels in the scenario set (which result in committing too 
many units, excessive no-load costs and penalties due to negative mismatch in load). In our 
case study, we can choose EPI(0.1, 0.9) over EPI(0.33, 0.66) and QRnew over QR. The 
MTD rank histogram seems to be better able to distinguish among the variants of each 
scenario generation methods than across the methods. 

We assessed the scenarios according to the RampDown event with 2 different sets of 
parameters. The average daily Brier scores are represented in Table 6 and the plots in 
Figure 6 show the average hourly Brier scores and average hourly loads. 

Table 6. Average daily Brier scores for RampDown event with two different parameters 
for scenarios EPI(0.1, 0.9), EPI(0.33, 0.66), QR, and QRnew. 

 

Table 6 shows the average daily Brier scores for RampDown events with two different 
parameters. One limitation of Brier score to evaluate wind power scenarios is that it gives 
very low scores when the scenario sets are too sharp. Since the under-dispersed EPI(0.33, 
0.66) scenarios are too sharp, they result in low scores whereas their costs are too high in 
SUC. However, if the scenario set is not under-dispersed, the Brier scores of RampDown 
events are very successful to catch the differences over the scenarios. As can be seen from 
Table 6, QR has the highest Brier score whereas EPI(0.1, 0.9) has the lowest. 

   Events EPI(0.1, 0.9) EPI(0.33, 0.66) QR QRnew 

1-RampDown( =1, ξ=0.2) 0.0015 0.0015 0.0023 0.0018 
2-RampDown( =1, ξ=0.4) 0.0000 0.0000 0.0002 3.3e-06 
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Fig. 6 Hourly average load and average hourly Brier scores for Event 1 and 2 

Figure 6 shows hourly average load and average hourly Brier scores according to the 
events shown in Table 6 for the wind power scenario sets that have the highest and lowest 
average daily Brier scores. The load ramps up after hour 9, and the peak load occurs 
between hours 12 and 21. Thus, the differences among Brier scores of wind power 
scenarios during those hours are more critical. If the wind power scenarios do not 
successfully reflect the likelihood of the RampDown event in that time range, expensive 
peaking generators would be required to satisfy the unexpectedly high net load.  

To summarize, we would expect a successful collection of wind power scenario sets to 
first be reliable, which means a good level of correspondence between scenario distribution 
and observation distribution according to their autocorrelation and variability and, second, 
to represent the critical events such as RampDown and RampUp with some specific 
parameters for our SUC and dispatch problem. We recommend to first use the MTD rank 
histograms to eliminate the scenario generation methods that produced underdispersed 
scenarios (right-skewed rank histogram) and/or scenarios with inaccurate autocorrelation 
levels (hill-shaped rank histogram). Then compare the remaining scenario collections  
according to the Brier scores of the RampDown event. This process is depicted in Figure 
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7, where the word “relatively” refers to comparisons among the collections of scenario sets 
produced by competing scenario generation methods.  

 

Fig. 7 Process for selecting from among alternative scenario generation methods 

  

5.4.Daily comparisons 

In this section, for some specific days we display plots of wind power scenarios 
generated by two variants of each methods and represent daily SUC and dispatch costs by 
comparing some cost components to give additional insight. 

Figures 8 and 9 show the wind power scenarios generated by epi-spline approximation 
on the left and quantile regression with Gaussian copula approach on the right. Wind 
energy is scaled according to the capacity. 
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Fig. 8 Wind power scenarios generated for day 2012/10/19. (a) EPI(0.1, 0.9), (b) 
EPI(0.33, 0.66), (c) QR, (d) QRnew 

For day 2012/10/19 the SUC costs resulting from using the different wind power 
scenarios are ordered as EPI(0.33,0.66) > QR > QRnew > EPI(0.1,0.9). The majority of the 
costs occur because of the penalties for all the scenario sets except EPI (0.1, 0.9). However, 
EPI(0.33, 0.66) has the highest penalties. No-load costs for EPI scenarios are lower than 
QR scenarios. 
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Fig. 9 Wind power scenarios generated for day 2013/04/19. (a) EPI(0.1, 0.9), (b) 
EPI(0.33, 0.66), (c) QR, (d) QRnew 

For day 2013/04/19, all of the scenario sets have penalty due to excess, and the amount 
of excess is ordered as QR > QRnew > EPI(0.1, 0.9) > EPI(0.33, 0.66). Only EPI(0.33, 
0.66) and QR caused shortage penalties and the shortage amount is higher for EPI(0.33, 
0.66). 



27	
	

 

Fig. 10 Wind power scenarios and net load scenarios for day 2013/04/14. (a) EPI(0.1, 
0.9), (b) EPI(0.33, 0.66), (c) Net load scenarios for EPI(0.1, 0.9), (d) Net load scenarios for 
EPI(.33, 0.66) 

Figure 10 shows the plots of wind scenarios on the left-hand side and net load (observed 
load – wind scenario) scenarios after scaling according to the generator capacity and 
adjusting according to the 20% wind penetration on the right. On day 2013/04/14, no 
negative mismatch occurred for both of the epi spline wind scenario sets. However, there 
was positive mismatch for both, which corresponded to 0.005% and 3.121% deviation from 
the optimal generation level for EPI(0.1, 0.9) and EPI(0.33, 0.66), respectively. 

6. Conclusions 

A stochastic unit commitment formulation for uncertain wind power can achieve cost 
savings but the computation time increases with the dimension of the deterministic 
optimization and the number of scenarios. To facilitate a comparison among scenario 
generation methods using observations over a long historical time period, we employ two 
statistical metrics: mass transportation distance rank histogram and event based 
verification. Our case study indicates that these statistical tools can predict the performance 
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of the resulting unit commitment schedules when the committed units are dispatched to 
meet the observed demand. Two different scenario generation methods and their variants 
are compared according to their performance in a simulation of the SUC procedure. Using 
the mass transportation distance rank histogram we can eliminate the scenario generation 
methods that might lead to either high no-load costs or high penalty costs due to shortage 
or excess. Then, after defining critical event(s) for the problem we compare the scenario 
collections produced by the remaining generation methods according to their Brier scores. 
Both metrics have limitations. For some specific combinations of over-dispersion and weak 
correlation, the MTD rank histogram appears deceptively flat. Moreover, Brier scores may 
be very low for under-dispersed and/or sharp scenario sets. According to the results of the 
case study, we can conclude that, of the wind power scenario generation methods and 
variants tested, the epi-spline approximation approach with cutting probabilities (0, 0.1, 
0.9, 1) performs the best in the SUC problem, as could be predicted by its flat MTD rank 
histogram and low Brier scores for ramp-down events. 

In future work, this study could be extended to a multi-area setting, in which 
transmission constraints would also be included in the SUC formulation. Both scenario 
generation methods tested here use day-ahead forecasts of wind power time series.  Thus, 
testing the resulting collections of scenario sets in the historical simulation would require 
a data set of not only observations but also historical day-ahead multi-area forecasts of 
wind power, which we have thus far not been able to obtain.  The MTD rank histogram 
would easily accommodate the increased dimensionality of each scenario, but larger 
scenario sets and/or longer historical time periods might be required to distinguish among 
scenario generation methods. Developing appropriate event descriptions on which to 
compute Brier scores would be a more intricate task in this setting.  
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