




164105-9 Wang, Liu, and Evans J. Chem. Phys. 142, 164105 (2015)

TABLE II. Site and pair MF approximations and precise KMC results for p-values bounding the generic 2PC
regime (p f and pe) and the spinodal (ps) for the conventional and Durrett models. Also shown is the width of
the 2PC region (∆peq= pe− p f ) and the metastable regime (∆ps = ps− pe) and appropriately rescaled values.

Conventional
site MF

Conventional
pair MF

Conventional
KMC

Durrett
site MF

Durrett
pair MF Durrett KMC

p f 0.684 7 0.418 7 0.316 0.205 1 0.105 6 0.086 9
pe 0.702 84 0.442 53 0.3518 0.211 38 0.108 31 0.094 43
ps 0.815 42 0.528 15 0.369 0.250 00 0.125 00 0.100
∆peq 0.018 2 0.023 8 0.036 0.006 33 0.002 71 0.007 5
∆peq/pe 0.025 8 0.053 8 0.102 0.029 9 0.025 0 0.079 7
∆ps 0.112 6 0.085 6 0.0172 0.038 6 0.016 7 0.005 6
∆ps/pe 0.160 2 0.193 5 0.049 0.182 7 0.154 1 0.059

generic 2PC regime and of the metastable regime. We find a
significant improvement in the pair over the site approximation
in the prediction of ps, pe, and pf . However, the predicted
width for the generic 2PC region is lower than precise KMC
values, and for the metastable region, the predicted width is
higher (the latter being a typical feature of mean-field type
approximations).

B. Analysis of droplet dynamics and critical
droplets (for ε = 0)

First, we present a LDE analysis for the conventional
N = 2 threshold model with ε = 0 of droplet dynamics in the
generic 2PC regime, pf < p < pe. We naturally compare re-
sults with those from KMC simulation discussed in Sec. III C.
We have performed an analysis for both the site-approximation
and pair-approximation, and the behavior is qualitatively simi-
lar. Thus, in Fig. 9, we just show pair LDE results for the
shrinkage of (initially) large droplets of one state embedded
in the other state for p = 0.43 in the generic 2PC regime,
pf (pair) = 0.4187 < p < pe(pair) = 0.4425. This behavior,
including the detailed droplet shape evolution, is entirely anal-
ogous to that shown in Fig. 7 as assessed by KMC simulation.

For p = 0.43, the vacuum droplet in Fig. 9(a) adopts a
diamond shape, the diagonal edges of which shrink since
p < pe. It will also shrink for p < pf . However, for p > pe,

a sufficiently large vacuum droplet will grow (see below).
For p = 0.43, the populated droplet in Fig. 9(b) adopts a
square shape, the horizontal and vertical edges of which shrink
since p > peq(S = ∞) = 0.4213 > pf = 0.4187. Although less
obvious, the populated droplet will also shrink for pf < p
< peq(S = ∞) given that the edges are somewhat curved and
thus, only nearly horizontal or vertical. It will also clearly
shrink for p > pf . We also note that a sufficiently large popu-
lated droplet will survive as a stationary solution of the LDE
for p < pf (rather than undergo slow fluctuation-mediated
shrinkage as in KMC simulations).

Finally, we present a LDE analysis for the conventional
N = 2 threshold model with ε = 0 of critical vacuum droplets
embedded in the populated state for pe < p < ps. Specifically,
we assess the variation of the critical droplet size, Rc, versus
δp = p − pe. Fig. 10 shows an example obtained from the pair
LDE for the growth (shrinkage) of a vacuum droplet which
is above (below) the critical size. These results immediately
determine upper and lower bounds on the critical size for the
selected p. To obtain a precise estimate of the critical size, Rc,
we systematically adjust the initial droplet size until we achieve
a stationary droplet configuration for long times. Fig. 8 summa-
rizes results of such extensive analysis for Rc for both the site-
and pair-approximations. Comparing with precise KMC CC-
simulation values, we find a significant improvement in the
pair prediction for Rc over the site approximation. Also for

FIG. 9. Stability of states against ex-
pansion of embedded droplet of the
other state in the generic 2PC regime
with p = 0.43 as determined from the
pair LDE: (a) vacuum droplets embed-
ded in the populated state and (b) pop-
ulated droplets embedded in the vac-
uum state. Compare with KMC results
in Fig. 7. Image size: 100×100 sites.
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FIG. 10. Pair LDE simulations showing (a) growth to
R = 49.00 by t = 10 000 of a larger initial droplet with
R= 16.36 and (b) shrinkage to R = 7.39 by t = 2500 of
a smaller initial droplet with R = 13.17, for p = 0.45
where pe < p < ps. Image size: 100×100 sites.

comparison, we show in the inset of Fig. 8 corresponding and
entirely analogous behavior for the Durrett model. In summary,
both KMC analysis and site and pair LDE analyses provide ev-
idence for a finite critical size of vacuum droplets. This obser-
vation is compatible with our earlier claim of metastability,
associated with a non-zero effective line tension σeff > 0,
in the regime pe < p < ps(eff ).

V. SUMMARY AND CONCLUSIONS

Our analysis of the conventional N = 2 threshold model
with ε = 0 provides clear evidence for a discontinuous phase
transition between populated and vacuum states together with
generic 2PC over the finite range of particle annihilation rate,
0.3161 = pf < p < pe = 0.3518. Within this range, a droplet
(of any size) of the vacuum state embedded in the active state
shrinks at roughly constant rate, as does a droplet of the active
state embedded in the vacuum state. This behavior follows
immediately from the demonstrated orientation-dependence
of equistability for planar interfaces separating for coexisting
populated and vacuum states. The latter is most conveniently
and precisely assessed via constant-coverage simulations in
rectangular unit cells starting with an initial strip geometry. An
important additional feature of our analysis is to demonstrate
that generic 2PC is not just a feature of the N = 2 threshold
model in the special case without spontaneous particle crea-
tion. Rather, it is robust in that it persists for non-zero sponta-
neous particle creation rate ε > 0 (below a finite critical value
εc ≈ 0.006). The occurrence of generic 2PC for this simple
canonical model exhibiting a discontinuous non-equilibrium
phase transition contrasts behavior in thermodynamic systems,
which is constrained by the Gibbs phase rule.

Despite the above non-thermodynamic behavior, one finds
metastability and nucleation phenomena just above the generic
2PC region which are analogous to thermodynamic systems.
More specifically, our analysis indicates the existence of a
non-zero effective line tension for interfaces separating co-
existing states. This implies no divergence of correlations or
criticality at the transition. However, precise characterization
of metastability is challenging given the ill-defined nature of
the metastable state and the associated spinodal point and of
critical droplets.

Finally, we note that our application of homogeneous
and heterogeneous mean-field analyses was quite effective
in capturing the key features of model behavior. In some
respects, these approaches are perhaps more tuned to non-
equilibrium models as the associated LDE naturally captures
any orientation-dependence of equistability. They cannot cap-
ture so well the thermodynamic constraints associated with
the Gibbs phase rule that enforces a unique equistability or
coexistence point.

We also suggest that generic 2PC is perhaps not such a
rare anomaly for non-equilibrium systems displaying discon-
tinuous phase transitions. However, it is clearly not universal.
A relevant example is the ZGB model29 apparently exhibit-
ing a discontinuous transition at a single point. However, we
shall show in separate work that certain perturbations of the
ZGB model can induce generic 2PC. Other non-equilibrium
models, which have been cited as indicating the prevalence
of discontinuous transitions at a single point, include con-
tact models with large interaction33,34 or diffusion27 lengths.
However, for the large characteristic lengths in these models
(relative to the lattice constant), the basic behavior is expected
to be captured by continuum mean-field type reaction-diffusion
equations of the type analyzed exactly for Schloegl 2nd order
model.58 Here, there is no orientation-dependence of interface
propagation and a unique equistability point is assured (unlike
for analogous LDEs). Thus, generic 2PC is not expected.
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APPENDIX A: CC SIMULATION AND RELATED
ANALYSIS

Our simulations for the conventional N = 2 threshold
model with ε = 0 to determine pe = peq(S = 1) for a diagonal
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interface utilize a square lattice with L = 512 averaging over
105 MCS. Quite consistent results were obtained for different
target concentrations, Ct = 0.30, 0.35, 0.40, and 0.45. Av-
eraging over these simulations gives an estimate pe
= peq(S = 1) = 0.351 78(2), where the number in parentheses
denotes the standard deviation in the last digit. For comparison,
we performed slightly less extensive simulations for slope
S = 2 using L = 256 and averaging over 104 MCS to obtain
peq(S = 2) = 0.3497(1) unambiguously differing from the
value for S = 1. We find negligible finite-size effects in the
above analysis as in analogous studies for the Durrett N = 2
threshold model with ε = 0.10,11

Accurate determination of pf = peq(S = ∞ or 0) is more
demanding. The above-mentioned anomaly in the model means
that a vertical strip of the vacuum state can never be populated.
Thus, in a finite system with periodic boundary conditions,
one-by-one columns of sites adjacent to the empty strip will
eventually become depopulated (as this corresponds to an
absorbing state for the individual columns). Thus, simula-
tion requires judicious selection of system size and simula-
tion time, and there are significant finite size effects which
must be systematically analyzed for reliable estimation of
pf ≈ 0.316. Detailed discussion of these issues has been pre-
sented previously for the Durrett N = 2 threshold model with
ε = 0.10,11

For a more precise analysis of pf, we have developed
a refined version of the CC ensemble simulation algorithm.
Now, instead of specifying a target for the total concentra-
tion or number of particles in the system, we just specify
a target for the partially populated column adjacent to the
vacuum strip. Various choices of boundary conditions were
also explored. By specifying a target column concentration as
Ct = 0.2, one obtains estimates pf = 0.3130(1), 0.3145(1), and
0.315 35(9) for L = 256, 512, and 1024, respectively. Extrapo-
lating these results using a 1/L variation gives a final estimate
of pf = 0.3161(1).

As an aside, we note that an earlier CC ensemble analy-
sis for this model in Ref. 23 generated an estimate
peq = 0.3516. However, this analysis presumably used random
initial conditions, which results in complex phase-separated
states with a range of interface orientations and thus, an
uncontrolled average of peq(S)-values.

It is appropriate to mention another simulation strategy for
analysis of discontinuous non-equilibrium transitions similar
to the CC ensemble. This approach involves simulation of a
modified dynamics compatible with that of the contact process
of interest, but in a strictly conserved constant particle number
(CN) ensemble. Rather than independent spontaneous anni-
hilation and autocatalytic creation events, randomly selected
particles are moved with appropriate rates to empty sites which
are active in the sense that particles can be autocatalytically
created at those sites.35,59 The equivalence of this constant
particle ensemble and conventional simulations was shown in
the limit of infinite system size.59

APPENDIX B: PARTICLE FLUCTUATION ANALYSES

For the populated homogeneous steady-state in a finite
L × L site system with periodic boundary conditions (BCs),

fluctuations in the number, M , of particles are described by
the general fluctuation-correlation relations, ⟨(M − ⟨M⟩)2⟩
= L2 χ(p), where the susceptibility χ equals the sum of the pair
correlations over all separations. If there is critical behavior
at some pc, then setting ∆ = |p − pc |, one typically writes
C (concentration) ∼ ∆β, ξ (spatial correlation length) ∼ ∆−ν⊥,
and χ ∼ ∆−γ.3 Then, assuming that χ ∼ C2 ξd yields the hy-
perscaling relation γ = d · ν ⊥ −2β. For discontinuous transi-
tions, one sets β = 0. For criticality at a discontinuous transi-
tion, one might write37 C ∼ C0 + A∆β∗, but where β∗ is distinct
from β.

For the N = 2 threshold model selecting p < pe, fluctu-
ations in the populated state should exhibit the feature that
χ is independent of L for moderately large L. Indeed, this
feature is consistent with the simulation data of da Silva
and de Oliveira,23,35 which indicates that ln [⟨(M − ⟨M⟩)2⟩]
− 2 ln[L] = ln[χ(p)] is roughly independent of L > 40. Of
particular significance is the additional feature that χ varies
smoothly with p < pe, and χ does not appear to diverge as
p → pe from below, i.e., γ = 0. Thus, ξ remains finite so
ν⊥= 0, as generally expected for a discontinuous transition.
This feature is consistent with our assignment of a non-zero
effective line tension at this transition.

For p > pe, the N = 2 threshold model with ε = 0 will
ultimately reside in the fluctuation-free absorbing vacuum
state. Behavior for finite systems with periodic BC, in such
p-regimes for continuous transitions, is commonly analyzed in
terms of scaling for populated quasi-stationary states surviv-
ing an initial transient.3 da Silva and de Oliveira23,35 instead
judiciously select “active” BC which assigns permanently
populated sites to the edges of the square L × L site simulation
cell. Here, behavior for p > pe is controlled by this selection
of BC and not by the general theory described above.

For these active BCs with large L and p > pe, it is clear
that only the interior sites near the corners of the simulation
cell will have significant particles population. Thus, behavior
for large L is determined by analysis of an infinite square lattice
system i ≥ 0 and j ≥ 0, with sites i = 0 and j = 0 permanently
populated, and where sites near the origin will be populated. It
is clear that as L → ∞, one now has that ⟨(M − ⟨M⟩)2⟩ ≈ f (p),
where f (p) is independent of L. Simulation results support
this conclusion and further, indicate that f (p) ∼ (p − pe)−2 for
p > pe allowing estimation of pe.23,35 For simulations in a
finite L × L system with active BC, it is interesting to note
that the magnitude of fluctuations just above pe exceeds that
just below.23,35 The latter is controlled by the finite correlation
length in the populated steady-state. For the former, the system
cannot become trapped in the vacuum state due to the active BC
and thus, presumably meanders between a near vacuum state
and a populated steady-state.
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