Dielectron production in Au plus Au collisions at root $s(\text{NN})=200$ GeV

Andrew Adare  
*University of Colorado, Boulder*

Nicole J. Apadula  
*Iowa State University*

Sarah C. Campbell  
*Iowa State University*

Lei Ding  
*Iowa State University*

Alan Dion  
*Iowa State University*

*See next page for additional authors*

Follow this and additional works at: [http://lib.dr.iastate.edu/physastro_pubs](http://lib.dr.iastate.edu/physastro_pubs)

Part of the [Nuclear Commons](http://lib.dr.iastate.edu/physastro_pubs)

The complete bibliographic information for this item can be found at [http://lib.dr.iastate.edu/physastro_pubs/218](http://lib.dr.iastate.edu/physastro_pubs/218). For information on how to cite this item, please visit [http://lib.dr.iastate.edu/howtocite.html](http://lib.dr.iastate.edu/howtocite.html).

This Article is brought to you for free and open access by the Physics and Astronomy at Iowa State University Digital Repository. It has been accepted for inclusion in Physics and Astronomy Publications by an authorized administrator of Iowa State University Digital Repository. For more information, please contact [digirep@iastate.edu](mailto:digirep@iastate.edu).
Dielectron production in Au plus Au collisions at root $s_{NN}=200$ GeV

Abstract
We present measurements of $e^+e^-$ production at midrapidity in Au + Au collisions at root $s_{NN} = 200$ GeV. The invariant yield is studied within the PHENIX detector acceptance over a wide range of mass ($m(ee) < 5$ GeV/c$^2$) and pair transverse momentum ($p(T) < 5$ GeV/c) for minimum bias and for five centrality classes. The $e^+e^-$ yield is compared to the expectations from known sources. In the low-mass region ($m(ee) = 0.30-0.76$ GeV/c$^2$) there is an enhancement that increases with centrality and is distributed over the entire pair $p(T)$ range measured. It is significantly smaller than previously reported by the PHENIX experiment and amounts to $2.3 +/- 0.4$ (stat) +/- 0.4 (syst) +/- 0.2 (model) or to $1.7 +/- 0.3$ (stat) +/- 0.3 (syst) +/- 0.2 (model) for minimum bias collisions when the open heavy-flavor contribution is calculated with PYTHIA or MC@NLO, respectively. The inclusive mass and $p(T)$ distributions, as well as the centrality dependence, are well reproduced by model calculations where the enhancement mainly originates from the melting of the rho meson resonance as the system approaches chiral symmetry restoration. In the intermediate-mass region ($m(ee) = 1.2-2.8$ GeV/c$^2$), the data hint at a significant contribution in addition to the yield from the semileptonic decays of heavy-flavor mesons.
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Dielectron production in Au + Au collisions at $\sqrt{s_{NN}} = 200$ GeV

We present measurements of $e^+e^-$ production at midrapidity in Au + Au collisions at $\sqrt{s_{NN}} = 200$ GeV. The invariant yield is studied within the PHENIX detector acceptance over a wide range of mass ($m_{ee} < 5$ GeV/c$^2$) and pair transverse momentum ($p_T < 5$ GeV/c) for minimum bias and for five centrality classes. The $e^+e^-$ yield is compared to the expectations from known sources. In the low-mass region ($m_{ee} = 0.30-0.76$ GeV/c$^2$) there is an enhancement that increases with centrality and is distributed over the entire pair $p_T$ range measured. It is significantly smaller than previously reported by the PHENIX experiment and amounts to $2.3 \pm 0.4(\text{syst}) \pm 0.2(\text{model})$ or to $1.7 \pm 0.3(\text{stat}) \pm 0.3(\text{sys}) \pm 0.2(\text{model})$ for minimum bias collisions when the open heavy-flavor contribution is calculated with PYTHIA or MC@NLO, respectively. The inclusive mass and $p_T$ distributions, as well as the centrality dependence, are well reproduced by model calculations where the enhancement mainly originates from the melting of the $\rho$ meson resonance as the system approaches chiral symmetry restoration. In the intermediate-mass region ($m_{ee} = 1.2-2.8$ GeV/c$^2$), the data hint at a significant contribution in addition to the yield from the semileptonic decays of heavy-flavor mesons.
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1. INTRODUCTION

Dileptons are important diagnostic tools of the quark-gluon plasma (QGP) formed in ultrarelativistic heavy-ion collisions [1]. They are unique observables for their sensitivity to the chiral symmetry restoration phase transition expected to take place together with, or at similar conditions to, the deconfinement phase transition [2,3]. When chiral symmetry is restored, the chiral doublets, such as the $\rho$ and the $a_1$ mesons, become degenerate in mass. Because the $a_1$ meson is very difficult to observe experimentally, the $\rho$ meson is the main observable in this context. Owing to its very short lifetime ($\tau \sim 1.3$ fm/c), the $\rho$ meson quickly decays after its formation and is therefore a sensitive probe of the medium where it is formed. The $\rho$ meson is mostly produced close to the phase boundary, and possible modifications of its spectral function in the high-temperature and -density conditions prevailing there are thus imprinted in its decay products. The decay into dileptons, as opposed to hadrons, is of particular interest as they escape unaffected by the interaction region, thus carrying this information to the detectors.

Dileptons are sensitive to the thermal radiation emitted by the system, both the partonic thermal radiation (quark annihilation into virtual photons, $q\bar{q} \rightarrow \gamma^* \rightarrow l^+l^-$) emitted in the early stage of the collisions and the thermal radiation emitted later in the collision by the hadronic system. The main channel of the latter is pion annihilation, mediated through vector meson dominance by the $\rho$ meson ($\pi^+\pi^- \rightarrow \rho \rightarrow \gamma^* \rightarrow l^+l^-$). Dileptons are produced by a variety of sources all along the entire history of the collision and it is necessary to know precisely all these sources to single out the interesting signals characteristic of the QGP related to chiral symmetry restoration or thermal radiation [4].

The CERES experiment pioneered the study of dielectrons at the Super Proton Synchrotron (SPS). A strong enhancement of low-mass electron pairs ($m_{ee} < 1$ GeV/c$^2$) with respect to the cocktail of expected hadronic sources was found in all nuclear systems studied, in S + Au collisions at 200 A GeV [5], in Pb + Au collisions at 158 A GeV [6,7], and in Pb + Au collisions at 40 A GeV [8]. The enhancement was confirmed and further studied by the high statistics NA60 experiment that measured dimuons in In + In collisions at 160 A GeV [9–12]. In both experiments, the low-mass dilepton enhancement is explained by in-medium modification of the $\rho$ meson spectral function [13–18]. The data rule out the conjectured dropping mass of the $\rho$ meson as the system approaches chiral symmetry restoration [19–21]. Instead, the data are well reproduced by a scenario in which the $\rho$ meson copiously produced by $\pi^+\pi^-$...
The low-mass dilepton excess is thus identified as the thermal radiation signal from the hadron-gas phase with a modified \( \rho \) meson spectral function. A recent paper shows that in-medium modifications of vector and axial vector spectral functions lead to degeneracy of the \( \rho \) and \( a_1 \) meson masses, providing a direct link between the broadening of the \( \rho \) meson spectral function and the restoration of chiral symmetry [22].

NA60 found also an excess at higher masses \((m_{\ell^+\ell^-} = 1–3 \text{ GeV}/c^2)\). Using precise vertex information, this excess was associated with a prompt source originating at the vertex, as opposed to semileptonic decays of D mesons that originate at displaced vertices. The excess can be explained as thermal radiation from the QGP [9–12,15], but other interpretations based on hadronic models, similar to those that explain the low mass excess [13,14], or on hadronic rates constrained by chiral symmetry considerations [16], can also reproduce the data.

At the Relativistic Heavy Ion Collider (RHIC), the PHENIX experiment reported a strong enhancement of low-mass pairs in Au + Au collisions at \( \sqrt{s_{NN}} = 200 \text{ GeV} \) [23]. In the 0%-10% most central collisions, where the excess is concentrated, the enhancement factor, defined as the ratio of the measured yield over the cocktail yield reaches an average value of 7.6 ± 0.5(stat) ± 1.3(syst) ± 1.5(cocktail) in the mass range \( m_{\ell^+\ell^-} = 0.15–0.75 \text{ GeV}/c^2 \). All models that successfully reproduce the SPS results fail to explain the PHENIX data [23,24].

The PHENIX result [23] was characterized by a considerable hadron contamination of the electron sample and by a small signal-to-background \((S/B)\) ratio. In an effort to improve upon this measurement, a hadron-blind detector (HBD) was developed and installed in the PHENIX experiment [25–27]. The HBD provides additional electron identification and additional hadron rejection and improves the signal sensitivity.

In this paper we present dielectron results obtained with the HBD in 2010 for Au + Au collisions at \( \sqrt{s_{NN}} = 200 \text{ GeV} \). The paper is organized as follows. Section II describes the PHENIX detector with special emphasis on the HBD. In Sec. III we give a detailed account of the various steps of the data analysis including electron identification, pair cuts, and background subtraction, which is the crucial step in this analysis. The raw mass spectra, efficiency corrections and systematic uncertainties of the data are also discussed in this section. Section IV describes the procedures used to calculate the expected dielectron yield from the known hadronic sources. The results, including invariant mass spectra, \( p_T \) distributions, and centrality dependence, are presented in Sec. V. In the same section, the results are discussed with respect to previously published results and compared to available theoretical calculations. A summary is given in Sec. VI.

II. PHENIX DETECTOR

Figure 1 shows a schematic beam view of the PHENIX central-arm detector, as used during 2010 data taking. A detailed description of the detector, except the HBD, can be found in Ref. [28]. In this section, we give only a brief description of the PHENIX subsystems relevant for the present analysis: global detectors, central magnet, central-arm detectors, includ-\end{verbatim}
or from $\pi^0$ Dalitz decays is very small. When only one of the two tracks is reconstructed in the central arms, the HBD can reject them by applying an opening angle cut or a double signal cut on the HBD hits (see Sec. II D). In this configuration, however, the total field integral is $\int B \cdot dl \approx 0.43 \, Tm$, about 40% of the value in the $++$ configuration.

C. Central-arm detectors

PHENIX measurements at midrapidity are made with two central-arm spectrometers, as shown in Fig. 1. Each central arm covers pseudorapidity $|\eta| < 0.35$ and azimuthal angle $\Delta \phi = \pi/2$.

Charged-particle tracks are reconstructed using hit information from the DC, the first layer of PC (PC1), and the collision point along the $z$ direction [32]. The DCs are located outside the magnetic field in the radial distance 2.02–2.46 m from the beam axis. They provide an accurate measurement of the particle trajectory in the plane perpendicular to the beam axis. The PC1s are multiwire proportional chambers located just behind the DC at 2.47–2.52 m in radial distance from the beam axis [33]. They provide a three-dimensional space point that is used to determine the track origin along the beam axis. The transverse momentum ($p_T$) of each particle is determined from the bending of its trajectory in the azimuthal direction. The total momentum $p$ is determined by combining $p_T$ with the polar angle information of PC1 and the vertex position $z$. The reconstructed tracks are projected onto the HBD (see next section) and onto the central-arm detectors that provide electron identification: RICH, EMCal, and TOF.

The RICH is the primary central-arm detector used for electron identification in PHENIX [34] and is located in the radial region of 2.5–4.1 m, just behind PC1. The RICH uses CO$_2$ as the gas radiator at atmospheric pressure, and has a Čerenkov threshold of $\gamma = 35$. This corresponds to a momentum threshold of 18 MeV/c for electrons and 4.7 GeV/c for pions. Two spherical mirrors reflect the Čerenkov light and focus it onto two arrays of 1280 PMTs, each located outside the acceptance on each side of the RICH entrance window. The average number of hit PMTs per electron track is $\sim 5$, and the average number of photoelectrons detected is $\sim 10$. Below the pion threshold, the pion rejection is $\sim 10^4$ in $p + p$ or low-multiplicity collisions. However, in high-multiplicity collisions, hadron tracks are misidentified as electrons when their trajectory is nearly parallel to that of a genuine electron. This effect limits the $e/\pi$ separation to $\sim 10^{-3}$ in central Au + Au collisions and requires special care as described below.

The EMCal measures the energy deposited by electrons and their shower shape [35]. It comprises eight sectors each covering $\Delta \phi \approx \pi/8$ in azimuth, where six sectors are made from lead-scintillator (PbSc) with an energy resolution 4.5% $\oplus$ 8.3%/\sqrt{E} [GeV] and two are lead-glass (PbGl) with an energy resolution 4.3% $\oplus$ 7.7%/\sqrt{E} [GeV]. The radial distance from the beam axis is 5.10 m for PbSc and 5.50 m for PbGl (see Fig. 1). The matching of the measured energy to the track momentum is used to identify electrons. The latter are all relativistic in the accepted momentum range ($p_T > 0.2$ GeV/c); hence, the energy-to-momentum ratio is close to unity.

To further separate electrons and hadrons, we use the TOF information from the PbSc part of the EMCal, which covers 75% of the acceptance but has a valid time response for 64% of the acceptance. In addition, we use the TOF information from the TOF-east (TOF-E) detector [36] covering an additional 16% of the acceptance. The former has a time resolution of $\sim 450$ ps, while the latter has a resolution of $\sim 150$ ps. The rest of the acceptance, 9%, does not have a usable TOF coverage, because the time resolution of $\sim 700$ ps provided by PbGl detectors is not sufficient for an effective separation of electrons and hadrons.

D. The hadron-blind detector

The HBD was installed in PHENIX prior to 2010. A detailed description of the concept, construction, and performance of the HBD is given in Ref. [27]. Only a brief account is given here, with emphasis on the specific aspects relevant to the present analysis.

The HBD provides additional electron identification and additional hadron rejection to the central-arm detectors. Its main task is to recognize and reject $\gamma$ conversions and $\pi^0$ Dalitz decays, which are the dominant sources of the combinatorial background. Very often, only one of the two tracks of an $e^+e^-$ pair from these sources is detected in the central arm, whereas the second one is lost because it falls out of the acceptance, is curled by the magnetic field, or is not detected owing to the inability to reconstruct low-momentum tracks with $p_T < 200$ MeV/c. The HBD exploits the fact that most of these pairs have a very small opening angle and thus produce two overlapping hits in the HBD, resulting in a charge response with an amplitude double the one corresponding to a single hit. Being sensitive to electrons down to very low momentum (see below), the HBD can detect both tracks and can effectively reject them by applying a double-hit cut on the HBD signal. However, decays with a large opening angle between the electron and positron produce two well-separated single hits on the HBD pad plane, as illustrated in Fig. 2. The ability to distinguish single from double hits is one of the main performance parameters of the HBD. This is illustrated in Fig. 3, which shows the HBD response to single- and double-electron hits in real data. Single and double hits are selected...
from reconstructed low-mass pairs with large (>100 mrad) and small (<50 mrad) opening angles, respectively.

The HBD is a Čerenkov detector. It has a 50-cm-long radiator directly coupled, in a windowless configuration, to a triple gas-electron-multiplier (GEM) detector [37], which has a CsI photocathode evaporated on the top face of the uppermost GEM foil and pad readout at the bottom of the GEM stack (see Fig. 4). The HBD uses pure CF4 at atmospheric pressure that has an average Čerenkov threshold of $\gamma = 28.8$ over the detector bandwidth, corresponding to a momentum threshold of $\sim 15$ MeV/c for electrons and $\sim 4.0$ GeV/c for pions. In this scheme, Čerenkov radiation from particles passing through the radiator is directly collected on the photocathode, forming a circular blob image rather than a ring, as in a RICH detector. The pad readout plane comprises hexagonal cells with a hexagon side of 1.55 cm. One cell subtends an opening angle of approximately 50 mrad and has an area of 6.2 cm$^2$, comparable to the blob size which has a maximum area of 10 cm$^2$. The electron response of the HBD is thus typically distributed over a maximum of three readout cells and subtends a maximum opening angle of 75 mrad.

![FIG. 4. Triple GEM stack operated in reverse bias mode where ionization electrons produced by a charged particle are repelled toward the mesh.](image)

The hadron blindness property of the HBD is achieved by operating the detector in reverse bias mode, where the mesh defining the detection volume is set at a lower voltage with respect to the CsI photocathode [25,26] (see Fig. 4). Consequently, the ionization electrons produced by charged particles in the drift region defined by the entrance mesh and the photocathode are mostly repelled towards the mesh. Only the ionization electrons created in a thin layer of $\sim 100$ $\mu$m above the photocathode are collected and amplified by the GEM stack, leading to a very small signal, equivalent to a few p.e., localized in one single cell of the pad plane.

The choice of CF4 in a windowless configuration as the common gas for the radiator and the detector amplification medium, results in a large bandwidth of UV photon sensitivity from 6.2 eV (the threshold of the CsI photocathode) up to 11.1 eV (the CF4 cutoff). This translates into an average yield of 20 photoelectrons (p.e.) per electron, as shown in Fig. 3, corresponding to a measured figure of merit $N_0$ of 330 cm$^{-1}$, very high for a gas Čerenkov detector [27].

The HBD is located close to the interaction vertex, in the field-free region, starting immediately after the beam pipe at $r = 5$ cm and extending up to $r = 60$ cm. The detector comprises two identical arms, each covering 112.5° in azimuth and ±0.45 units of pseudorapidity. The active area of each arm is subdivided into ten detector modules, five along the azimuthal axis and two along the $z$ axis. With this segmentation, each detector module is $\sim 23 \times 27$ cm$^2$ in size. The material budget (see Table I) in front of the GEM detectors is 0.62% of a radiation length dominated by the CF4 contribution of 0.56%. To this one has to add the contribution of the GEM stack, the vessel back plane, and the front-end electronics attached to the vessel to give a total of 2.4% of a radiation length for the entire detector.

Good gain calibration is crucial to achieve the best possible separation between single and double hits in the HBD. Gain variations occur as a function of time owing to two main factors: (i) variations of temperature and pressure and (ii) charging effects of the GEM foils that produce an initial rise of the gain after switching on the high voltage, which can last for several hours before stabilizing [38]. These gain variations are taken into account by performing a gain calibration of each module every 3 min during data collection. This is done by exploiting the scintillation light produced by charged particles traversing the CF4 radiator. The scintillation signal is easily identified by the characteristic exponential shape of single electrons in the HBD pulse height distribution of low-multiplicity Au + Au collisions [27]. Furthermore, the

![FIG. 3. HBD response to single-electron hits and double electron hits in the 60%–92% centrality bin. The two distributions are normalized to give an integral yield of one.](image)

### TABLE I. Material budget of the HBD within the central-arm acceptance [27].

<table>
<thead>
<tr>
<th>Component</th>
<th>Radiation length (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Window (aclar/kapton)</td>
<td>0.04</td>
</tr>
<tr>
<td>Gas (CF4)</td>
<td>0.56</td>
</tr>
<tr>
<td>GEM stack</td>
<td>0.42</td>
</tr>
<tr>
<td>Vessel back plane + front-end electronics</td>
<td>1.4</td>
</tr>
<tr>
<td>Total</td>
<td>2.4</td>
</tr>
</tbody>
</table>
average cell charge per event was found to slowly decrease by 10%-15% over the 10-week duration of the run for some of the modules. This is attributed to a slow deterioration of the quantum efficiency of the photocathodes. This effect was noticed in ~40% of the modules, the others did not show any sign of aging, although all photocathodes were produced under identical procedures. An additional time-dependent correction factor is applied to account for this effect.

In high-multiplicity Au + Au collisions, a large amount of scintillation light is produced by charged particles traversing the CF₄ gas, resulting in a large detector occupancy. The number of photoelectrons per cell can be as high as ~10 in the most central collisions. This underlying event background is subtracted on an event-by-event basis. For each event and for each module the average charge per unit area \( \langle Q \rangle \) is calculated as

\[
\langle Q \rangle = \frac{\sum Q_{\text{cell}}}{\sum a_{\text{cell}}},
\]

where \( Q_{\text{cell}} \) and \( a_{\text{cell}} \) are the cell charge and area, respectively. The summation is carried out over all the cells of a given module, excluding the cells that are matched to an electron track and their first neighbors. The cell charge used for further analysis \( Q'_{\text{cell}} \) is then given by

\[
Q'_{\text{cell}} = Q_{\text{cell}} - \langle Q \rangle \times a_{\text{cell}}.
\]

After subtraction of the underlying event charge, two independent algorithms are used for the HBD hit recognition. The first is a standalone algorithm in which a cluster is formed by a seed cell with \( Q'_{\text{cell}} > 3 \text{ p.e.} \) together with the fired cells (defined as \( Q'_{\text{cell}} > 1 \text{ p.e.} \)) among its first six neighbors. Such clusters can have up to seven cells. A central-arm electron track projected onto the HBD readout plane is then matched to the closest cluster. This algorithm works very well in \( p + p \) or peripheral Au + Au collisions, producing a typical single-electron response with an average of 20 p.e. In higher multiplicity events, this algorithm yields a higher charge per electron and a higher fraction of fake hits as it picks up more charge from the fluctuations of the underlying event background. Figure 5(a) shows an example of a seed cell and three of its first neighbors forming a four-cell cluster.

The second algorithm uses the track projection point onto the HBD to form a cluster around it. The pointing resolution of a track to HBD is \( \sim 3 \text{ mm at } p_T \sim 0.5 \text{ GeV}/c \), which is much smaller than the size of a pad. The algorithm allows only up to three cells in a cluster, depending on the track projection position within the cell. If the track projection points to the middle part of the cell, only that cell is used, but if it points to the edge of a cell one or two additional neighboring cells are summed up in the cluster [39]. The same pattern of fired cells shown in Fig. 5(a) would result in a three-cell cluster in the projection-based algorithm, as illustrated in Fig. 5(b). The projection-based algorithm results in a more precise selection of the true hit, fewer fake hits, and less pickup of charge from underlying event fluctuations.

This is especially important in the most central collisions. However, the limited cluster size truncates the charge information, resulting in a somewhat reduced efficiency and less power to discriminate between single and double hits. Therefore, both algorithms are utilized in a complementary way, the standalone providing a higher efficiency and better single- to double-hit separation and the projection-based providing a better rejection of fake hits.

### E. Acceptance

#### 1. Acceptance during 2010 run

As mentioned in Sec. II B, the PHENIX central arm magnets were operated in the ++ configuration during the 2010 run. Compared to the standard ++ magnetic field configuration of PHENIX, the +- configuration has an increased acceptance for low- \( p_T \) tracks of about 20%.

Charged particles are bent in the azimuthal direction, \( \phi \), by the magnetic field. Because the DC and RICH are needed to reconstruct the tracks and select the electron candidates, the azimuthal electron acceptance depends on their charge and \( p_T \) and on the radial location of each detector subsystem. We define the ideal track acceptance of the PHENIX detector in the ++ field configuration by the set of conditions

\[
\phi_{\text{min}} \leq \phi_0 + q \frac{k_{\text{DC}}}{p_T} \leq \phi_{\text{max}}^+, \quad (3)
\]

\[
\phi_{\text{min}} \leq \phi_0 + q \frac{k_{\text{RICH}}}{p_T} \leq \phi_{\text{max}}^-, \quad (4)
\]

\[
\theta_{\text{min}} \leq \theta_0 \leq \theta_{\text{max}}^- + \frac{\pi}{2}, \quad (5)
\]

for tracks originating at \( z = 0 \) with charge \( q \), transverse momentum \( p_T \), and emission angles \( \theta_0 \) and \( \phi_0 \). \( k_{\text{DC}} = 0.060 \text{ rad } \times \text{GeV}/c \) and \( k_{\text{RICH}} = 0.118 \text{ rad } \times \text{GeV}/c \) are the effective azimuthal bends to the DC and the RICH, respectively. The polar angle boundaries of \( \theta_{\text{min}} = 1.23 \text{ rad} \) and \( \theta_{\text{max}} = 1.92 \text{ rad} \) are defined by the PHENIX central-arm pseudorapidity acceptance \( |\eta| < 0.35 \). One of the arms covers the azimuthal range from \( \phi_{\text{min}} = -\frac{3}{16} \pi \) to \( \phi_{\text{max}} = \frac{5}{16} \pi \) and the other from \( \phi_{\text{min}} = \frac{11}{16} \pi \) to \( \phi_{\text{max}} = \frac{15}{16} \pi \). The results shown in Sec. V, indicated as “in the PHENIX acceptance,” refer to the results filtered according to this parametrization of the ideal acceptance.

#### 2. Fiducial cuts

Several fiducial cuts are applied to remove inactive areas of subsystems or areas with intermittent response to homogenize the detector response over sizable fractions of the run time. Regarding the operation of the DC, the entire 200-GeV
Au + Au data set is divided into five groups, with fiducial cuts applied to each group separately such that inside each group the DC has a stable active area. The nonactive DC areas correspond to 19%–31% of the total DC acceptance, depending on the run group.

Fiducial cuts are also applied to the HBD to exclude tracks pointing to 1 inactive module of the 20 modules of the HBD. Another fiducial cut removes conversion electrons originating from the HBD support structure, which are strongly localized in $\phi$ near the edges of the acceptance. Other fiducial cuts are applied to remove inactive or low-efficiency areas in PC1 and EMCal.

In summary, the ideal PHENIX acceptance is reduced by the fiducial cuts by an amount that varies between 32% and 42%, depending on the run group, with an average of 36% for all selected runs.

III. ANALYSIS

This section describes the basic steps of the Au + Au data analysis. It is organized as follows. The data set and event selection cuts are presented in Sec. III A. Section III B describes the track reconstruction. The methods applied to identify electrons are presented in detail in Sec. III C and the cuts applied to electron pairs are explained in Sec. III D. A detailed account of the various background sources and their subtraction is provided in Sec. III E. Next we present the raw spectra and corrections (Sec. III F) and discuss the systematic uncertainties (Sec. III G). In the final Sec. III H we discuss a second independent analyses used as a cross-check of the main analysis.

A. Data set and event selection

The Au + Au collision data at $\sqrt{s_{NN}} = 200$ GeV were collected during 2010. Collisions were triggered using the BBCs, with the MB trigger condition (see Sec. II A).

The centrality is determined for each Au + Au collision from the sum of the measured charge in both BBCs combined with a Glauber model of the collision [40] as described in Ref. [41]. In this analysis, the data sample is divided into five centrality classes: 0%–10%, 10%–20%, 20%–40%, 40%–60%, and 60%–92%. The average number of participants $\langle N_{\text{part}} \rangle$ and collisions $\langle N_{\text{coll}} \rangle$, together with their systematic uncertainties associated with each centrality bin, are summarized in Table II.

<table>
<thead>
<tr>
<th>Centrality (%)</th>
<th>$\langle N_{\text{part}} \rangle$ (syst)</th>
<th>$\langle N_{\text{coll}} \rangle$ (syst)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–10</td>
<td>324.0 (5.7)</td>
<td>951.1 (98.6)</td>
</tr>
<tr>
<td>10–20</td>
<td>231.0 (7.3)</td>
<td>590.1 (61.1)</td>
</tr>
<tr>
<td>20–40</td>
<td>135.6 (7.0)</td>
<td>282.4 (28.4)</td>
</tr>
<tr>
<td>40–60</td>
<td>56.0 (5.3)</td>
<td>82.6 (9.3)</td>
</tr>
<tr>
<td>60–92</td>
<td>12.5 (2.6)</td>
<td>12.1 (3.1)</td>
</tr>
<tr>
<td>0–92</td>
<td>106.3 (5.0)</td>
<td>251.1 (26.7)</td>
</tr>
</tbody>
</table>

The data were recorded with an online vertex selection of either $\pm 20$ cm (narrow vertex) or $\pm 30$ cm (wide vertex). The former selection was applied to the data recorded at the beginning of each store, when the luminosity was relatively high. For the latter selection, an additional-offline vertex cut of $30 < z < 25$ cm was applied. This asymmetric cut is needed to avoid the increased yield of conversion electrons originating from the side panels of the HBD. These cuts resulted in $1.8 \times 10^9$ events with the narrow-vertex selection, $3.8 \times 10^9$ events with the wide-vertex selection, and a total of $5.6 \times 10^9$ MB events.

B. Track reconstruction

Charged-particle tracks are reconstructed in the central arms using the DC and PC1 [32]. The procedure assumes that all tracks originate from the collision vertex. Each reconstructed track is then projected onto the other detectors, RICH, EMCal, TOF, and HBD, and the projection points are associated with reconstructed hits in these detectors.

After a track is reconstructed, the initial momentum vector of the track at the $z$ vertex is calculated. The transverse momentum $p_T$ is determined by measuring the angle $\alpha$ between the reconstructed particle trajectory and a line that connects the $z$-vertex point to the particle trajectory at a reference radius $R = 220$ cm. The angle $\alpha$ is approximately proportional to charge/$p_T$. In the reverse field configuration used in the 2010 run, the momentum resolution is found to be 1.6% at $p_T = 0.5$ GeV/$c$.

C. Electron identification

1. Detectors and variables used for electron identification

For electron identification, the present analysis uses the HBD along with the central-arm detectors RICH and EMCal and the TOF information from the TOF-E detector and the EMCal. The relevant variables for electron identification from these detectors are as follows:

- $n_0$, number of hit PMTs in the RICH in the expected range of a Čerenkov ring;
- $\text{disp}$, distance between a track projection and its associated ring center in the RICH;
- $\text{chi2/npe0}$, a $\chi^2$-like shape variable of the RICH ring associated with the track per npe0, the number of photoelectrons measured in the ring;
- $\text{emcsdr}$, distance between the track projection point onto the EMCal and the associated EMCal cluster, measured in units of standard deviation of the momentum-dependent matching distribution;
- $\text{prob}$, probability that the EMCal cluster is of electromagnetic origin, based on the shower shape;
- $\text{deph}$, variable quantifying the energy-momentum matching for electrons. It is defined as $\text{deph} = \frac{E}{p}/\sigma_{E/p}$, where $E$ is the energy measured by the EMCal, $p$ is the track momentum, and $\sigma_{E/p}$ is the momentum-dependent standard deviation of the Gaussian-like $E/p$ distribution;
- $\text{stof(PbSc)}$ and $\text{stof(TOF-E)}$, time-of-flight deviation from the one expected for electrons measured by either the EMCal-PbSc or the TOF-E detector, converted in
units of standard deviation of the Gaussian-like TOF distribution:
\texttt{hbdcharge(P)}, \texttt{hbdsize(P)}, cluster charge and size, respectively, from the HBD projection-based algorithm;
\texttt{hbdid}, reduced cluster charge threshold from the projection-based algorithm. This is the threshold of the \texttt{hbdcharge(P)} variable, which has been tuned to reduce the number of the nongenuine HBD hits by a fixed factor (e.g., by requiring \texttt{hbdid} \geq 10, the number of the nongenuine HBD hits is reduced to 1/10 of the initial number; these thresholds are tuned depending on event multiplicity and HBD cluster size);
\texttt{maxpadcharge(S)}, charge of the single pad with largest charge in the cluster of the standalone algorithm;
\texttt{hbdcharge(S)}, \texttt{hbdsize(S)}, cluster charge and size, respectively, from the standalone algorithm.

First, electron candidates are selected from the total sample of tracks that contains mostly hadrons. This is accomplished by applying very loose cuts such as n0 > 0, which requires at least one fired PMT around the track projection in the RICH and \( E/p > 0.4 \), which rejects the tracks that strongly deviate from the expected \( E/p \) of \( \sim 1 \). The sample of electron candidates selected in such a way comprises the signal electrons, background electrons (mostly conversions from the HBD backplane), and a relatively large number of misidentified hadrons.

2. Exclusion of RICH photomultipliers

The RICH detector in PHENIX uses spherical mirrors to project the Čerenkov light created by electrons in the radiator gas onto the PMT plane. As a consequence of this mirror geometry, parallel tracks after the field are projected to the same point in the PMT plane. In other words, if a hadron track is parallel to an electron track that produces a genuine response in the RICH, the hadron will appear to have the same response as the electron and thus it will be misidentified as an electron. Figure 6 shows a typical example of this ring sharing effect. In this example, an electron-positron pair is generated by a photon conversion in the HBD backplane. After the magnetic field, a hadron track is parallel to the positron track after the magnetic field, a hadron track is parallel to the positron track. Consequently, the hadron and the positron share the same photomultipliers in the RICH detector and the hadron is misidentified as an electron.

This ring-sharing effect occurs because the RICH reconstruction algorithm allows multiple use of fired PMTs by different tracks. The ring sharing is a significant effect. In the 2010 run, the majority of electrons are generated by \( \gamma \) conversion in the HBD backplane. Although these conversions can successfully be rejected by the HBD, their response in the RICH remains and there is some probability that the misidentified hadron will also remain in the pool of electron candidates.

To reduce PMT sharing by different tracks in the RICH, the original RICH algorithm is modified. The PMTs fired by electrons that are clearly identified as background electrons, are removed, the ring reconstruction algorithm is reapplied and new n0, npe0, disp, and \( \chi^2 \) variables are derived. These background electrons are mainly conversion electrons from the HBD backplane, electron tracks pointing outside the HBD acceptance, electrons produced by conversion on the HBD support structure, or low-\( p_T \) electrons with \( p_T < 200 \text{ MeV}/c \).

3. The neural networks

After the initial rejection of nonsignal electrons and the reduction of the ring-sharing effect, the sample of electron candidates is still highly contaminated by background electrons and misidentified hadrons. A standard procedure to increase the purity of the electron sample would be to apply a sequence of one-dimensional cuts on all or some of the 14 variables listed above. However, such a procedure results in a large efficiency loss that becomes significant in the \( e^+e^- \) pair analysis where the pair efficiency is approximately equal to the single-track efficiency squared. In this analysis we implement instead a multivariate approach that is based on the neural network package TMultiLayerPerceptron from ROOT [42].

The neural network comprises three layers: the input layer, the hidden layer, and the output layer. The input layer is composed of all the input variables normalized to have their values between 0 and 1. The hidden layer comprises a selected number of neurons and the output layer comprises a single output variable. The number of neurons in the hidden layer determines the ability of the neural network to distinguish between the signal and the background, but this ability saturates with increasing number of neurons. For each neural network, we make sure that the number of neurons is sufficiently large to provide the best possible performance, typically 10–15 neurons. In addition, we make sure that a sufficient number of tracks is selected for the training sample, such that the performance of the neural network does not depend on the training statistics. The neural network output is a single probabilitylike variable, in which values closer to 1 mostly correspond to signal, while values closer to 0 mostly correspond to background (examples of the neural network output distributions will be shown below). By selecting the
tracks above a certain threshold, we can reject most of the background while keeping a large fraction of the signal.

We use three different neural networks specially trained on subsets of the large list of eID variables to reject (i) hadrons misidentified as electrons in the central arms (NNh), (ii) background electrons which are mostly HBD backplane conversions (NNc), and (iii) double hits in the HBD (NNd). In this way we basically have three handles to separately treat each type of background. The neural networks learn to distinguish the signal and the background on well-defined samples. The first two neural networks, NNh and NNc, are trained on HIJING events. The third neural network NNd is trained on a sample of single-particle event simulations, $\phi \rightarrow e^+e^-$ decays for single response, and $\pi^0 \rightarrow \gamma e^+e^-$ Dalitz decays for double response. The training is done separately for each centrality bin to properly treat the multiplicity effects. For centralities >40%, we use the neural network trained for the 20%–40% centrality bin, where the statistics of the training sample is higher. This is justified because already in the 20%–40% centrality bin, multiplicity effects are unimportant and the separation between signal and background is good. The training is also done separately for the three cases of TOF information (TOF-E, PbSc-TOF, no TOF information).

The simulated events are passed through a GEANT simulation of the PHENIX detector and through the same reconstruction code that is used for the data analysis. They are divided into two samples. One is used for training purposes and the other one to monitor the neural network output. The simulated events are not used to determine absolute efficiencies, which are determined from simulation, as discussed later in Sec. III F. They are used only for training and monitoring purposes and the HIJING events are particularly valuable in this respect. They allow us to assess the origin and relative magnitude of the various background sources at each step of the electron identification chain, as well as the neural network performance in its ability to reject the background while preserving the signal. Details of the three neural networks are given below.

### 4. Hadron rejection

The first neural network, NNh, aims at reducing the hadron contamination. It exploits the information from all the relevant detectors, HBD, RICH, EMCal, and TOF-E. The signal ($S$) for the training of NNh comprises electron tracks originating at the collision vertex, whereas the background ($B$) comprises all the remaining misidentified hadron tracks in the sample.

Figure 7 shows the output values of NNh for the HIJING monitoring sample (red line) and also shows the output of NNh applied on real data (black line). The truth information from the HIJING events in terms of signal and background is shown separately. It should be noted that in the HIJING monitoring sample, all electron tracks are considered. The signal comprises the genuine electrons excluding the HBD backplane conversions and the background is all remaining tracks.

### 5. Background electron rejection

After rejecting hadrons in the previous step, the dominant background in the electron sample comes from the conversions in the HBD backplane that were not rejected by the conservative process described in Sec. III C 2. Because these conversions do not leave a signal in the HBD they can be recognized and rejected if the tracks do not have a matching HBD response. The rejection capability is, however, limited by fluctuations remaining after the underlying event subtraction in the HBD. To provide the optimal rejection of the remaining backplane conversions, we use a neural network, NNc, which is based on the HBD information reconstructed by both the standalone and the projection-based algorithms. The signal tracks for the training of NNc comprise all signal electrons remaining after the previous step, while the background sample includes only the electrons originating from the HBD backplane.

Figure 8 shows the distribution of output values of NNc applied to the HIJING monitoring sample (red line) and to data (black line). The signal and background components of the HIJING simulation are shown separately.

### 6. Double-hit rejection in the HBD

After removing hadrons and backplane conversions as much as possible, the major sources of background are the beam-pipe and radiator conversions and electrons from $\pi^0$ Dalitz decays where only one track is reconstructed in the central arms. These electrons have a zero or very small opening angle and most of them lead to a double hit in the HBD. Double hits can be recognized using the HBD response reconstructed in parallel by both the standalone and the projection-based algorithms. The response is coupled in a neural network, NNd, separately optimized for different HBD cluster sizes as well as centrality classes. The NNd cut is an implicit small opening angle cut given by the maximum cluster size which is of the order of 75 mrad.

Figure 9 shows the distribution of the output variable of the neural network NNd for the separation of single and double hits in the HBD. The single response is provided by electrons.
from simulated $\phi \rightarrow e^+e^-$ decays and the double response by electrons from $\pi^0 \rightarrow \gamma e^+e^-$ Dalitz decays. The simulations are embedded into real HBD background events to take into account centrality-dependent occupancy effects.

7. Cut optimization

The final selection of cuts on each neural network output variable is optimized using HIJING events. The thresholds are varied separately to maximize the effective signal, $S/\sqrt{B}$. Because the statistics of the HIJING samples are far insufficient for a pair analysis, for the signal $S$ we use the number of single electrons from charm decay per event, which is an easily identified signal in HIJING, and for the background $B$ we use the total number of electrons per event. The cut optimization is done separately for each centrality class, for two $p_T$ ranges ($p_T \leq 300\text{ MeV}/c$ and $p_T > 300\text{ MeV}/c$), for each cluster size, and for each TOF configuration. The effective signal for each setup is maximized subject to the following conditions.

(i) The three types of TOF configuration (with PbSc timing information, with TOF-E timing information, and without any timing information), have similar efficiencies with differences of less than 15%.

(ii) Hadron contamination less than 5% for TOF-E and PbSc-TOF and less than 10% for the no-TOF case.

The arrows in Figs. 7–9 represent the average final cuts selected by the cut optimization procedure for these particular cases. The final cuts produce an electron sample with small hadron contamination, of less than 5%, for all centralities. Strong cuts on the HBD are needed to achieve this small hadron contamination, resulting in a single-electron efficiency of 25%–40% depending on centrality, at $p_T > 0.5\text{ GeV}/c$ (see Sec. III F).

D. Pair cuts

The track selection criteria described above provide an electron sample with high purity. However, besides these criteria which are applied on a track-by-track basis, this analysis implements a series of dielectron cuts, based on the pair properties. These cuts are needed to remove ghost pairs, i.e., pairs correlated by the close proximity of tracks in one of the detectors. Such correlations cannot be described by the mixed background, by definition; therefore, this part of the phase space must be removed from both the foreground and the mixed background. In the present analysis we remove the whole event, if such a pair is found, as was done in Ref. [23]. This procedure removes only $\sim 2\%$ more of the total pair yield than discarding the pairs, because the average pair multiplicity is relatively low.

The most prominent detector correlation comes from the ring-sharing effect in the RICH detector, discussed in Sec. III C 2, which arises when two tracks are parallel after the magnetic field, with at least one of them being an electron.

As mentioned above, the detector-correlated pairs are identified by applying a cut on the physical proximity of the tracks forming a pair in every detector and the cut value is determined by the corresponding double-hit resolution. In the RICH detector, the cut selects pairs whose rings are closer than 36 cm, which is twice the diameter of the RICH ring ($\sim 16.8\text{ cm}$). In the EMCal, the cut removes a region of $2.5 \times 2.5$ towers around the hit. In PC1 the pairs are selected for removal if their tracks are within 5 cm in $z$ or 0.02 rad in $\phi$.

The effect of these three pair cuts on the like-sign and unlike-sign mass spectra is shown in Fig. 10. The like-sign yield close to $m_{ee} \sim 0\text{ GeV}/c^2$ is affected by all cuts. However, in the unlike-sign foreground spectrum, the cuts affect well-localized regions producing two clearly visible dips. The dip at $m_{ee} \sim 0.25\text{ GeV}/c^2$ is created by the RICH pair cut and the
The unlike-sign foreground spectrum $FG_{+\!-}$ contains, in addition to the physical signal $(S)$, a large background comprising the following sources.

(i) **Uncorrelated combinatorial background (CB).** This arises from the random combinations of electrons and positrons originating from different parent particles and is an inherent consequence of pairing all electrons and all positrons in the same event. The combinatorial background accounts for most of the total background, more than 99% in the most central collisions, and more than 90% in peripheral collisions. The two electron tracks of combinatorial pairs are uncorrelated. However, they carry a global modulation induced by the collective flow of each individual collision. The evaluation of the combinatorial background together with the flow modulation is described in detail in the following section (see Sec. III E 2).

(ii) **Correlated background pairs.** There are three different sources of correlated background pairs.

(a) **Cross pairs (CPs).** A CP can be produced when there are two $e^+e^-$ pairs in the final state of a single meson decay. One such case is $\pi^0 \rightarrow e^+e^-\gamma \rightarrow e^+e^-\gamma$. The pair formed by an electron directly from $\pi^0$ and a positron from $\gamma$ conversion does not come from the same parent particle but it is a correlated pair through the same primary particle (see Sec. III E 3).

(b) **Jet pairs (JPs).** The JPs are produced by two electrons generated in the same jet or in back-to-back jets (see Sec. III E 4).

(c) **Electron-hadron pairs (EHs).** Whereas the previous two sources of correlated pairs are of physics origin, the EH pairs are an artifact that results from residual detector correlations that cannot be handled by the pair cuts (see Sec. III E 5).

One can then write

$$FG_{+\!-} = S + CB_{+\!-} + CP_{+\!+} + JP_{++} + EH_{+\!-} \quad (6)$$

All the background sources listed above form the yield of the like-sign foreground mass spectra $FG_{++}$ and $FG_{-\!-}$. There is no signal in these spectra with the exception of a very small contribution of $e^+e^+$ and $e^-e^-$ pairs from $bb$ decays (BB). So one can write

$$FG_{++} = CB_{++} + CP_{++} + JP_{++} + EH_{++} + BB_{++} \quad (7)$$

$$FG_{-\!-} = CB_{-\!-} + CP_{-\!-} + JP_{-\!-} + EH_{-\!-} + BB_{-\!-} \quad (8)$$

Usually the like-sign pairs are subtracted from the unlike-sign pairs to obtain the signal. This is a convenient approach in a detector with $2\pi$ azimuthal coverage, which ensures that the uncorrelated background is charge symmetric, under the assumption that the correlated background is also charge symmetric; i.e., it produces the same yield and mass distribution of like and unlike pairs. These conditions are not met in the present situation. The two-central-arm configuration of the PHENIX detector results in a substantial acceptance.

![Graph](attachment:014904-12.png)

**E. Background-pair subtraction**

Because the origin of the electron track candidates is not known, all electrons and positrons in the same event are paired to form the unlike-sign ($FG_{+\!-}$) and like-sign ($FG_{++}$ and $FG_{-\!-}$) foreground mass spectra. This gives rise to a large combinatorial background that increases quadratically with the event multiplicity. In addition to that, there are several background sources of correlated pairs. The evaluation and subtraction of the background is the crucial step in the analysis of dileptons in particular in situations, like the present one, where the $S/B$ is at the subpercent level. In this section, we describe in detail the various sources contributing to the background and the methodology used to evaluate each of them.
difference between like and unlike-sign pairs. Furthermore, the like-sign pairs contain a small signal component from $b \bar{b}$ decays that needs to be calculated separately. Finally, as shown below, the EH pairs are not charge symmetric. For these reasons, in this analysis we adopt a different approach in which each source is evaluated separately for a quantitative understanding of the like-sign yield. Once this is demonstrated, the background sources, CB, CP, JP, and EH are subtracted from the inclusive foreground unlike-sign spectrum to obtain the mass spectrum of the signal pairs. The following sections outline the evaluation of the various background sources.

The BB contribution which is part of the signal is needed only for the quantitative evaluation of the like-sign spectra. The contribution is calculated using MC@NLO (see Sec. IV for details), which generates both like-sign and unlike-sign contributions from BB. The small like-sign contribution from DD is neglected.

2. Combinatorial background

The CB is determined using the event mixing technique, in which tracks from different events but with similar characteristics are combined into pairs. In this analysis, all events are classified into 11 bins in the vertex and centrality bins, so that only events with similar characteristics are combined into pairs. In this analysis, all events are classified into 11 bins in the vertex and centrality bins, so that only events with similar characteristics are combined into pairs.

In principle, the event-mixing technique is expected to reproduce the shape of the CB with great statistical accuracy, because one can mix as many events as needed to reduce the statistical uncertainty to a negligible level. In fact, it does not reproduce the shape. There is a small difference between the foreground CB and the mixed-event background. The former is affected by the elliptic flow, which is intrinsic to heavy-ion collisions, whereas the latter is obtained by randomly picking up two tracks from different events and thus on the average does not have any flow effect.

To take into account the effect of flow in the mixed events, one could make reaction-plane bins, in addition to the vertex and centrality bins, so that only events with similar reaction plane are mixed. However, the method is limited by the reaction-plane resolution, and in PHENIX the latter is not sufficient to reproduce the shape of the foreground CB. Instead, in the present analysis, a weighting method, based on an analytical calculation of the flow modulation, is used to account for the flow effects in the mixed events.

If particles are generated according to the distribution function

$$1 + 2v_2 \cos 2(\phi - \psi),$$

where $\phi$ is the particle emission angle in azimuth, $\psi$ is the reaction plane angle, and $v_2$ is the elliptic flow coefficient, then random pairs formed from these particles are distributed as (see Appendix A for the derivation),

$$P(\phi_a - \phi_b) = 1 + 2v_{2,a}v_{2,b} \cos 2(\phi_a - \phi_b),$$

where $\phi_{a/b}$ is the azimuthal emission angle and $v_{2,a/b}$ the elliptic flow of the two particles forming the pair.

In the weighting method, each mixed-background pair is weighted by Eq. (10). The $v_2$ values of inclusive electrons are determined from the present data prior to the pair analysis as a function of centrality and electron $p_T$ using the reaction-plane method [43]. Exactly the same cuts as in the data analysis are used in the $v_2$ calculation. The obtained $v_2$ values are in very good agreement with the inclusive electron $v_2$ values reported in Ref. [44].

We use a Monte Carlo (MC) simulation to evaluate the method. The simulation generates electrons and positrons following a Poisson distribution with a mean value of 3.\footnote{There is not much meaning to the mean value of 3 of the Poisson distribution. It is a convenient choice to have one pair per event with a high probability.} The particles are uniformly distributed in pseudorapidity between $\pm 0.35$ and their momentum distribution is taken from data. The azimuthal emission angle $\phi$ is determined according to the distribution $1 + 2v_2 \cos 2(\phi - \psi)$, where $\psi$ is the reaction plane angle, which is uniformly distributed between $\pm \pi$. The $v_2$ values are taken from the 20%-40% centrality bin. The tracks that pass the PHENIX acceptance filter are used in the pair analysis.

Figure 11 shows the ratio of the foreground to mixed-background mass spectra. The squares correspond to the simple mixed-event technique without correcting for flow. We can see that in this approach the ratio is not flat; i.e., the foreground shape is not reproduced by the mixed-background shape. The circles correspond to the weighting method. The ratio is completely flat over the entire mass range, demonstrating that the weighting method properly accounts for the flow modulation.

![FIG. 11. Foreground to mixed-background ratio of (a) like-sign and (b) unlike-sign mass spectra ratio in a MC simulation. The foreground is generated with flow, whereas the mixed events are produced without flow, i.e., using a simple mixed-event technique (squares) and with flow modulation using the weighting method (circles).](image)

The difference between like and unlike-sign pairs. Furthermore, the like-sign pairs contain a small signal component from $b \bar{b}$ decays that needs to be calculated separately. Finally, as shown below, the EH pairs are not charge symmetric. For these reasons, in this analysis we adopt a different approach in which each source is evaluated separately for a quantitative understanding of the like-sign yield. Once this is demonstrated, the background sources, CB, CP, JP, and EH are subtracted from the inclusive foreground unlike-sign spectrum to obtain the mass spectrum of the signal pairs. The following sections outline the evaluation of the various background sources.

The CB is determined using the event mixing technique, in which tracks from different events but with similar characteristics are combined into pairs. In this analysis, all events are classified into 11 bins in the vertex and centrality bins, so that only events with similar characteristics are combined into pairs. In this analysis, all events are classified into 11 bins in the vertex and centrality bins, so that only events with similar characteristics are combined into pairs.

In principle, the event-mixing technique is expected to reproduce the shape of the CB with great statistical accuracy, because one can mix as many events as needed to reduce the statistical uncertainty to a negligible level. In fact, it does not reproduce the shape. There is a small difference between the foreground CB and the mixed-event background. The former is affected by the elliptic flow, which is intrinsic to heavy-ion collisions, whereas the latter is obtained by randomly picking up two tracks from different events and thus on the average does not have any flow effect.

To take into account the effect of flow in the mixed events, one could make reaction-plane bins, in addition to the vertex and centrality bins, so that only events with similar reaction plane are mixed. However, the method is limited by the reaction-plane resolution, and in PHENIX the latter is not sufficient to reproduce the shape of the foreground CB. Instead, in the present analysis, a weighting method, based on an analytical calculation of the flow modulation, is used to account for the flow effects in the mixed events.

If particles are generated according to the distribution function

$$1 + 2v_2 \cos 2(\phi - \psi),$$

where $\phi$ is the particle emission angle in azimuth, $\psi$ is the reaction plane angle, and $v_2$ is the elliptic flow coefficient, then random pairs formed from these particles are distributed as (see Appendix A for the derivation),

$$P(\phi_a - \phi_b) = 1 + 2v_{2,a}v_{2,b} \cos 2(\phi_a - \phi_b),$$

where $\phi_{a/b}$ is the azimuthal emission angle and $v_{2,a/b}$ the elliptic flow of the two particles forming the pair.

In the weighting method, each mixed-background pair is weighted by Eq. (10). The $v_2$ values of inclusive electrons are determined from the present data prior to the pair analysis as a function of centrality and electron $p_T$ using the reaction-plane method [43]. Exactly the same cuts as in the data analysis are used in the $v_2$ calculation. The obtained $v_2$ values are in very good agreement with the inclusive electron $v_2$ values reported in Ref. [44].

We use a Monte Carlo (MC) simulation to evaluate the method. The simulation generates electrons and positrons following a Poisson distribution with a mean value of 3.\footnote{There is not much meaning to the mean value of 3 of the Poisson distribution. It is a convenient choice to have one pair per event with a high probability.} The particles are uniformly distributed in pseudorapidity between $\pm 0.35$ and their momentum distribution is taken from data. The azimuthal emission angle $\phi$ is determined according to the distribution $1 + 2v_2 \cos 2(\phi - \psi)$, where $\psi$ is the reaction plane angle, which is uniformly distributed between $\pm \pi$. The $v_2$ values are taken from the 20%-40% centrality bin. The tracks that pass the PHENIX acceptance filter are used in the pair analysis.

Figure 11 shows the ratio of the foreground to mixed-background mass spectra. The squares correspond to the simple mixed-event technique without correcting for flow. We can see that in this approach the ratio is not flat; i.e., the foreground shape is not reproduced by the mixed-background shape. The circles correspond to the weighting method. The ratio is completely flat over the entire mass range, demonstrating that the weighting method properly accounts for the flow modulation.
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A similar MC study was performed to evaluate whether triangular flow $v_3$ also induces shape distortion of the mass spectrum. For the most central collisions, where $v_3$ is comparable to $v_2$ at high $p_T$ [45], the simulations show that the $v_3$ effect is at least one order of magnitude smaller than for $v_2$ and we thus ignore triangular flow in the determination of the CB shape.

### 3. Cross pairs

Cross pairs can be produced when a hadron decay produces two $e^+e^-$ pairs in the final state. The following hadron decays and subsequent photon conversions lead to CPs:

\[
\pi^0 \rightarrow e^+_1 e^-_1 \gamma \rightarrow e^+_1 e^-_1 e^+_2 e^-_2, \quad \text{(11)}
\]

\[
\pi^0 \rightarrow \gamma \gamma \rightarrow e^+_1 e^-_1 e^+_2 e^-_2, \quad \text{(12)}
\]

\[
\eta \rightarrow e^+_1 e^-_1 \gamma \rightarrow e^+_1 e^-_1 e^+_2 e^-_2, \quad \text{(13)}
\]

\[
\eta \rightarrow \gamma \gamma \rightarrow e^+_1 e^-_1 e^+_2 e^-_2. \quad \text{(14)}
\]

The cross combinations give rise to two unlike-sign pairs ($e^+_1 e^-_2$ and $e^+_2 e^-_1$) as well as two like-sign pairs ($e^+_1 e^-_1$ and $e^+_2 e^-_2$) that are not purely combinatorial, but correlated via the $\pi^0$ or $\eta$ mass and momentum. Therefore, this contribution is not reproduced by the event-mixing technique.

To calculate the CPs, we use EXODUS (see Sec. IV) to generate $\pi^0$ and $\eta$ with the following input parameters:

1. flat-vertex distribution within $|z| < 30$ cm (the final results are weighted to restore the measured vertex distribution);
2. flat pseudorapidity distribution within $|\eta| < 0.6$ and uniform in $\phi$ with $0 < \phi < 2\pi$;
3. momentum distributions based on PHENIX measurements (see Sec. IV).

The generated $\pi^0$ and $\eta$ are passed through a GEANT simulation of the PHENIX detector. By selecting reconstructed CPs, one can determine the shape of the CP invariant mass spectrum. The spectra are then absolutely normalized using the rapidity density values $dN_{\pi^0}/dy$ and $dN_{\eta}/dy$ as a function of centrality, summarized in Sec. IV. The absolutely normalized mass spectra of CPs for the 0%-10% centrality bin are shown in Fig. 12.

![Fig. 12](image-url)

**FIG. 12.** Absolutely normalized (a) like-sign and (b) unlike-sign spectra of cross pairs (CPs) from EXODUS and GEANT simulations for the 0%-10% centrality bin. The $\pi^0$ and $\eta$ contributions are shown separately.
matches the measured $\pi^0$ yield in $p + p$ collisions [47] and found to be 1/3.9.

The spectra need to be further scaled to obtain the jet contribution in Au + Au collisions for each centrality bin. This scaling is done following Ref. [48]: A JP originating from primary particles with momenta $p_{T,1}$ and $p_{T,2}$ is scaled by the average number of binary collisions $\langle N_{coll} \rangle$ for each centrality bin, times $R_{AA}(p_{T,1})$, times $I_{AA}(p_{T,2})$. The same jet or opposite jet $I_{AA}(p_{T,2})$ values are applied depending on the pair opening angle. The absolutely normalized JP spectra for the 0%–10% centrality bin are shown in Fig. 14.

5. Electron-hadron pairs

Even after applying the pair cuts described in Sec. III D, EH pairs correlated through detector effects remain in the foreground pairs. An example of such an EH pair can be illustrated with the sketch of Fig. 6 discussed in Sec. III C 2. In this example, if both the positron and the misidentified hadron are detected, the pair is identified as a RICH ghost pair. Therefore, only the RICH detector is considered as the source of such correlated pairs.

We simulate EH pairs using electrons from $\pi^0$ and $\eta$ simulations and hadrons from real events. The $\pi^0$ and $\eta$ simulations are the same ones that are used for the CP simulation. The hadrons from real events are all the reconstructed tracks that fail the eID cuts.

The simulation is performed in the following way. First, a combined event is formed using electrons from one Dalitz decay of $\pi^0$ or $\eta$ generated with EXODUS and hadrons from a real event. Second, the information from their associated fired PMTs is merged and new rings are reconstructed. Using the new RICH ring variables, the regular analysis procedure, including eID cuts and pair cuts, is performed on the combined event. Finally, the pairs formed by the combination of an electron track from simulation and a hadron track from data are extracted. The spectra are absolutely normalized using the $\pi^0$ $dN/dy$ values shown in Sec. IV. The absolutely normalized EH pair spectra for the 0%–10% centrality bin are shown in Fig. 15. Contrary to the CPs and the JPs, where the like- and unlike-sign spectra have a very similar shape, the EH pairs exhibit a sizable difference between the like- and unlike-sign spectra. The yield of EH pairs has a strong centrality dependence. It increases by a factor of $\sim$50 from peripheral to central collisions with respect to the $\pi^0$ rapidity density. This increase is mainly attributable to the expected scaling of the EH pairs with the square of the event multiplicity.

6. Background normalization

The CPs, JPs, EH pairs and BB pairs are absolutely normalized. The mixed-event technique provides only the shape of the CB. It needs to be normalized to be able to subtract the background and extract the signal. The only free parameters of the entire procedure are thus the normalization factors of the mixed-event background like-sign spectra $n_{ff}$ and $n_{f-}$. They are determined by normalizing the mixed-event background yield ($N_{MAC+f_{--}}$) to the foreground yield ($N_{FG+f_{--}}$), integrated over a selected region of phase space,

$\Delta \phi_0^{\text{prim}}$ (difference in the azimuthal angle of the primary particles, $\pi^0$ or $\eta$) distributions of foreground and normalized mixed-event background like-sign pairs as obtained from the PYTHIA simulations.

FIG. 13. $\Delta \phi_0^{\text{prim}}$ distributions of foreground and normalized mixed-event background like-sign pairs as obtained from the PYTHIA simulations.

FIG. 14. Absolutely normalized (a) like-sign and (b) unlike-sign spectra of jet pairs (JP) simulated by PYTHIA and GEANT for the 0%–10% centrality bin. The near-side and away-side contributions are shown separately.
after subtracting the correlated pairs integrated over the same region,

\[ n_{f+} = \frac{N_{FG+} - N_{CP+} - N_{JP+} - N_{EH+} - N_{BB+}}{N_{MIX+}} \]

\[ n_{f-} = \frac{N_{FG-} - N_{CP-} - N_{JP-} - N_{EH-} - N_{BB-}}{N_{MIX-}} \]

where \( N_{CP+/-} \), \( N_{JP+/-} \), \( N_{EH+/-} \), and \( N_{BB+/-} \) are the integral yields of each source in the normalization region. The normalization region is a window in the azimuthal angular distance of the two tracks \( \Delta \phi \). It needs to satisfy two competing conditions. On the one hand, a small normalization window containing only combinatorial pairs is preferred to avoid being affected by any residual yield (and systematic uncertainties) from the correlated background sources. On the other hand, a wide normalization window is required to reduce statistical uncertainty. The normalization windows used in this analysis for each centrality bin are shown in Table III together with the corresponding number of like-sign pairs \( N_{LS} \).

The CB in Eqs. (7) and (8) is thus given by the normalized mixed-event background:

\[ CB_{++} = n_{f+} \cdot MIX_{++}(m_{ee}) \]
\[ CB_{--} = n_{f-} \cdot MIX_{--}(m_{ee}) \]

As long as electrons and positrons are produced in pairs and these pairs are uncorrelated, the total unlike-sign CB yield is the geometric mean of the total like-sign combinatorial yield, independent of single-electron efficiency and acceptance [23]:

\[ CB_{+-} = 2\sqrt{CB_{++} \cdot CB_{--}} \]  \hspace{1cm} (17)

A similar relation holds true for the integral yields of the mixed-event background:

\[ MIX_{+-} = 2\sqrt{MIX_{++} \cdot MIX_{--}} \] \hspace{1cm} (18)

The normalization factor \( n_{f+} \) of the unlike-sign mixed event background is thus deduced from the normalization factors of the like-sign mixed background, \( n_{f+} \) and \( n_{f-} \) as

\[ n_{f+} = \sqrt{n_{f+} \cdot n_{f-}} \] \hspace{1cm} (19)

In the present analysis, the square-root relation, Eq. (17), is violated by two independent factors. First, the relation does not hold true when pair cuts are applied to the spectra because pair cuts affect differently the unlike-sign and like-sign spectra. Second, elliptic flow induces an inherent distortion of the square-root relation. Flow does not create or destroy particles. It only affects their azimuthal distribution and therefore in a perfect \( 2\pi \) detector there is no effect and Eq. (17) is obeyed. However, in the case of the PHENIX detector, which is not a \( 2\pi \) detector, the relation is violated as demonstrated in Appendix B. Relation (19) can still be used provided that the violation is the same in the data and the mixed events. In the present analysis, we make sure that this is the case. We start from a situation in which the mixed events satisfy Eq. (18). We then apply to the mixed events the pair cuts, exactly as to the foreground events, and the flow modulation using a weighting factor procedure that is based on an exact analytical calculation. Thus, we make sure that Eq. (19) is still valid.

### 7. Quantitative understanding of the background

To illustrate our understanding of the background in quantitative terms, Fig. 16 shows a comparison of the MB mass spectra for the foreground and the calculated background like-sign pairs.

The top panel shows the foreground like-sign mass spectrum (open circles) together with the various background
components discussed above (the normalized CB, and the absolutely calculated CPs, JPs, and EH pairs) and the BB pairs calculated as described in Sec. IV. The bottom panel shows the ratio of the foreground like-sign spectrum to the sum of all the background components. Similar comparisons for the five centrality bins used in this analysis are shown in Fig. 17.

In general, the background is well reproduced in both shape and magnitude. In particular, for the most central bins, the background is reproduced with subpercent accuracy. There are, however, a couple of regions where the ratio foreground/background is different from one. There is a deviation of the order of a few percent at masses $m_{ee} < 100$ MeV/$c^2$. This is clearly visible in the three most central bins. A number of factors could be responsible for this deviation, such as scale errors in the CPs or the JPs. However, in this mass region the signal-to-background ratio is relatively good as shown in Fig. 18 and a deviation of the order of a few percent in the background is negligible. There also seems to be a deviation at $m_{ee} > 1$ GeV/$c^2$ for the 10%–20% and 20%–40% centrality bins. This deviation could indicate underestimations of the flow or the back-to-back jet contributions, owing to the precision in these measurements, or the existence of an additional correlation that is not taken into account in any of the calculated background components. To be conservative, this deviation is considered as evidence of unsubtracted background and its magnitude is assigned as a mass-dependent systematic uncertainty of the signal.

In Fig. 18 shows the MB mass spectra of the foreground unlike-sign events ($FG_{+-}$), the calculated total background ($BG_{+-}$) and the raw signal S. (b) The signal-to-background ratio.

F. Raw spectra and efficiency corrections

Figure 19 shows the raw mass spectra, obtained after subtracting the pair background, for the five centrality bins of this analysis.

To obtain the invariant mass spectrum inside the ideal PHENIX acceptance, the $e^+e^-$ raw mass yield is corrected
for reconstruction efficiency effects according to

$$\frac{dN}{dm_{ee}} = \frac{1}{N_{\text{evt}}} \frac{N(m_{ee})}{\Delta m_{ee}} \epsilon_{\text{total}}^{-1}$$

(20)

where $N_{\text{evt}}$ is the number of events, $N(m_{ee})$ is the number of $e^+e^-$ pairs with invariant mass $m_{ee}$, and $\Delta m_{ee}$ is the mass bin width. $\epsilon_{\text{total}}$ is the total pair reconstruction efficiency that includes the eID efficiency of the neural networks, losses incurred by dead or inactive areas in the detector, pair cut losses, and detector occupancy effects. The total pair reconstruction efficiency $\epsilon_{\text{total}}$ can thus be written as

$$\epsilon_{\text{total}} = \epsilon_{\text{ID}} \cdot \epsilon_{\text{live}} \cdot \epsilon_{\text{ghost}} \cdot \epsilon_{\text{mult}}$$

(21)

where $\epsilon_{\text{ID}}$ is the $e^+e^-$ pair reconstruction efficiency including the efficiency of all the electron identification cuts and the HBD double-hit rejection cut, $\epsilon_{\text{live}}$ is the pair efficiency from the detector active area with respect to the ideal PHENIX detector acceptance, $\epsilon_{\text{ghost}}$ reflects the efficiency loss owing to the pair cuts that remove ghost pairs in the various detectors (see Sec. III D), and $\epsilon_{\text{mult}}$ is the multiplicity-dependent efficiency loss discussed below in this section.

The single-electron reconstruction efficiency, defined as $\epsilon_{\text{total}} = \sqrt{\epsilon_{\text{ID}} \cdot \epsilon_{\text{live}} \cdot \epsilon_{\text{ghost}}}$, is shown in Fig. 20 vs $p_T$ for the five centrality bins. This efficiency is not actually used in the analysis. It is shown here for illustration purposes. The change of efficiency below 0.3 GeV/$c$ arises from the cut optimization in two $p_T$ ranges (see Sec. III C 7).

The product $\epsilon_{\text{ID}} \cdot \epsilon_{\text{live}} \cdot \epsilon_{\text{ghost}}$ is determined as follows. A cocktail of all the known hadronic sources contributing to the $e^+e^-$ pair spectrum is generated within $|\eta| < 0.6$ and $2\pi$ in azimuthal angle. Details about the various sources of the cocktail are given in Sec. IV. The cocktail is passed through a full GEANT simulation of the PHENIX detector [49] and analyzed in the same way as the data, including eID cuts, fiducial cuts, and pair cuts. The resulting output is referred to as the reconstructed cocktail. The ratio of this reconstructed cocktail to the generated cocktail filtered through the ideal PHENIX acceptance (but without momentum smearing), gives the product $\epsilon_{\text{ID}} \cdot \epsilon_{\text{live}} \cdot \epsilon_{\text{ghost}}$. This correction is derived in the two-dimensional space of mass pair $p_T$.

Special care is taken to tune the simulations to the data to ensure that the detector response in the simulations is the same as in real data for all the subsystems involved in the analysis. As an example, Fig. 21 shows a comparison of a few electron identification variables in data and simulations. For this comparison we use a clean sample of electrons provided by fully reconstructed $\pi^0$ Dalitz decays with an opening angle larger than 100 mrad from the 60%–92% centrality bin, where the occupancy effects are very small and can be ignored. The eID variables of the two tracks from these pairs are compared to those of $\pi^0 \rightarrow e^+e^-\gamma$ simulations.
TABLE IV. Efficiency loss owing to detector occupancy in the central arms $\epsilon_{\text{pair}}^{\text{embed}}$ and the tagging of RICH PMTs discussed in Sec. III C 2 for the five centrality bins used in this analysis.

<table>
<thead>
<tr>
<th>Centrality</th>
<th>0%–10%</th>
<th>10%–20%</th>
<th>20%–40%</th>
<th>40%–60%</th>
<th>60%–92%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon_{\text{pair}}^{\text{embed}}$</td>
<td>0.53</td>
<td>0.65</td>
<td>0.76</td>
<td>0.86</td>
<td>0.95</td>
</tr>
<tr>
<td>$\epsilon_{\text{pair}}^{\text{TPMT}}$</td>
<td>0.88</td>
<td>0.92</td>
<td>0.94</td>
<td>0.98</td>
<td>1.00</td>
</tr>
</tbody>
</table>

The HBD occupancy effects are taken into account by embedding the HBD hits from the cocktail simulation into real HBD events, and thus are included in the product $\epsilon_{\text{pair}}^{\text{eID}} \cdot \epsilon_{\text{pair}}^{\text{live}} \cdot \epsilon_{\text{pair}}^{\text{ghost}}$. There are two other occupancy effects in the central arms that need to be taken into account and are included in Eq. (21) by the additional multiplicative factor $\epsilon_{\text{pair}}^{\text{mult}}$. The first one is the decrease of track reconstruction efficiency as the detector occupancy increases with centrality. This loss is referred to as $\epsilon_{\text{pair}}^{\text{embed}}$ and is determined by an embedding procedure. Electrons from $\phi$ decays that are reconstructed in single-particle simulations are embedded into real Au + Au events. Then the embedded events are run through the full reconstruction software chain and analyzed in exactly the same way as the data. The embedding efficiency for single tracks $\epsilon_{\text{single}}^{\text{embed}}$ is determined as the ratio of the number of reconstructed electron tracks from embedded data to the number of embedded tracks. The pair embedding efficiency is calculated as the square of the single-track embedding efficiency, $\epsilon_{\text{pair}}^{\text{embed}} = (\epsilon_{\text{single}}^{\text{embed}})^2$.

The second occupancy effect comes from the initial rejection of background electrons, discussed in Sec. III C 2, where PMTs fired by background electron tracks are removed. If such an electron is close to a signal electron in the RICH, the associated PMTs of the signal electron are also removed. The probability for this to happen is relatively small and increases with multiplicity. This loss is referred to as $\epsilon_{\text{pair}}^{\text{TPMT}}$ and it is estimated by monitoring the yield of $e^+e^−$ pairs below 20 MeV/c$^2$ before and after erasing the PMTs for each centrality bin. This mass region is dominated by Dalitz decays and $\gamma$ conversions and provides a clean electron pair sample with a signal-to-background ratio of ~200 even for the most central events. Using these efficiency losses, $\epsilon_{\text{pair}}^{\text{mult}}$ can be expressed as

$$\epsilon_{\text{pair}}^{\text{mult}} = \epsilon_{\text{pair}}^{\text{embed}} \cdot \epsilon_{\text{pair}}^{\text{TPMT}}.$$ (22)

Table IV summarizes the values of $\epsilon_{\text{pair}}^{\text{embed}}$ and $\epsilon_{\text{pair}}^{\text{TPMT}}$ for the five centrality bins.

Figure 22 shows the total pair reconstruction efficiency $\epsilon_{\text{pair}}^{\text{total}}$ for pair $p_T$ within 0.8–1.0 GeV/c for each centrality bin.

G. Systematic uncertainties

The main systematic uncertainties on the corrected data arise from uncertainties on the electron identification, the acceptance, and the background subtraction. They are discussed in detail below and summarized in Table V. These uncertainties move all data points in the same direction but not by the same factor.

1. Systematic uncertainty on electron identification and occupancy effects

As described in Sec. III C, electron identification is achieved using three neural networks. Different threshold cuts for the neural networks result in different electron identification efficiency and occupancy effects. The thresholds in the neural networks are varied by ±20% around the selected values and the variations of the electron pair yield in the mass region $m_{ee} < 150$ MeV/c$^2$, after applying the efficiency correction, are used to assess the systematic uncertainty of electron identification and occupancy effects.

By changing the thresholds by ±20% the raw electron pair yield changes by about ±50%. However, once the

<table>
<thead>
<tr>
<th>Component</th>
<th>Mass range</th>
<th>Systematic uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>eID + occupancy effects</td>
<td>0–5 GeV/c$^2$</td>
<td>±4%</td>
</tr>
<tr>
<td>Acceptance (time)</td>
<td></td>
<td>±8%</td>
</tr>
<tr>
<td>Acceptance (MC)</td>
<td></td>
<td>±4%</td>
</tr>
<tr>
<td>Combinatorial background</td>
<td>0–5 GeV/c$^2$</td>
<td>±25% ($m_{ee} = 0.6$ GeV/c$^2$)</td>
</tr>
<tr>
<td>Residual yield</td>
<td>0–0.08 GeV/c$^2$</td>
<td>−5% ($m_{ee} = 0.08$ GeV/c$^2$)</td>
</tr>
<tr>
<td>Residual yield</td>
<td>1–5 GeV/c$^2$</td>
<td>−15% ($m_{ee} = 1$ GeV/c$^2$)</td>
</tr>
</tbody>
</table>
corresponding efficiency corrections are applied, the variations are below 4\% for all the centrality bins. Based on these results, we assign a ±4\% systematic uncertainty on the electron identification.

2. Systematic uncertainty on the acceptance

We consider two sources of systematic uncertainties on the acceptance: variations of the pair acceptance vs time and variations of the pair acceptance between data and MC simulations.

The pair acceptance systematic uncertainty vs time is studied by considering the variations of the number of electron pairs per event for each run group. The weighted average of the rms of the number of electrons per event in the five run groups is found to be 8\% and it is taken as the systematic uncertainty of the acceptance variation over time.

The systematic uncertainty on the data vs MC pair acceptance is studied by comparing the reconstructed π⁰ yield in data and simulations. In data we select reconstructed pairs with \(m_{ee} < 100 \text{ MeV}/c^2\), after subtracting the combinatorial and correlated components of the background, using data from one of the run groups. In the MC simulations we use reconstructed pairs in the same mass range from π⁰ Dalitz decays applying the fiducial cuts for the corresponding run group. The entire detector is divided into four sectors. Data and MC simulations are normalized in one sector. The variations of the yield ratios between data and MC simulations in the other sectors ranges between 1\% and 8\%. The weighted average of these variations is found to be 4\% and it is taken as the systematic uncertainty of the acceptance agreement between data and MC simulations.

3. Systematic uncertainty on the background subtraction

We consider two sources of systematic uncertainties on the background subtraction.

(i) Uncertainty on the CB subtraction. It is primarily attributable to the uncertainty in the normalization factor, and the latter is determined by the statistics in the normalization window, namely by \(1/\sqrt{N_{LS}}\) (see Sec. III E 6). This translates into a relative uncertainty of the signal \(\delta S/S = 1/\sqrt{N_{LS}} \times B/S\). The ratio \(B/S\) depends on both mass and centrality. In Table V we quote the uncertainty at \(m_{ee} = 0.6 \text{ GeV}/c^2\), which represents the worst case in mass, for MB events. The centrality dependence results in variations of the order of 15\% from the MB values.

(ii) In the ideal case, the like-sign residual yield, i.e., the like-sign yield after subtracting all the background sources, should be zero. In practice it is not. As shown in Figs. 16 and 17, there is a small residual yield. In this analysis, we assume that any residual yield is entirely attributable to unsubtracted background, and we take it as an additional source of systematic uncertainty, after transforming it into unlike-sign residual yield via the acceptance correction factor \(\alpha\). This uncertainty takes into account any possible discrepancy in shape or magnitude of the various subtracted sources of background. The factor \(\alpha\) accounts for the different acceptance of the PHENIX detector for like- and unlike-sign pairs. It is calculated as a function of pair mass and pair \(p_T\) using the mixed-event background as

\[
\alpha(m, p_T) = \frac{\text{MIX}_{\pi^+\pi^0}(m, p_T)}{\text{MIX}_{\pi^+\pi^0}(m, p_T) + \text{MIX}_{\pi^0\pi^-}(m, p_T)}.
\]

Figures 23(a)–23(e) show \(\alpha\) times the like-sign residual yield divided by the sum of all unlike-sign background sources as a function of mass for the five centrality bins, which represent the relative residual background yield in the unlike-sign mass spectrum. The mass regions \(m_{ee} < 0.08 \text{ GeV}/c^2\), \(0.2 \text{ GeV}/c^2 < m_{ee} < 1.0 \text{ GeV}/c^2\) and \(m_{ee} > 1 \text{ GeV}/c^2\) are fitted to a constant to quantify the magnitude of the residual unlike-sign yield. The fit results are also shown. Figures 23(f)–23(j) show magnified views in the vertical axis for the 0.2–1 GeV/c² mass range.

\[
\begin{align*}
\alpha(m, p_T) & = \frac{\text{MIX}_{\pi^+\pi^0}(m, p_T)}{\text{MIX}_{\pi^+\pi^0}(m, p_T) + \text{MIX}_{\pi^0\pi^-}(m, p_T)}. \\
\end{align*}
\]

H. Cross checks

A second independent analysis was performed as a cross-check. The key features of the second analysis are discussed here. A more detailed description is given in Appendix C.
The second analysis is similar to the analysis described in Ref. [23], but it makes use of the HBD and includes all the important improvements developed in this work. In particular, it makes use of the TOF information for better hadron rejection, implements the shape distortion of the mixed-event background owing to elliptic flow (Sec. III E 2), subtracts the correlated EH background (Sec. III E 5), and explicitly considers the away-side JP component in the background subtraction (Sec. III E 4).

Important elements of the independent analysis are different from those of the main analysis. The most significant differences are as follows. (i) The HBD underlying event subtraction is done using the average charge in the vicinity of a track as opposed to the average charge in a module as used in the main analysis. (ii) Electron identification is achieved by a sequence of independent one-dimensional cuts on each of the electron identification variables instead of the neural network approach. (iii) The normalization of each background source is determined from a fit to the like-sign spectra, in contrast to the main analysis where all the correlated background sources are absolutely normalized and only the CB is normalized to the like-sign spectra.

The second analysis results in a factor of two smaller signal-to-background ratio and a 10% reduction in purity of the electron sample in central collisions. However, once corrected for efficiency, the results of the second analysis are consistent with those obtained with the main analysis. (ii) Electron identification is achieved by a sequence of independent one-dimensional cuts on each of the electron identification variables instead of the neural network approach. (iii) The normalization of each background source is determined from a fit to the like-sign spectra, in contrast to the main analysis where all the correlated background sources are absolutely normalized and only the CB is normalized to the like-sign spectra.

### IV. COCKTAIL OF HADRONGIC SOURCES

In this section we describe the procedures used to calculate the expected dielectron yield from hadronic decays, commonly referred to as the hadronic cocktail, which are compared to the experimental results in Sec. V. The known $e^+e^-$ sources are calculated using the EXODUS, PYTHIA, and MC@NLO event generators. EXODUS is a phenomenological generator that simulates phase-space distributions of the relevant electron sources and their decays [50]. It generates the photonic sources, i.e., Dalitz decays of light neutral mesons—$\pi^0$, $\eta$, $\eta'$ → $e^+e^-$, and $\omega$ → $e^+e^-$—and the nonphotonic sources, i.e., dielectron decays of mesons: $\rho$, $\omega$, $J/\psi$ → $e^+e^-$. PYTHIA [46] and MC@NLO [51,52] are used to generate the correlated pairs from semileptonic decays of heavy-flavor (charm and bottom) mesons. The hadrons are assumed to have uniform pseudorapidity density within $|\eta| < 0.35$ and uniform azimuthal distribution in $2\pi$. Once generated, the sources are filtered through the ideal acceptance of the PHENIX detector and smeared with the detector resolution for comparison to the measured invariant mass spectrum.

#### A. Neutral pions

The dominant electron source as well as the fundamental input for EXODUS is $\pi^0$. The shape of the $\pi^0$ $p_T$ distribution is parameterized as

$$ E \frac{d^3\sigma}{d^3p} \propto \frac{1}{(e^{-ap_T-bp_T^2} + p_T/p_0)^n}. $$

### TABLE VI. Fit parameters derived from the $\pi^0$ and charged-pion $p_T$ distributions [53–55] for different centralities using Eq. (24).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>0%–10%</th>
<th>10%–20%</th>
<th>20%–40%</th>
<th>40%–60%</th>
<th>60%–92%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a \left[(GeV/c)^{-1}\right]$</td>
<td>0.57</td>
<td>0.53</td>
<td>0.43</td>
<td>0.36</td>
<td>0.33</td>
</tr>
<tr>
<td>$b \left[(GeV/c)^{-2}\right]$</td>
<td>0.19</td>
<td>0.16</td>
<td>0.11</td>
<td>0.13</td>
<td>0.088</td>
</tr>
<tr>
<td>$p_0 \left[GeV/c\right]$</td>
<td>0.74</td>
<td>0.75</td>
<td>0.79</td>
<td>0.76</td>
<td>0.74</td>
</tr>
<tr>
<td>$n$</td>
<td>8.4</td>
<td>8.3</td>
<td>8.5</td>
<td>8.4</td>
<td>8.4</td>
</tr>
</tbody>
</table>

The parameters, $a$, $b$, $p_0$, and $n$, are obtained by a simultaneous fit of the PHENIX published results for $\pi^0$ [53,54] and charged pions [55]. The resulting fit parameters are shown in Table VI for the five centrality bins of this analysis. The absolute magnitude of the $\pi^0$ rapidity density, $dN_{\pi^0}/dy$, is obtained by fitting the cocktail to the data (see Sec. IV D).

#### B. Other mesons

The $p_T$ distributions of other light mesons are based on the parametrization of the pion spectrum assuming $m_T$ scaling [23]; i.e., Eq. (24) is used with $p_T$ replaced by $\sqrt{p_T^2 + m_{\text{meson}}^2 - m_{\pi^0}^2}$. This assumption reproduces well the measured light meson $p_T$ distributions in Au + Au collisions as demonstrated in Ref. [23]. The absolute normalization for each meson is provided by the ratio of the meson to $\pi^0$ invariant yield at high $p_T$ ($p_T \geq 5$ GeV/c). We use the values from Ref. [44], summarized in Table VII.

The values were obtained from $p + p$ collisions and are taken to be valid for Au + Au collisions because at high $p_T$ the suppression of all mesons is found to be very similar to the $\pi^0$ suppression and consequently the meson/$N_{\text{coll}}$ ratios in Au + Au collisions remain unchanged with respect to the ratios in $p + p$ collisions [56–58].

For the $p_T$ distribution of the $J/\psi$ we use the neutral pion $p_T$ spectrum measured in $p + p$ collisions [47], assuming $m_T$ scaling. Detector effects on the $J/\psi$ line shape are taken into account by passing the decay $e^+e^-$ through a GEANT simulation of the PHENIX detector. The resulting $p_T$ integrated invariant $e^+e^-$ mass distribution is then normalized to the measured cross section in $p + p$ collisions [23] and scaled to Au + Au collisions by the corresponding $\langle N_{\text{coll}} \rangle$ and the measured $R_{AA}$ for each centrality bin [59].

#### C. Open heavy flavor

The correlated $e^+e^-$ yield from open heavy-flavor decays is simulated using two different $p + p$ event generators, PYTHIA and MC@NLO, and measured $c\bar{c}$ and $b\bar{b}$ production cross sections.

### TABLE VII. Meson to $\pi^0$ ratio at high $p_T$ ($p_T \geq 5$ GeV/c) obtained from PHENIX data in $p + p$ collisions [44].

<table>
<thead>
<tr>
<th>$\eta/\pi^0$</th>
<th>$\rho/\pi^0$</th>
<th>$\omega/\pi^0$</th>
<th>$\eta'/\pi^0$</th>
<th>$\phi/\pi^0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.48</td>
<td>1.0</td>
<td>0.90</td>
<td>0.25</td>
<td>0.40</td>
</tr>
</tbody>
</table>

The parameters, $a$, $b$, $p_0$, and $n$, are obtained by a simultaneous fit of the PHENIX published results for $\pi^0$ [53,54] and charged pions [55]. The resulting fit parameters are shown in Table VI for the five centrality bins of this analysis. The absolute magnitude of the $\pi^0$ rapidity density, $dN_{\pi^0}/dy$, is obtained by fitting the cocktail to the data (see Sec. IV D).
PYTHIA simulations are used to calculate gluon fusion, the dominant process for heavy-quark production, in leading-order perturbative QCD. Specifically, we use PYTHIA-6 [60] and CTEQ5L as input parton distribution functions. The MC@NLO package (version 4.03) [51,52] is a next-to-leading-order simulation that generates hard scattering events. These events are subsequently fed to HERWIG (version 6.520) [61] for fragmentation in vacuum.

We use the $c \bar{c}$- and $b \bar{b}$-production cross sections measured by PHENIX [62], by fitting the event generator (PYTHIA or MC@NLO) output to the measured dielectron mass spectrum in $d + Au$ collisions for $m_{ee} > 1.15 \text{ GeV}/c^2$. These cross sections were scaled by the average number of $d + Au$ binary collisions ($\langle N_{\text{coll}} \rangle$) to give the $p + p$ equivalent cross section. For $b \bar{b}$, both generators gave within uncertainties the same result for the cross section extrapolated to zero invariant mass [62]:

$$
\frac{d\sigma_{pp}^{b\bar{b}}}{dy}(y=0) = 1.36 \pm 0.32(\text{stat}) \pm 0.44(\text{syst}) \mu b. \quad (25)
$$

The $c \bar{c}$ cross section strongly depends on the event generator. The MC@NLO yields the cross section [62],

$$
\frac{d\sigma_{pp}^{c\bar{c}}}{dy}(y=0) = 287 \pm 29(\text{stat}) \pm 100(\text{syst}) \mu b, \quad (26)
$$

whereas PYTHIA gives

$$
\frac{d\sigma_{pp}^{c\bar{c}}}{dy}(y=0) = 106 \pm 9(\text{stat}) \pm 33(\text{syst}) \mu b. \quad (27)
$$

This cross section, derived from $e^+e^-$ data in $d + Au$ collisions, is consistent within uncertainties with the cross section derived from measurements of single electrons from semileptonic decays of heavy-flavor mesons in $p + p$ collisions, extrapolated to $p_T = 0 \text{ GeV}/c$ using PYTHIA simulations [44]. MC@NLO was not used to derive the heavy-flavor cross section from measurements of single electrons.

The two results, Eqs. (26) and (27), although consistent within $\sim 1.2 \sigma$, yield central values which differ by a factor of $\sim 2.5$. This difference comes mainly from the extrapolation of the dilepton yield from $m_{ee} > 1.15 \text{ GeV}/c^2$ to $m_{ee} = 0 \text{ GeV}/c^2$, as illustrated in Fig. 24. Figure 24 also shows an absolute comparison of the PYTHIA and MC@NLO dielectron invariant yields from correlated heavy-flavor meson decays in MB Au + Au collisions, obtained by $N_{\text{coll}}$ scaling of the $p + p$ cross sections quoted in Eqs. (26) and (27). At high masses, $m_{ee} > 1.15 \text{ GeV}/c^2$, both generators give by construction the same yield, with a very small difference in shape. However, at low masses there is a large discrepancy in the absolute yield.

The $d + Au$ (as well as the $p + p$) inclusive dilepton yield is not very sensitive to this variation of the cross section because the large effect at low masses is diluted by the contributions from light meson decays. The situation is quite different in $Au + Au$ collisions. The yield from light meson decays scales approximately with $N_{\text{part}}$, whereas the contribution from heavy flavor scales with $N_{\text{coll}}$, making the latter dominant at low-mass in central collisions. The choice of the generator used to simulate the $c \bar{c}$ contribution will therefore affect the total cocktail yield at low masses and will influence the interpretation of the $Au + Au$ data in terms of an excess with respect to the cocktail. The results are presented in the next section using PYTHIA for an easier comparison with previously published results but both generators, PYTHIA and MC@NLO, are considered in the discussion.

D. Cocktail normalization

In the present analysis we use the precisely measured $e^+e^-$ data at low masses to derive the normalization of the cocktail of hadronic sources. In the restricted phase space defined by $m_{ee} < 0.1 \text{ GeV}/c^2$ and $p_T/m_{ee} > 5$ the inclusive $e^+e^-$ yield is dominated by $\pi^0$ Dalitz decays with a small contribution of direct virtual photons and an even smaller contribution of $\eta$ Dalitz decays. To a very good approximation the mass spectrum of these three sources has a $1/m_{ee}$ dependence and their relative magnitude is well known. The ratio of direct photons to $\pi^0$ is known from PHENIX measurements [63,64] and the ratio of $\eta$ to $\pi^0$ can be easily obtained from the PHENIX measurement at high $p_T$ [58] and the $m_T$ scaling as described in Sec. IV B. By fitting the cocktail $+$ direct virtual photons to the data in the restricted phase space defined above, one obtains the rapidity density $dN_{ee}/dy$ that determines the normalization of the cocktail. The values are found to be consistent with measurements of neutral and charged pions [53–55] within the systematic uncertainties of cocktail and data.

Alternatively, the cocktail can be absolutely normalized using the $\pi^0$ rapidity density $dN_{\pi^0}/dy$ derived from these measurements as done in Ref. [23]. The cocktails obtained

---

2We use PYTHIA-6 [60] with the following parameters: MSEL[$c\bar{c}$] = 4 or MSEL[$b\bar{b}$] = 5, MSTP(91) = 1, PARP(91) = 1.5, MSTP(33) = 1, PARP(31) = 1.0, MSTP(32) = 4, PMAS(4) = 1.25, PMAS(5) = 4.1.
with these two procedures are compared in Fig. 25. The results differ at masses $m_{ee} < 0.1 \text{ GeV}/c^2$ (black line) or with absolute normalization to the $\pi^0$ rapidity density derived from measurements of neutral and charged pions [53–55] (dashed line).

FIG. 25. Cocktail of hadronic sources for the 2010 run with normalization provided by fitting to the present $e^+e^-$ invariant yield at masses $m_{ee} < 0.1 \text{ GeV}/c^2$ (black line) or with absolute normalization to the $\pi^0$ rapidity density derived from measurements of neutral and charged pions [53–55] (dashed line).

A summary of the cocktail systematic uncertainties is presented graphically in Fig. 26, which shows the systematic uncertainty of each cocktail component together with the total cocktail systematic uncertainty, determined as their quadratic sum.

F. The Au + Au cocktail

The cocktail, calculated as described above, using the PYTHIA generator for the open heavy-flavor contributions, is presented in Fig. 27 for MB Au + Au collisions together with the individual components of the cocktail. For comparison, Fig. 27 also shows the total cocktail using MC@NLO for the open heavy-flavor contributions. The differences discussed above in Sec. IV C are clearly reflected in this comparison.

E. Systematic uncertainties on the cocktail

The systematic uncertainties of the cocktail ingredients are estimated and propagated to determine the total cocktail systematic uncertainty. The following uncertainties are considered.

(i) Light meson to $\pi^0$ ratio. We adopt the same systematic uncertainties used in Ref. [23], namely $\pm 30\%$ for $\eta$, $\omega$, and $\phi$, $\pm 33\%$ for $\rho$, and $\pm 100\%$ for $\eta'$.

(ii) Direct photon. The systematic uncertainties in the direct photon $dN/dy$ are taken from Ref. [64]. They range from $\pm 24\%$ to $\pm 70\%$ from central to peripheral collisions, respectively.

(iii) Open heavy flavor ($c\bar{c}$, $b\bar{b}$). We use the systematic uncertainties of the open heavy-flavor cross sections given in Eqs. (26) or (27) for $c\bar{c}$ and (25) for $b\bar{b}$, taken from Ref. [62]. The $\langle N_{\text{coll}} \rangle$ systematic uncertainties shown in Table II are added in quadrature when the $p + p$ cross sections are scaled to Au + Au collisions.

(iv) $J/\psi$. The systematic uncertainty of the $J/\psi$ cross section in $p + p$ collisions is estimated to be $\pm 14\%$ [65]. The systematic uncertainties in $\langle N_{\text{coll}}\rangle$ and $J/\psi R_{AA}$ are added in quadrature. The $R_{AA}$ uncertainties are taken from Ref. [59], ranging from $\pm 22\%$ to $\pm 35\%$ depending on centrality.

FIG. 26. Systematic uncertainties assigned to each cocktail component and the total cocktail systematic uncertainty for MB events.

FIG. 27. Cocktail of hadronic sources for the 2010 run (black solid line) using the PYTHIA generator for the open heavy-flavor contributions. The individual components of the cocktail are also shown. For comparison, the total cocktail using MC@NLO is shown (black dashed line).
V. RESULTS and DISCUSSION

A. Invariant mass spectra

Figure 28 shows the invariant mass spectrum of $e^+e^-$ pairs within the PHENIX acceptance (as defined in Sec. II E 1) for MB Au + Au collisions. The spectra are subjected to a $p_T$ cut of 0.2 GeV/c on the single-electron tracks and to a 100-mrad cut on the pair opening angle. Statistical and systematic uncertainties on the data points are shown separately by vertical bars and boxes, respectively. Figure 28 also compares the measured spectrum to the cocktail of expected $e^+e^-$ sources, where PYTHIA is used to calculate the correlated pairs from heavy-flavor decays. The individual contributions to the cocktail are shown in the figure. See Sec. IV for details about the cocktail calculation. The total systematic uncertainty of the cocktail is shown by the yellow band. The bottom panel shows the ratio of data to cocktail.

Figure 29 shows the invariant mass spectra of $e^+e^-$ pairs for the five centrality bins analyzed in this work, compared to the cocktail. Figure 30 shows the pair $p_T$ distribution for these three mass intervals in MB collisions. In the following sections we discuss the results in these three mass intervals.

B. $\pi^0$ Dalitz region

The mass region $m_{ee} < 0.10$ GeV/c$^2$ is dominated by the $\pi^0$ Dalitz decay with a small contribution of direct virtual photons of $\sim 20\%$ and an even smaller contribution of the $\eta$ Dalitz decay of $\sim 10\%$. We discuss here only the shape of the $p_T$ distribution because the integrated dielectron yield in this mass interval was used to normalize the cocktail for the five centrality bins as described in Sec. IV. Figure 30 compares the measured dielectron $p_T$ distribution for MB collisions in this mass interval to the $p_T$ distribution of the hadronic cocktail that uses the parametrization for the $\pi^0$ and $\eta$ mesons [Eq. (24)]. The agreement between the two distributions, in shape and magnitude, is very good when adding the measured yield of direct virtual photons.

C. Low-mass region

In the LMR, the yield is expected to be saturated by the light mesons ($\eta, \rho$ and $\omega$) and the $c\bar{c}$ contribution. Figure 28 shows an enhancement of $e^+e^-$ pairs with respect to the cocktail in MB collisions. The enhancement develops with centrality as shown in Fig. 29 and it appears to be distributed over the
FIG. 30. MB-invariant $p_T$ distributions for three mass windows as indicated in the legend. The solid lines represent the expected $p_T$ distributions of the hadronic cocktail and the shadowed bands around the lines represent the cocktail systematic uncertainties. The dotted lines include the contribution from direct photons in the phase-space region where they can reliably be calculated, i.e., $p_T/m_\gamma > 0.76$ GeV.

whole $p_T$ range covered by the measurement, as can be seen in Fig. 30. We quantify the effect by the enhancement factor defined as the ratio of the measured over expected dilepton yield integrated in the LMR. As discussed in Sec. IV C, the cocktail yield in this mass region depends on the generator, PYTHIA or MC@NLO, used to calculate the open heavy-flavor contribution. The enhancement factors obtained with PYTHIA are shown as a function of centrality in Fig. 31 and they are listed in in Table VIII for the two cases. The enhancement factors are approximately 40% higher when PYTHIA is used to calculate the open heavy-flavor contribution instead of MC@NLO.

1. Comparison to previous PHENIX results

The enhancement factors quoted above are significantly smaller than those previously reported by PHENIX [23] in the same Au + Au collision system at the same energy of $\sqrt{s_{NN}} = 200$ GeV. There are a number of significant differences, both qualitative and quantitative, between the two analyses.

(i) Hadron contamination. The purity of the electron sample is very different in the two cases. In Ref. [23] the hadron contamination was 30% in central Au + Au collisions, whereas in the present analysis, the HBD enabled this contamination to be reduced to less than 5% at all centralities.

(ii) Signal sensitivity. The signal sensitivity is usually quantified by the signal-to-background $S/B$ ratio. The $S/B$ values displayed in Fig. 18 are similar to those quoted in Ref. [23]. This is, however, a misleading comparison, because in a situation of subpercent $S/B$ ratio, the magnitude of $S$ critically depends on the accuracy of the background subtraction. A better way to assess the sensitivity of the measurement is provided by the cocktail/background, $C/B$, ratio. From the signal/background ratio and the enhancement factors quoted in Ref. [23], we estimate an average value of $C/B$ over the mass range $m_\gamma \sim 0.15-0.75$ GeV/$c^2$ of $\sim 1/1600$ in MB collisions. In the present analysis the same ratio is found to be $\sim 1/250$. In addition to that, one should take into account that in the 2010 run with the +− field configuration there is a larger track acceptance of $\sim 20\%$. This rough estimate indicates that at the same multiplicity the signal sensitivity in the present analysis is larger by a factor of $\sim 3.5$ compared to the previous one.

TABLE VIII. Enhancement factors, defined as the ratio of measured over expected dilepton yield in the mass region $m_\gamma = 0.30-0.76$ GeV/$c^2$, for the five centrality bins and for MB. The enhancement factors are quoted separately for the two cases where the correlated yield from $c\bar{c}$ decays is calculated with PYTHIA or MC@NLO. The model uncertainties represent the cocktail systematic uncertainties.

<table>
<thead>
<tr>
<th>Centrality (%)</th>
<th>Enhancement factor ± stat ± syst ± model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MC@NLO $c\bar{c}$</td>
</tr>
<tr>
<td>MB</td>
<td></td>
</tr>
<tr>
<td>0–10</td>
<td>1.7 ± 0.3 ± 0.3 ± 0.2</td>
</tr>
<tr>
<td>10–20</td>
<td>2.3 ± 0.7 ± 0.5 ± 0.2</td>
</tr>
<tr>
<td>20–40</td>
<td>1.3 ± 0.4 ± 0.5 ± 0.2</td>
</tr>
<tr>
<td>40–60</td>
<td>1.4 ± 0.2 ± 0.3 ± 0.2</td>
</tr>
<tr>
<td>60–92</td>
<td>1.2 ± 0.2 ± 0.3 ± 0.2</td>
</tr>
</tbody>
</table>
(iii) **Pair cuts.** Loose pair cuts were applied in Ref. [23] compared to the cuts used in this analysis. The cuts used in Ref. [23] are found to leave a sizable amount of detector-induced correlation in the mass region \( m_{ee} = 0.4-0.6 \text{ GeV}/c^2 \).

(iv) **Flow.** As demonstrated in Sec. III E 2 the collective flow that is inherent to nuclear collisions, affects the shape of the combinatorial component of the background and violates the square-root relation [Eq. (17)]. These two effects were not taken into account in the data analysis of Ref. [23].

(v) **Electron-hadron pairs.** As shown in Sec. III E 5, the EH pairs originate in the central-arm detectors and in particular in the RICH detector. This source of correlated pairs was not considered in Ref. [23].

(vi) **Away-side jet component.** The away-side jet component of the correlated background was found to be negligible in Ref. [23] and only the near-side jet component was considered. In the present analysis, both components are absolutely calculated. The away-side component is indeed relatively small but both components are considered and subtracted.

(vii) **Background subtraction procedure.** In Ref. [23], the shapes of the three components of the background (CB, CPs, and near-side jet) were calculated, whereas their absolute scales were obtained by fitting to the like-sign spectra. In the present analysis, all components of the correlated background (CPs, JPs, and EH pairs) are calculated and subtracted in absolute terms. There is only one free parameter in the background subtraction procedure, namely the normalization factor of the CB.

In conclusion, we do not confirm our previous report of a large excess seen in the LMR [23]. The differences listed above affect the yield in the mass region where the excess was reported but not always in the same direction. For example, the loose pair cuts lead to undersubtraction of the background, whereas neglecting the flow modulation has the opposite effect; namely it leads to oversubtraction in the mass region where the excess was observed. These differences also do not affect the unlike-sign yield by a similar magnitude. The hadron contamination, the loose pair cuts and the EH pairs are the most significant ones in this respect. Taking all the differences together, the present analysis is much improved compared to the previous one and we thus consider the previous result on the low-mass excess to be superseded by the results presented here.

### 2. Comparison to STAR results

Recently, STAR published results on \( e^+e^- \) production in Au + Au collisions at \( \sqrt{s_{NN}} = 200 \text{ GeV} \) [66,67]. In the same mass range of \( m_{ee} = 0.30-0.76 \text{ GeV}/c^2 \), STAR observes an excess of dielectrons and quotes a value of 1.77 ± 0.11(stat) ± 0.24(syst) ± 0.33(model) in MB collisions, for the ratio of the dielectron yield to the hadronic cocktail excluding the \( \rho \) meson contribution. There are two factors that should be taken into account when comparing the STAR results with those quoted in Table VIII. First, excluding the \( \rho \) contribution results in an increase of about 10% of the data to cocktail ratio. Second, STAR uses PYTHIA with a charm cross section \( d\sigma_{c\bar{c}}/dy = 171 ± 26 \text{ mb} \) [66] which is between the PHENIX cross sections quoted in Sec. IV for PYTHIA and MC@NLO. Taking those two differences into account, as well as the experimental uncertainties, we find that the results of the two experiments are consistent in the LMR. The centrality and \( p_T \) dependencies of the enhancement reported in Ref. [67] are also consistent with our results.

#### D. Intermediate-mass region (IMR)

The IMR is dominated by correlated pairs from the semileptonic decays of DD mesons, with a small contribution from \( B\bar{B} \) mesons and an even smaller contribution from Drell-Yan. The latter is neglected in the cocktail calculation. This mass interval is singled out by theory as the most sensitive window to identify the thermal radiation of the QGP in the dilepton spectrum [68,69].

The results displayed in Figs. 28 and 29 show a small enhancement of dileptons in the IMR with respect to the yield from \( c\bar{c} \) decays calculated using PYTHIA. The enhancement factors are shown in Fig. 32 as a function of centrality and the values are listed in Table IX. The results are consistent with those of Ref. [23] within the large experimental uncertainties of the latter. There is very little difference in the dilepton yield in this mass interval if MC@NLO is used instead of PYTHIA, as demonstrated in Fig. 27. The shapes are very similar and the integral yields in the IMR differ by less than 10% in the two cases.

Using PYTHIA, the enhancement factor in MB events is \( \sim 1 \) standard deviation away from unity. However, the data to cocktail comparison discussed above represents an extreme case in which it is assumed that the correlations between the \( c\bar{c} \) pairs in Au + Au collisions are the same as in \( p + p \) collisions. It is, however, well known that heavy-flavor quarks exhibit energy loss and collective flow in the medium formed in Au + Au collisions, as manifested, for example, in measurements of single electrons [44,70]. This should affect the correlation between the \( e^+e^- \) pairs from \( c\bar{c} \) decays.
TABLE IX. Enhancement factors, defined as the ratio of measured to expected dilepton yield in the mass region $m_{ee} = 1.2\text{--}2.8 \text{ GeV/c}^2$, calculated using PYTHIA for the five centrality bins and for MB. The last line gives the enhancement factor assuming random correlation (see text).

<table>
<thead>
<tr>
<th>Centrality (%)</th>
<th>PYTHIA $c \bar{c}$</th>
<th>Random $c \bar{c}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–10</td>
<td>$1.3 \pm 0.7 \pm 0.2 \pm 0.3$</td>
<td>$2.5 \pm 0.5 \pm 0.3 \pm 0.3$</td>
</tr>
<tr>
<td>10–20</td>
<td>$1.8 \pm 0.5 \pm 0.3 \pm 0.3$</td>
<td></td>
</tr>
<tr>
<td>20–40</td>
<td>$1.8 \pm 0.2^{+0.3}_{-0.3} \pm 0.3$</td>
<td></td>
</tr>
<tr>
<td>40–60</td>
<td>$1.1 \pm 0.2 \pm 0.1 \pm 0.3$</td>
<td></td>
</tr>
<tr>
<td>60–92</td>
<td>$1.0 \pm 0.2 \pm 0.1 \pm 0.3$</td>
<td></td>
</tr>
<tr>
<td>0–92</td>
<td>$1.5 \pm 0.3 \pm 0.2 \pm 0.3$</td>
<td></td>
</tr>
</tbody>
</table>

Lacking a suitable generator to model this effect, we consider also the opposite extreme approach in which we assume that the pair is totally decorrelated. The invariant mass is calculated using two electrons randomly selected from the measured $p_T$ distribution of single electrons from heavy-flavor decays [44], with uniform distributions in pseudorapidity and azimuthal angle. The pair is filtered through the ideal PHENIX acceptance and the integral is normalized to the calculated PYTHIA yield from $c \bar{c}$ decays. This extreme case results in a softer mass distribution in the IMR, as can be seen in Fig. 33.

There is a small yield depletion at high masses compensated by a higher yield at low masses. The integral in the IMR is lower resulting in enhancement factors that are $\sim 70\%$ larger compared to those derived from PYTHIA. The enhancement factor in MB collisions is quoted in the last line of Table IX.

and the centrality dependence is seen by comparing the data points to the dot-dashed line in Fig. 32.

E. Comparison to theory

In this section we compare our results to the model originally developed by Rapp and Wambach [71,72]. The model uses an effective Lagrangian and a many-body approach to compute the electromagnetic spectral function, which is the main factor in the calculation of the dilepton production rates. In the LMR, the spectral function is saturated via vector meson dominance, by the light vector mesons, in particular the $\rho$ meson, whereas at larger masses it is dominated by multipion states or equivalently, via quark-hadron duality, by $q\bar{q}$ annihilation. The dilepton yields are obtained by an appropriate integration of the thermal rates over the space-time evolution of the fireball. This model was very successful in reproducing the low-mass dilepton enhancement discovered...
FIG. 36. Centrality dependence of the dielectron excess, defined as (data − cocktail excluding ρ) compared to the thermal radiation from the hadronic (ρ broadening) and QGP phases from model calculations (dashed line) [74].

at SPS by the CERES experiment and later further studied by the NA60 experiment. In the comparison below, we use an improved version of the model that incorporates recent developments, a nonperturbative QGP equation of state and QGP emission rates, i.e., q̅q annihilation at temperatures higher than the critical temperature, both based on lattice QCD [73]. It is important to note that this updated version preserves the agreement with the SPS data and also reproduces the RHIC results from STAR.

Figures 34 and 35 compare the invariant mass spectrum and the LMR pair $p_T$ distribution with the model calculations for MB collisions [74]. The main components, in-medium ρ broadening, QGP thermal radiation, and cocktail excluding the ρ, together with their sum, are shown separately.

In both figures the data are consistent with the calculations. Within this model, the enhancement in the LMR originates from the in-medium ρ broadening, i.e., the thermal radiation of the hadronic phase, with a very small contribution from the QGP.

In the model, the centrality dependence of the thermal radiation is reasonably well described, within an uncertainty of ~10%, by a power-law scaling of the charged-particle rapidity density ($dN_{ch}/dy$)$^α$, with $α ≃ 1.45$ [73], very similar to the scaling of the thermal photon yield [64,69]. Within uncertainties, the present data are consistent with this scaling as illustrated in Fig. 36, which also shows the centrality dependence of the excess, i.e., the data after subtracting the cocktail without the vacuum ρ, together with the expected power-law scaling (dashed line).

VI. SUMMARY AND CONCLUSIONS

PHENIX has measured invariant mass spectra, $p_T$ distributions, and the centrality dependence of the $e^+e^-$ pair production in Au + Au collisions at $\sqrt{s_{NN}} = 200$ GeV. The use of the HBD provided additional electron identification to the central-arm detectors, additional hadron rejection and increased rejection of the CB.

A new analysis procedure based on neural networks has been developed that combines in an efficient way the information from the HBD and the central arm detectors, RICH, TOF, and EMCal. This results in three independent parameters for electron identification, hadron rejection, and close pair rejection, instead of the 14 parameters of the four detectors involved in these tasks. A quantitative understanding of the total background at the subpercent level is achieved in the most central collisions. This is realized by a precise evaluation of all the background sources. The CB is determined by the event-mixing technique together with an exact weighting procedure to take into account the flow effects that are inherent in the foreground events and cannot be reproduced in the mixed events. All the correlated background sources are calculated in absolute terms using simulations and published results.

The results are compared with a cocktail of the known $e^+e^-$ sources. The contributions from light hadron decays that dominate the $e^+e^-$ yield at low masses $m_{ee} < 1$ GeV/c$^2$, are determined using PHENIX measurements for pions and $m_T$ scaling for other mesons. The contributions from semileptonic decays of heavy-flavor (charm and bottom) mesons are calculated with the PYTHIA or MC@NLO generators using $⟨N_{col}⟩$ scaled $p + p$ cross sections. Both generators give very similar yields in the IMR. However, they predict very dissimilar results that differ from each other by a factor of ~2 in the LMR. Precise measurements of the charm cross section over the entire phase space are needed to resolve this discrepancy.

A small enhancement of $e^+e^-$ is observed in the LMR with respect to the cocktail. The enhancement is distributed over the entire $p_T$ range measured ($p_T < 5$ GeV/$c$). It increases with centrality and amounts to $2.3 ± 0.4$ (stat) ± 0.4(syst) ± 0.2$^\text{model}$ for MB collisions when PYTHIA is used to calculate the open heavy-flavor contribution. If instead MC@NLO is used, the enhancement factors are ~40% smaller and for MB collisions it is found to be $1.7 ± 0.3$(stat) ± 0.3(syst) ± 0.2$^\text{model}$. The large enhancement of $e^+e^-$ pairs in the LMR previously reported by PHENIX, in Au + Au collisions at $\sqrt{s_{NN}} = 200$ GeV [23], is not confirmed by the results of the present improved analysis. In particular, the concentration of the excess at low $p_T$ ($p_T < 1$ GeV/$c$) is not observed here. The present results are consistent with those recently published by the STAR Collaboration [66] within the uncertainties of the two experiments.

In the IMR, the results are compared with calculations of the expected yield from the semileptonic decays of heavy-flavor mesons in two extreme scenarios. In the first scenario, the heavy-flavor contribution is calculated assuming that the correlations between the $c\bar{c}$ are the same in Au + Au as in $p + p$ collisions, ignoring decorrelation effects produced by the interactions of heavy-flavor quarks with the medium. A small enhancement is observed with respect to the yield predicted by PYTHIA. It amounts to $1.5 ± 0.3$(stat) ± 0.2(syst) ± 0.3$^\text{model}$ for MB collisions. In the other scenario, the opposite extreme approach is adopted where the pair is assumed to be totally decorrelated. In this case, the enhancement factor becomes $2.5 ± 0.5$(stat) ± 0.3(syst) ± 0.3$^\text{model}$. The reality is somewhere between these two extreme cases and we conclude...
that there is room in the data for a significant additional contribution, for example, of thermal radiation, in the IMR. The nature of the IMR pairs will be studied with high-statistics Au + Au data in 2014 data taking with the silicon vertex tracker (VTX) installed in PHENIX.

The results in the LMR are compared to calculations based on the model originally developed by Rapp and Wambach [71,72] with subsequent improvements that incorporate recent developments [73]. The model includes thermal radiation emission from the QGP phase (ρq annihilation), as well as from the hadronic phase (mainly from the ρ meson copiously produced by pion annihilation, \( \pi^+\pi^- \rightarrow \rho \rightarrow e^+e^- \)). The invariant mass and \( p_T \) distributions, as well as the centrality dependence, are well reproduced by the calculations. The enhancement observed in the LMR from SPS up to RHIC energies is thus consistently reproduced by a single model. Within this model, the enhancement originates from the melting of the \( \rho \) meson resonance as the system approaches chiral symmetry restoration.
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APPENDIX A: INTRODUCING FLOW IN THEixed EVENTS

In this section, we analytically derive the weighting factor introduced in Eq. (10). We start from the azimuthal distribution of a particle that follows the expression

\[
P(\phi - \Psi) = \epsilon(\phi)[1 + 2v_2 \cos(2(\phi - \Psi))],
\]

where \( \phi \) is the azimuthal angle of the particle, \( \Psi \) is the reaction plane azimuthal angle of the event, and \( \epsilon(\phi) \) is the detection efficiency of the spectrometer at \( \phi \).

The \( \Delta \phi \) distribution of any two particles in the same event (foreground pairs) can be calculated as

\[
P_{FG}(\Delta \phi) = \frac{1}{\pi} \int_{-\pi/2}^{\pi/2} d\Psi \int_{-\pi}^{\pi} d\phi_1 \epsilon(\phi_1) \epsilon(\phi_1 + \Delta \phi)
\]

\[
\times \epsilon(\phi_2) P(\phi_1 - \Psi) P(\phi_2 - \Psi) P(\phi_1 + \Delta \phi - \Psi).
\]

Replacing \( P(\phi - \Psi) \) with its expression in (A1) allows one to write \( P_{FG} \) as the sum of four integrals,

\[
P_{FG}(\Delta \phi) = \frac{1}{\pi} \int_{-\pi/2}^{\pi/2} d\Psi \int_{-\pi}^{\pi} d\phi_1 \epsilon(\phi_1 + \Delta \phi)
\]

\[
\times \epsilon(\phi_1) \epsilon(\phi_1) \epsilon(\phi_1 + \Delta \phi)
\]

\[
A = \epsilon(\phi_1) \epsilon(\phi_1 + \Delta \phi),
\]

\[
B = 2v_2 \epsilon(\phi_1) \epsilon(\phi_1 + \Delta \phi) \cos(2\phi_1 - \Psi),
\]

\[
C = 2v_2 \epsilon(\phi_1) \epsilon(\phi_1 + \Delta \phi) \cos(2\phi_1 + \Delta \phi - \Psi),
\]

\[
D = 4v_2v_2 \epsilon(\phi_1) \epsilon(\phi_1 + \Delta \phi) \cos(2\phi_1 - \Psi)
\]

\[
\times \cos(2\phi_1 + \Delta \phi - \Psi).
\]

It is easy to show that the integrals of \( B \) and \( C \) are equal to 0 and the integral of \( D \) leads to

\[
\frac{1}{\pi} \int_{-\pi/2}^{\pi/2} d\Psi \int_{-\pi}^{\pi} d\phi_1 D
\]

\[
= 2v_2v_2 \cos 2\Delta \phi \int_{-\pi}^{\pi} \epsilon(\phi_1) \epsilon(\phi_1 + \Delta \phi).
\]

Therefore,

\[
P_{FG}(\Delta \phi) = \left[ \int_{-\pi}^{\pi} d\phi_1 \epsilon(\phi_1) \epsilon(\phi_1 + \Delta \phi) \right] \times (1 + 2v_2v_2 \cos 2\Delta \phi).
\]

In a similar way one can calculate the \( \Delta \phi \) distribution of mixed BG pairs produced without reaction-plane binning,

\[
P_{MGX}(\Delta \phi) = \frac{1}{\pi^2} \int_{-\pi/2}^{\pi/2} d\Psi_1 \int_{-\pi/2}^{\pi/2} d\Psi_2 \int_{-\pi}^{\pi} d\phi_1 d\phi_2 P(\phi_1 - \Psi_1) P(\phi_2 - \Psi_2)
\]

\[
\times d\phi_1 d\phi_2 P(\phi_1 - \Psi_1) P(\phi_2 - \Psi_2),
\]

where \( \phi_{1(2)} \) and \( \Psi_{1(2)} \) represents the azimuthal angle of particle 1(2) and the reaction-plane azimuthal angle of the events from which the particles are taken. Replacing \( P(\phi - \Psi) \)
with (A1),
\[ P_{\text{MIX}}(\Delta \phi) = \frac{1}{\pi^2} \int_{-\pi/2}^{\pi/2} d\phi_1 \int_{-\pi/2}^{\pi/2} d\phi_2 (E + F + G + H), \]
\[ E = \epsilon(\phi_1) \epsilon(\phi_1 + \Delta \phi), \]
\[ F = 2v_2 \epsilon(\phi_1) \epsilon(\phi_1 + \Delta \phi) \cos(2(\phi_1 - \Psi_1)), \]
\[ G = 2v_2 \epsilon(\phi_1) \epsilon(\phi_1 + \Delta \phi) \cos(2(\phi_1 + \Delta \phi - \Psi_2)), \]
\[ H = 4v_2^2 \epsilon(\phi_1) \epsilon(\phi_1 + \Delta \phi) \cos(2(\phi_1 - \Psi_1)) \times \cos(2(\phi_1 + \Delta \phi - \Psi_2)). \]

Because \( F, G, \) and \( H \) are again easily proved to be 0, \( P_{\text{MIX}}(\Delta \phi) \) can now be written as
\[ P_{\text{MIX}}(\Delta \phi) = \frac{1}{\pi} \int_{-\pi}^{\pi} d\phi_1 \epsilon(\phi_1 + \Delta \phi). \] (A16)

The weighting factor to introduce the flow correlation into the mixed BG pairs is then given by the ratio between Eq. (A10) and Eq. (A16):
\[ w(\Delta \phi) = \frac{P_{\text{NC}}(\Delta \phi)}{P_{\text{MIX}}(\Delta \phi)} = 1 + 2v_2 v_2 \cos 2\Delta \phi. \] (A17)

**APPENDIX B: VIOLATION OF CB_{++} = 2\sqrt{\text{CB}_{++}\text{CB}_{--}} Owing to Flow**

In this appendix, we demonstrate that the combination of elliptic flow and nonuniform detection efficiency violates the well-known relation between unlike-sign and like-sign CB:
\[ \langle \text{CB}_{++} \rangle = 2\sqrt{\langle \text{CB}_{++} \rangle \langle \text{CB}_{--} \rangle} \] (B1)

where \( \langle \text{CB}_{++}/\text{CB}_{--} \rangle \) are the unlike-sign and like-sign integral yields or average numbers of pairs per event.

We start from the case without elliptic flow. Then, as proven in Ref. [23], if \( e^+ \) and \( e^- \) are always produced in pairs independent of each other, the average number of unlike-sign and like-sign combinatorial pairs can be calculated as
\[ \langle \text{CB}_{++} \rangle = [\epsilon_p + \epsilon_+ (1 - \epsilon_p)] [\epsilon_p + \epsilon_- (1 - \epsilon_p)] \times (\langle N^2 \rangle - \langle N \rangle), \] (B2)
\[ \langle \text{CB}_{++} \rangle = \frac{1}{2} [\epsilon_p + \epsilon_+ (1 - \epsilon_p)]^2 \langle (N^2) - \langle N \rangle \rangle, \] (B3)
\[ \langle \text{CB}_{--} \rangle = \frac{1}{2} [\epsilon_p + \epsilon_- (1 - \epsilon_p)]^2 \langle (N^2) - \langle N \rangle \rangle, \] (B4)

where \( \epsilon_p \) is the probability to reconstruct both tracks of a pair, \( \epsilon_{+/--} \) is the probability to reconstruct only a single track, and \( N \) is the number of pairs in an event.

If \( \epsilon_{p+/--} \) are assumed to be constants, Eq. (B1) can easily be proven from Eqs. (B2)–(B4). However, in the presence of elliptic flow, the probabilities \( \epsilon_{p+/--} \) depend on the reaction plane angle:
\[ \epsilon_{p+/--}(\psi) = \int d\phi \epsilon_{p+/--}(\phi) [1 + 2v_2 \cos(\phi - \psi)], \] (B5)
\[ \langle \text{CB}_{++} \rangle = [A(\psi)B(\psi)] \times (\langle N^2 \rangle - \langle N \rangle), \] (B6)
\[ \langle \text{CB}_{++} \rangle = \frac{1}{2} [A(\psi)]^2 \times (\langle N^2 \rangle - \langle N \rangle), \] (B7)
\[ \langle \text{CB}_{--} \rangle = \frac{1}{2} [B(\psi)]^2 \times (\langle N^2 \rangle - \langle N \rangle), \] (B8)
\[ A(\psi) = \epsilon_p(\psi) + \epsilon_+(\psi)[1 - \epsilon_p(\psi)], \] (B9)
\[ B(\psi) = \epsilon_p(\psi) + \epsilon_- (\psi)[1 - \epsilon_p(\psi)]. \] (B10)

Taking the average over \( \psi \) within \([-\frac{\pi}{2}, \frac{\pi}{2}] \) gives
\[ \langle \text{CB}_{++} \rangle = (\langle N^2 \rangle - \langle N \rangle) \int d\psi A(\psi)B(\psi). \] (B11)
\[ \langle \text{CB}_{++} \rangle = \frac{1}{2} (\langle N^2 \rangle - \langle N \rangle) \int d\psi A(\psi)^2, \] (B12)
\[ \langle \text{CB}_{--} \rangle = \frac{1}{2} (\langle N^2 \rangle - \langle N \rangle) \int d\psi B(\psi)^2. \] (B13)

Using the Cauchy-Schwarz inequality, one obtains
\[ \left[ \int d\psi A(\psi)B(\psi) \right]^2 \leq \int d\psi A(\psi)^2 \int d\psi B(\psi)^2 \] (B14)
and, consequently,
\[ \langle \text{CB}_{++} \rangle \leq 2\sqrt{\langle \text{CB}_{++} \rangle \langle \text{CB}_{--} \rangle}. \] (B15)

**APPENDIX C: A SECOND, INDEPENDENT ANALYSIS**

A subset of the data, \( 4.8 \times 10^9 \) MB events, was analyzed by a second independent team. The second analysis follows the analysis strategy presented in Ref. [23], but includes the information provided by the HBD and other important improvements developed in this work.

In this appendix we present the key features of the second analysis with an emphasis on the most important differences to the main analysis: (i) the HBD underlying event subtraction and cluster algorithm, (ii) the electron identification cuts, and (iii) the background normalization. All analysis steps not explicitly mentioned are identical between the two analyses. In particular, identical cuts on the acceptance and inactive detector areas, and the same pair cuts are applied. At the end of this appendix we discuss the efficiency correction and compare the results of both analyses.

The net number of photo electrons in an HBD cluster was calculated with a different algorithm than discussed in Sec. II D, using a local estimate of the scintillation background rather than a module average. As an electron typically fires three HBD readout cells, three-cell triplets are used to initiate the cluster search. All possible triplets are formed. The photoelectron background owing to scintillation light is estimated by the median amplitude in the first and second neighboring cells around the triplet. The background-subtracted triplet charge is calculated as
\[ q_{\text{net}} = q_t - A_t \times \frac{(q_{\text{NS}}) + (q_{\text{NS}})}{2}. \] (C1)
where \( q_t \) is the total charge in the triplet, \( A \) the number of cells with charge in the triplet, and \( \langle q_{\text{fn}} \rangle, \langle q_{\text{sn}} \rangle \) are the median charge in the first and second neighboring cells, respectively. Only triplets with \( 0 \leq q_t < 60 \) p.e. are recorded.

Electron candidates are projected to the HBD, and triplets within 1.5 cm of the track are merged to form a cluster. The net charge of the cluster \( q_r \) is calculated starting from the sum of the charge of all cells in the cluster,

\[
q_r = q_{\text{totclust}} - A_{\text{clust}} \times \frac{\langle q_{\text{fn}} \rangle + \langle q_{\text{sn}} \rangle}{2},
\]

where \( q_{\text{totclust}} \) is the sum of the charge of all cells in the cluster, \( A_{\text{clust}} \) is the number of cells in the cluster, and \( \langle q_{\text{fn}} \rangle, \langle q_{\text{sn}} \rangle \) are again the median charge per cell in the first and second neighbors but now around the cluster.

This analysis uses a number of sequential one-dimensional cuts to identify electrons. The variables used for the electron identification are defined in Sec. III C 1. The following cuts are used:

(i) \( n0 > 2 \), the exclusion of RICH photomultipliers fired by background electrons (Sec. III C 2) is not used in this analysis;
(ii) \( \text{disp} < 5.5 \) cm;
(iii) \( \chi2/npe0 < 20 \);
(iv) \( \text{emcsdr} < 3 \);
(v) \( |d|e|p| < 2 \);
(vi) \( m_{\text{TOP}}^2 < 1.5 \sigma_T \), calculated based on the TOF measured by either the EMCal or the TOF-E detectors;
(vii) \( 10 < q_r < 40 \) p.e., cluster charge as defined in Eq. (C2).

With these cuts, a purity of the electron sample of 86% is achieved for the most central bin, which quickly increases to above 99% for the most peripheral collisions.

The CB is calculated by event mixing. We use the method outlined in Ref. [23], but included the weighting for the azimuthal anisotropy as implemented in the main analysis and described in Sec. III E 2. For the correlated background both analyses use the same MC simulations. For CPs and JPs the simulated pairs were reanalyzed with the track selection cuts and HBD cluster algorithm mentioned above. The shapes of the mass spectra are consistent within systematic uncertainties for the two analysis methods. For the EH and BB contributions the simulated pairs were not reanalyzed.

The normalizations of all the background components were fitted simultaneously to the full mass and \( p_T \) range of the like-sign spectra:

\[
\text{FO}_{++--} = a_0 \text{BG}_{++--} + a_1 \text{CP}_{++--} + a_2 \text{JP}^{\text{same}}_{++--} + a_3 \text{JP}^{\text{opposite}}_{++--} + a_4 \text{EH}_{++--} + a_5 \text{BB}_{++--}.
\]

The parameters \( a_i \) are the individual normalization constants. Figure 37 shows the like-sign foreground divided by the sum of all background sources for the five centrality classes. The uncertainty on the CB normalization is shown as a gray band on each panel. No systematic deviation from unity is observed, indicating that the sum of the different background components gives a sufficiently accurate description over the mass range up to 2 GeV/c² with no indication of any shape variation within the shown uncertainties. Above 2 GeV/c² the statistical significance makes a comparison at the shown scale meaningless.

After fixing the normalization of all background sources so that a satisfactory description of the like-sign pairs is achieved, the analysis is extended to unlike-sign pairs. The normalizations for the unlike-sign CPs, JPs, and EH pairs are taken from Eq. (C4). For the combinatorial unlike-sign pairs we use unlike-sign mixed-event pairs. The normalization is also taken from Eq. (C4), but needs to be corrected to account for the different effect of the pair cuts on like- and unlike-sign pairs as done in Ref. [23].

To estimate the uncertainty on the raw yield owing to the background subtraction, one needs to consider the signal-to-background ratio \( S/B \). The uncertainties on the \( a_i \) are multiplied by \( B/S \) and added in quadrature. This results in \( \sim 55\% \) systematic uncertainties at 0.6 GeV/c² for MB collisions.

We factorize the efficiency into three terms, which are determined separately:

\[
\epsilon_{\text{pair}}^{\text{total}} = \epsilon_{\text{pair}} \cdot \epsilon_{\text{TOF}}^{\text{pair}} \cdot \epsilon_{\text{embed}}^{\text{pair}}.
\]

The first factor describes the effect of all reconstruction algorithms and cuts except for the TOF cut and the centrality dependence of the reconstruction efficiency in the central arms, which are treated separately. It is obtained by a MC simulation of \( e^+e^- \) pairs that are processed through the full PHENIX detector simulation, including the HBD. The simulated HBD hits are embedded into real HBD data as discussed in Sec. III F. These events are then analyzed with the same electron identification, fiducial, and pair cuts used in

FIG. 37. The ratio of the foreground like-sign pairs to the sum of combinatorial and correlated pair sources in centrality bins 0%–10%, 10%–20%, 20%–40%, 40%–60%, and 60%–92%.

mass range up to 2 GeV/c² with no indication of any shape variation within the shown uncertainties. Above 2 GeV/c² the statistical significance makes a comparison at the shown scale meaningless.
from the measured yield of pairs in the $\pi^0$ Dalitz decay region when varying electron identification cuts in a way that changes the raw pair yields by factors between 0.5 and 1.5.

The efficiency $\epsilon_{\text{pair}}^{\text{TOF}}$ is determined from tracks measured in peripheral collisions, where the hadron contamination is negligible, by comparing data obtained with a $1.5\sigma$ cut to the case with no TOF cut. We find that on average the TOF efficiency for tracks is 93% above 0.4 GeV/$c$, but drops to 80% at 0.2 GeV/$c$ independent of centrality. This drop results from a failure of the electronics to properly record time for low-amplitude signals. In the main analysis this issue was avoided by treating tracks with no time information separately. The systematic uncertainty owing to this cut is a few percent at 0.6 GeV/$c^2$.

The efficiency $\epsilon_{\text{pair}}^{\text{embed}}$ was determined by embedding MC-simulation tracks into the data of all used central-arm detectors and analyzing these embedded tracks using the same cuts as used in the data. The values are found to be very similar to those derived in the main analysis. For central collisions, an additional 8% systematic uncertainty is added.

Compared to the main analysis, the total reconstruction efficiency $\epsilon_{\text{pair}}^{\text{total}}$ is a factor of ~2 smaller for central collisions. The difference drops to ~30% for the most peripheral collisions.

The fully corrected mass spectra from the independent analysis are compared to those from the main analysis in Fig. 38 for all five centrality bins. The results are consistent within uncertainties.
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