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Abstract
The PHENIX experiment at RHIC has measured the centrality dependence of the direct photon yield from Au + Au collisions at root s(NN) = 200 GeV down to pT = 0.4 GeV/c. Photons are detected via photon conversions to e(+)e(-) pairs and an improved technique is applied that minimizes the systematic uncertainties that usually limit direct photon measurements, in particular at low pT. We find an excess of direct photons above the N-coll-scaled yield measured in p + p collisions. This excess yield is well described by an exponential distribution with an inverse slope of about 240 MeV/c in the pT range 0.6-2.0 GeV/c. While the shape of the pT distribution is independent of centrality within the experimental uncertainties, the yield increases rapidly with increasing centrality, scaling approximately with N-part(alpha), where alpha = 1.38 +/- 0.03(stat) +/- 0.07(syst).
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The PHENIX experiment at RHIC has measured the centrality dependence of the direct photon yield from Au + Au collisions at √sNN = 200 GeV down to p_T = 0.4 GeV/c. Photons are detected via photon conversions to e^+ e^- pairs and an improved technique is applied that minimizes the systematic uncertainties that usually limit direct photon measurements, in particular at low p_T. We find an excess of direct photons above the N_{coll}-scaled yield measured in p + p collisions. This excess yield is well described by an exponential distribution with an inverse slope of about 240 MeV/c in the p_T range 0.6–2.0 GeV/c. While the shape of the p_T distribution is independent of centrality within the experimental uncertainties, the yield increases rapidly with increasing centrality, scaling approximately with N_{part}^{1.38 ± 0.03(stat) ± 0.07(syst)}.

I. INTRODUCTION

Photons are an excellent probe of the hot and dense, strongly interacting matter produced in heavy ion collisions [1]. They do not participate in the strong interaction and thus exit the system carrying information from the time of their emission, allowing a glimpse at the time evolution of the matter. Experimentally we measure a time-integrated history of the emission. Photons from hadron decays need to be removed to reveal the so-called direct contribution, i.e., photons that are produced before the formation of the matter as well as from the matter itself. Further removal of the early component, usually considered prompt production from 2 → 2 scattering of the partons from the incoming nuclei, gives access to the radiation emitted from the matter. If the matter is in local equilibrium the photon spectrum is a time-integrated image of the evolution of the temperature and collective motion of the matter as it expands and cools.

PHENIX discovered evidence of thermal photons from Au + Au collisions at the Relativistic Heavy Ion Collider (RHIC) [2]; similar findings have recently been reported by ALICE from Pb + Pb collisions at the Large Hadron Collider [3]. Photons in both energy regimes exhibit a large yield and an azimuthal anisotropy [4,5] with respect to the reaction plane, often referred to as elliptic flow and quantified as v_2. Comparing the measured p_T spectra to model calculations of thermal photons based on a hydrodynamic evolution of the system, microscopic transport models, or a more schematic time evolution gives reasonable agreement when assuming an initial temperature of 300 MeV or above [6–13] for √sNN = 200 GeV Au + Au collisions at RHIC. However, it is a challenge for these types of models to simultaneously explain the large observed azimuthal anisotropy of the radiation and the large yield [13–17].

The challenge for these model calculations results from the interplay between the time evolution of the collective motion and the cooling of the matter that emits photons. In the model calculations, the collective motion builds up over time. The flow velocity is initially small and increases throughout the collision as the matter continues to expand. The yield of thermal photons is expected to be largest early in...
the collision when the matter is the hottest. Theoretical models that create large photon $v_2$ typically underestimate the direct photon yield. Attempts to improve hydrodynamic models by implementing next-to-leading-order thermal rates [18], initial state fluctuations [13], formation time effects [17], increased radial flow, and enhanced coupling at $T_c$ [16], fail to reconcile yield and anisotropy.

To resolve this puzzle, new production mechanisms have been proposed. Some enhance the thermal yield in the presence of the strong magnetic field perpendicular to the reaction plane, which creates a large anisotropy [19,20]. Other new mechanisms, such as synchrotron radiation [21] at the plasma boundary or photon production in a glasma phase [22], create an anisotropy from the initial geometry of the overlap region.

In this paper we present the first measurement of low momentum real direct photons from $Au + Au$ collisions at 200 GeV center-of-mass energy. This measurement compliments earlier measurements of direct photons that were obtained by extrapolating low mass virtual photons to the real photon point [2]. We are able to extend the $p_T$ range down to 0.4 GeV/c and provide new information on the centrality dependence of the direct photon yield. In particular, the centrality dependence holds the promise of helping to distinguish between different production mechanisms [23].

II. EXPERIMENT

To measure direct photons, we analyzed large data samples of $1.4 \times 10^8$ and $2.6 \times 10^8$ minimum-bias $Au + Au$ collisions recorded with the PHENIX central arm spectrometers during the 2007 and 2010 runs, respectively. The main PHENIX detector is described in detail elsewhere [24]. In addition, a hadron blind detector (HBD) [25] was installed, except for part of the 2007 RHIC run when only one half of the HBD was installed. The data were taken with a special field configuration which essentially cancels the magnetic field around the beam axis out to about 50 cm.

Minimum-bias events were triggered using the beam-beam counters (BBC) that cover the rapidity region $3.1 < |y| < 3.9$ and $2\pi$ in azimuth in both beam directions. The BBC information is used to limit the vertex in beam direction to $\pm 10$ cm around the nominal position. The charge measured in the BBC is used to categorize the event centrality. The sample is divided into four centrality classes, 0%–20% for the most central selection, 20%–40%, 40%–60%, and 60%–92% for the most peripheral sample.

The raw inclusive photon yield $N_{\gamma}^{\text{incl}}$ is measured through photon conversions to $e^+e^-$ pairs in the detector material, which allows us to avoid hadron contamination and measure photons down to $p_T^{\gamma} = 0.4$ GeV/c. Trajectories and momenta of $e^+$ and $e^-$ are determined using the drift chambers and the pad chambers that measure the deflection in the axial magnetic field together with the interaction vertex location. We require a minimum $p_T$ of 200 MeV/c. The energy is determined with the electromagnetic calorimeter (EMCal). The $e^+$ and $e^-$ are identified utilizing the ring-imaging Čerenkov detector by requiring a minimum of three phototubes associated with both charged tracks at the expected ring radius as well as requiring the respective energy/momentum ratios to be greater than 0.6.

III. DATA ANALYSIS

We select photons that converted in the readout plane of the HBD that is located at a radius of 60 cm and has a radiation length $X/X_0 \approx 2.5\%$. Our method to identify photon conversions uses only the PHENIX central arm detectors, with the HBD playing no active role. Because the draft chambers are located at $\approx 220$ cm radially from the beam axis, the momentum reconstruction algorithm needs to assume where the particles originate. In the standard algorithm all charged particles are reconstructed as if they came from the event vertex. This procedure mismeasures the momentum vector for $e^+$ and $e^-$ from photon conversions in the HBD. For conversions in the HBD readout plane the artificial opening angle of the $e^+e^-$ pair is $\approx 10$ mrad and the pair momentum increases by 1%–2%. As a result the $e^+e^-$ pair is reconstructed with an average mass of $M_{\text{vtx}} \approx 12 \text{MeV}/c^2$, as is shown in the invariant-pair-mass distribution of Fig. 1(a). The first peak in the mass plot at a few MeV/$c^2$ is from $\pi^0$ Dalitz decays, along with a small number of pairs from photon conversions before the HBD readout plane.

The momenta of all low mass $e^+e^-$ pairs are recalculated assuming that they originated at the HBD readout plane. If the $e^+e^-$ pair is indeed a conversion pair from the readout plane, the relative momentum resolution of the pair is approximately $\sigma_{p_T} / p_T = 0.9% \oplus 0.5\% p_T^{\gamma}$. The $e^+e^-$ pairs are recalculated with the HBD back plane as origin ($M_{\text{HBD}}$) in a few MeV/$c^2$, consistent with the experimental resolution. For all other $e^+e^-$ pairs, the momentum vectors are now mismeasured, in particular $e^+e^-$ pairs from $\pi^0$ Dalitz decays are now reconstructed with larger opening angles and thus shifted upward in $e^+e^-$ pair mass. The recalculated mass spectrum is shown in Fig. 1(b). Plotting the yield as a function of $M_{\text{HBD}}$ versus the mass calculated with the vertex as origin ($M_{\text{vtx}}$), as shown in Fig. 2, allows one to clearly isolate the conversions in the HBD readout plane. We select photon conversions by a two-dimensional cut.

---

(a) $e^+e^-$ pair invariant mass under standard reconstruction (VTX)
(b) $e^+e^-$ pair invariant mass under Alternate Track Model (HBD)

FIG. 1. (Color online) Histograms of the $e^+e^-$ pair invariant-mass distribution from data. (a) The distribution of masses calculated with the normal reconstruction algorithm (vtx). (b) The distribution of masses calculated with the alternate track model assumption (HBD).
10 < $M_{\text{vtx}}$ < 15 MeV/c$^2$ and $M_{\text{HBD}} < 4.5$ MeV/c$^2$, illustrated by the red dashed box. Note that the large distance from the true event vertex and the relatively thick HBD readout plane (in terms of radiation length $X_0$) with no comparable radiating material nearby makes identification of the converted photons very accurate: A full GEANT Monte Carlo simulation [26] displays the mass for 0 < $p_T^\gamma$ < 6 GeV/c; the right column (b) and (d) displays the mass for 1.8 < $p_T^\gamma$ < 2.0 GeV/c. The top row (a) and (b) shows the $e^+e^-\gamma$ invariant-mass foreground distribution in blue, with the normalized background distribution from the mixed events in red. The bottom row (c) and (d) shows the isolated pion peak after subtraction of the normalized background. The masses are calculated from the HBD readout plane origin assumption on the electron tracks. The centrality bin is 0%–20%.

A subset of this inclusive conversion photon sample $N^{\text{incl}}_\gamma$ is tagged statistically as photons from $\pi^0$ decays if they reconstruct the $\pi^0$ mass with a second, photonlike shower taken from the EMCal. Note that this is done in bins of $p_T^\gamma$, the transverse momentum of the converted photons, not in bins of $\pi^0 p_T$. A cut on the shower shape of this second EMCal shower is used to remove most hadrons. False tagging from hadron showers in the EMCal is further reduced by applying a lower threshold on the cluster energy. For the 2010 data we applied an $E_{\text{clus}} > 0.4$ GeV cut, which is just above the EMCal response for minimum ionizing particles. For the 2007 data, a higher threshold of 0.6 GeV was necessary because of a cut on the shower energy that was introduced during data production.

A. Relative photon yield

In each $p_T^\gamma$ bin the number of $\pi^0$ tagged photons ($N^{\pi^0,\text{tag}}_\gamma$) is determined by integrating the $e^+e^-\gamma$ mass distribution around the $\pi^0$ mass after subtraction of the mixed-event combinatorial background. Figure 3 shows the mass distributions before and after subtracting the mixed-event background for two sample $p_T^\gamma$ bins (0.4–0.6 GeV/c and 1.8–2.0 GeV/c) for central collisions (0%–20%), which have the smallest signal-to-background ratio. The $\pi^0$ peak extraction method has less than 4% systematic uncertainty on the $\pi^0$ tagged photon yield, which is assumed to be independent between neighboring $p_T^\gamma$ bins and thus folded into the statistical uncertainties.

In a given $p_T^\gamma$ bin the true number of inclusive photons $\gamma^{\text{incl}}$ and photons from $\pi^0$ decays $\gamma^{\pi^0}$ are related to the measured quantities $N^{\gamma\text{incl}}_\gamma$ and $N^{\pi^0,\text{tag}}_\gamma$ as follows:

$$N^{\gamma\text{incl}}_\gamma = \epsilon_{ee}\epsilon_{ee}\ c\gamma^{\text{incl}},$$

$$N^{\pi^0,\text{tag}}_\gamma = \epsilon_{ee}\epsilon_{ee}\ c\langle e_\gamma f\rangle \gamma^{\pi^0},$$

where $c$ is the probability that the photon converts in the HBD readout plane, $\epsilon_{ee}$ is the reconstruction efficiency of the $e^+e^-$ pair, and $\epsilon_{ee}$ is the factor describing that both $e^+$ and $e^-$ are in the detector acceptance. The factor $f$ is the conditional acceptance that after one photon from a $\pi^0$ decay was reconstructed as the $e^+e^-$ conversion pair, the partner photon falls into the acceptance of the EMCal. The probability that the partner photon is reconstructed is given as $e_\gamma$. The product $e_\gamma f$ is averaged over all possible $p_T$ of the partner photon, indicated by $\langle e_\gamma f\rangle$.

Because $N^{\gamma\text{incl}}_\gamma$ and $N^{\pi^0,\text{tag}}_\gamma$ are both measured in terms of the $p_T^\gamma$ of the converted photon, the efficiency and acceptance...
For the data sets of 2007 and 2010. It increases monotonically with the dashed histogram. The abscissa gives the decay photon in the PHENIX acceptance increases. and decreases towards higher $p_T$ pair. The abscissa gives $p_T^\gamma$, the $p_T$ of the $e^+e^-$ pair. The $p_T$ cut of 0.6 (2007) and 0.4 GeV/c (2004) is on the photon detected in the EMCal. For the $p_T$ cut of 0.6 GeV/c we show the results for two methods, a full MC simulation (points) and a fast MC simulation (histogram). For the $p_T$ cut of 0.4 GeV, the fast MC simulation is shown as a dashed histogram.

FIG. 4. (Color online) Average conditional acceptance ($\langle \varepsilon_f, f \rangle$) to detect a photon from a $\pi^0$ decay in the EMCal, if the other photon converted in the HBD electronics and was reconstructed as an $e^+e^-$ pair. The abscissa gives $p_T^\gamma$, the $p_T$ of the $e^+e^-$ pair. The $p_T$ cut of 0.6 (2007) and 0.4 GeV/c (2004) is on the photon detected in the EMCal. For the $p_T$ cut of 0.6 GeV/c we show the results for two methods, a full MC simulation (points) and a fast MC simulation (histogram). For the $p_T$ cut of 0.4 GeV, the fast MC simulation is shown as a dashed histogram.

factors for the $e^+e^-$ pair as well as the conversion probability explicitly cancel in the ratio $N_{\gamma}^{incl}/N_{\gamma_0}^{tag}$. This ratio can be converted into $R_\gamma$, the ratio of the yield of true inclusive photons $\gamma^{incl}$ to the yield of true photons from hadron decays $\gamma_{hadron}$:

$$R_\gamma = \frac{\gamma^{incl}}{\gamma_{hadron}} = \frac{\langle \varepsilon_f, f \rangle (N_{\gamma}^{incl}/N_{\gamma_0}^{tag})_{Data}}{(\gamma_{hadron}/\gamma^{incl})_{Sim}}. \tag{3}$$

All terms in Eq. (3) are a function of converted photon $p_T^\gamma$. $R_\gamma$ will be unity for a given $p_T^\gamma$ bin if all photons result from hadron decays, or larger than unity if direct photons are present in the sample. The excess above unity is a measure of the direct photon content in the bin. In the following we discuss all terms in detail.

The numerator of Eq. (3) includes the measured ratio $N_{\gamma}^{incl}/N_{\gamma_0}^{tag}$, and the efficiency and acceptance correction for pion tagging $\langle \varepsilon_f, f \rangle$. Figure 4 shows $\langle \varepsilon_f, f \rangle$ for the min. bias data sets of 2007 and 2010. It increases monotonically with $p_T^\gamma$ and is lower for the larger $p_T$ cut on the second photon. These trends can be understood in terms of decay kinematics and average $p_T$ of the tagged $\pi^0$. At higher $p_T^\gamma$ the average $p_T$ of the tagged $\pi^0$ is larger, the opening angle between the decay photons becomes smaller, and the probability of having both decay photon in the PHENIX acceptance increases. Consequently $\langle \varepsilon_f, f \rangle$ increases with $p_T^\gamma$. A larger $p_T$ cut on the second photon increases the minimum $\pi^0$ $p_T$ necessary for both photons to be accepted at a given $p_T^\gamma$, thus $\langle \varepsilon_f, f \rangle$ is larger for the lower $p_T$ cut. The ratio of $\langle \varepsilon_f, f \rangle$ for the two different $p_T$ cuts is as large as a factor of 2 at the lowest $p_T^\gamma$ and decreases towards higher $p_T^\gamma$. Because the final result for $R_\gamma$ is proportional to $\langle \varepsilon_f, f \rangle$, varying the $p_T$ cut provides a powerful cross-check for the measurement.

We developed two different methods to determine $\langle \varepsilon_f, f \rangle$. For the 2007 data a GEANT Monte Carlo simulation of the detector response to $\pi^0$ decays is performed. In the simulation one photon is forced to convert in the HBD readout plane. The simulated $\pi^0$ decays are then embedded into real data to account for occupancy effects in the EMCal. The events are analyzed through the full reconstruction chain to extract $\langle \varepsilon_f, f \rangle$. This method is computationally very intensive and thus limited by statistical uncertainties. To overcome these we developed a fast simulation. It accounts for the detector acceptance and variations of the active detector areas with time. The single photon response is parametrized based on a GEANT Monte Carlo simulation of single photons. To test the fast simulation we compared its result for $\langle \varepsilon_f, f \rangle$ in Fig. 4 for the 2007 data to the one determined with the full GEANT simulation; the two methods agree within statistical uncertainties. For the 2010 data we used the fast simulation. We also compare results on $R_\gamma$ for $p_T$ cuts on the second photon between 0.3 and 0.6 GeV/c and find that the results are consistent well within the systematic uncertainties on $\langle \varepsilon_f, f \rangle$ discussed below.

The denominator of Eq. (3) is the ratio of photons from all hadron decays ($\gamma^{hadron}$) to those from $\pi^0$ decays ($\gamma^{\pi^0}$). To evaluate this ratio, the per-event yields $\gamma^{\pi^0}$ and $\gamma^{hadron}$ are determined using the PHENIX meson decay generator EXODUS, which is discussed in detail in Ref. [27].

For each centrality class, a fit to the measured per-event yields for charged and neutral pions [28,29] is used to generate $\pi^0$'s that then are decayed to photons according to known branching ratios and decay kinematics based on Ref. [30]. The resulting photon spectrum is the per-event yield $\gamma^{\pi^0}$ as a function of photon $p_T$. To generate $\gamma^{hadron}$, the contributions from decays of $\eta$, $\omega$, and $\eta'$ are determined using the same procedure and then added to $\gamma^{\pi^0}$. The shape of the $p_T$ spectra for $\eta$, $\omega$, and $\eta'$ are derived from the $\pi^0$ spectrum by replacing $p_T$ with $m_T = \sqrt{m_{hadron}^2 - m_{\pi^0}^2 + p_T^2}$. For $\eta$ and $\omega$ this is consistent with published data [31,32]; for $\eta'$ no data are available. The absolute normalization of the $\eta$ per-event yield is set using a value of $\eta/\pi^0 = 0.46 \pm 0.06$ [33,34] at $p_T = 5$ GeV/c. For the $\omega$ and $\eta'$ the absolute yield is set to $\omega/\pi^0 = 0.9 \pm 0.06$ and $\eta'/\pi^0 = 0.25 \pm 0.075$, again at 5 GeV/c (see [27]).

### B. Systematic uncertainties

Several sources contribute to systematic uncertainties on $\langle \varepsilon_f, f \rangle$. The largest one is 4% and accounts for the uncertainties of the energy scale and the energy resolution. These translate directly into an uncertainty in the number of photons that pass the lower EMCal threshold and thus become candidates for $\pi^0$ tagging. The second largest uncertainty (2%) is on the number of photons that are lost because they convert to $e^+e^-$ pairs in the detector material in front of the EMCal and are not reconstructed as single showers. The active area of the detectors was studied as a function of time, and the resulting systematic uncertainty on $\langle \varepsilon_f, f \rangle$ is smaller than 1%. Varying the $\pi^0$ input distribution with the uncertainties on $R_\gamma$ is proportional to $\langle \varepsilon_f, f \rangle$, varying the $p_T$ cut provides a powerful cross-check for the measurement.
the data results in a 1% uncertainty on $\langle \varepsilon f \rangle$. Lastly, the uncertainty on the photon reconstruction efficiency is also small (1%), estimated by varying the shower shape cuts, redoing the analysis and recalculating the correction, and comparing the results. All other systematic effects were found to be negligible.

Systematic uncertainties on $\gamma^{\text{hadron}}/\gamma^{\pi^0}$ are dominated by the accuracy with which $\eta/\pi^0$ is known. Because the $\pi^0$ contribution to $\gamma^{\text{hadron}}$ is $\approx 80\%$, the systematic uncertainty on the $\pi^0$ spectra largely cancels, leaving the $\eta/\pi^0$ ratio as the dominant source of systematic uncertainties. The uncertainty on $R_\gamma$ also includes possible deviations from scaling with $p_T$ and uncertainties on the other meson yields. The total uncertainty is less than 2.5%. All systematic uncertainties on $R_\gamma$ are summarized in Table I.

### IV. RESULTS AND DISCUSSION

Figure 5 compares our results for $R_\gamma$ in minimum-bias collisions from the 2007 and 2010 data sets separately, while Fig. 6 shows the same quantity for the four centrality selections. Here we used the full GEANT simulation for the 2007 data, and the fast Monte Carlo simulation for the 2010 data. $R_\gamma$ from the two data sets agree well within statistical errors. Figure 6 also includes data from an earlier publication [2], in which $R_\gamma$ was obtained by extrapolating virtual photons to $m = 0$ for the two central bins and $p_T > 1.0 \text{ GeV}/c$. The $R_\gamma$ was used to calculate the direct-photon $p_T$ spectra shown in Ref. [2]; here we show the corresponding data points. We observe no statistically significant difference between the $R_\gamma$ measured from real and virtual photons. However, given the uncertainties, we cannot rule out a difference of up to 15%, as is estimated in Ref. [12]. The $R_\gamma$ shows a statistically significant excess of photons above those expected from hadron decays, and this excess increases with centrality.

To combine the data sets we apply the corrections calculated from the fast simulation for both the 2007 and 2010 data (after verifying consistency between the corrections calculated for the 2007 data with both the fast Monte Carlo and full GEANT)

and average the numerators in Eq. (3) for the 2007 and 2010 data sets. While the correction factor $\langle \varepsilon f \rangle$ is different for the two data sets (because of differences in detector dead areas and the different minimum photon energy cuts applied), the systematic uncertainties are the same. Next we determine the direct photon yield from the combined $R_\gamma$ for each $p_T$ bin:

$$
\gamma^{\text{direct}} = (R_\gamma - 1) \gamma^{\text{hadron}},
$$

and Table I. Summary of systematic uncertainties on $R_\gamma$. The $\pi^0$ reconstruction uncertainty is uncorrelated between data points (type A), type B uncertainties are $p_T$ correlated, and type C are uncertainties that can change $R_\gamma$ for all $p_T$ by a constant multiplicative factor.

<table>
<thead>
<tr>
<th>Source</th>
<th>$\sigma_{\text{sys}}/R_\gamma$</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi^0$ reconstruction</td>
<td>4%</td>
<td>A</td>
</tr>
<tr>
<td>(tagged photon yield)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma$ purity</td>
<td>1%</td>
<td>C</td>
</tr>
<tr>
<td>Conditional acceptance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>($\varepsilon f$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Energy scale</td>
<td>4%</td>
<td>B</td>
</tr>
<tr>
<td>Conversion loss</td>
<td>2%</td>
<td>C</td>
</tr>
<tr>
<td>$\gamma$ efficiency</td>
<td>1%</td>
<td>B</td>
</tr>
<tr>
<td>Active area</td>
<td>1%</td>
<td>C</td>
</tr>
<tr>
<td>Input $p_T$ spectra</td>
<td>1%</td>
<td>B</td>
</tr>
<tr>
<td>$\gamma^{\text{hadron}}/\gamma^{\pi^0}$</td>
<td>2.2%</td>
<td>C</td>
</tr>
<tr>
<td>$\eta/\pi^0$ ratio</td>
<td>&lt;1%</td>
<td>C</td>
</tr>
<tr>
<td>Other mesons</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

FIG. 5. (Color online) (a) Ratio $R_\gamma$ as a function of photon $p_T$ from the 2007 (red open square) and from the 2010 data sets (blue closed circle) in minimum-bias $\text{Au+Au}$ collisions. Statistical uncertainties are dominated by the $\pi^0$ yield extraction. They are plotted as vertical lines. All other systematic uncertainties are added in quadrature and shown as filled boxes. (b) $R_\gamma$ in the combined 2007+2010 measurement.

FIG. 6. (Color online) Ratio $R_\gamma$ as a function of photon $p_T$ for the combined 2007 and 2010 data sets in centrality bins 0%–20%, 20%–40%, 40%–60%, and 60%–92%. Statistical uncertainties plotted as vertical lines are dominated by the $\pi^0$ yield extraction. All other systematic uncertainties are added in quadrature and shown as filled boxes. (a) and (b) We also show earlier results from Ref. [2], obtained by extrapolating virtual photons to zero mass.
were $γ_{\text{hadron}}$ is the invariant yield of photons from hadron decays, which we calculate from measured charged and neutral photon spectra, as described above. At this point a systematic uncertainty of 10% on the shape of the input $π^0$ distribution for the generator needs to be included [27] [this mostly cancels in the denominator of $R_γ$, but no longer cancels in Eq. (4)]. The measurement was cross-checked and found consistent with the direct photon spectrum calculated using the fully corrected measured inclusive photon spectrum [27] via the relation $γ_{\text{direct}} = (1 - 1/\langle R_γ \rangle)γ_{\text{incl}}$, which has much larger systematic uncertainties because the conversion probability, the $e^+e^−$ pair efficiency, and acceptance do not cancel.

Figure 7 shows the direct photon $p_T$ spectra for minimum bias and our previously published $Au+Au$ data from Refs. [2,37]. Also shown are the $p + p$ photon data from PHENIX. The lowest $p_T$ points (open circles) come from a virtual photon measurement [2], while the open squares and open triangles are from the analysis of the 2004 [35] and 2006 [36] data sets, respectively. The dashed curve is the joint fit to the $p + p$ data with a functional form $a(1 + p_T^2/b)^c$. This shape was used in Ref. [2]. Including new data in the fit [36], we find parameters $a = (8.3 ± 7.5) \times 10^{-3}, b = 2.26 ± 0.78$, and $c = −3.45 ± 0.08$. Note that the systematic uncertainties are highly correlated. Also, the lowest actual data point in the fit is at $p_T = 1$ GeV/c.

The solid curve in Fig. 7 is the $p + p$ fit scaled by the corresponding average number of binary collisions, $N_{\text{part}}$, for minimum-bias collisions, as calculated from a Glauber Monte Carlo simulation [38]. Below $p_T = 3$ GeV/c, an enhancement above the expected prompt production ($p + p$) is observed. The enhancement has a significantly smaller inverse slope than the $N_{\text{coll}}$ scaled $p + p$ contribution.

Figure 8 shows that we observe similar behavior when investigating the centrality dependence in more detail. The solid curves are again the $p + p$ fit scaled by the respective number of binary collisions, and they deviate significantly from the measured yields below $3$ GeV/c.

Finally the direct photon contribution from prompt processes (as estimated by the $N_{\text{coll}}$ scaled $p + p$ direct photon yield, shown by the curve in Fig. 8) is subtracted to isolate...
the radiation unique to heavy ion collisions. The results are depicted in Fig. 9. While the origin of this additional radiation cannot be directly established (it could be, for instance, thermal and/or initial state radiation, or the dominant source could even be $p_T$ dependent), it is customary to fit this region with an exponential and characterize the shape with the inverse slope. Accordingly, shown on each panel is a fit to an exponential function in the range $0.6 < p_T < 2$ GeV/$c$. The inverse slopes are approximately 240 MeV/$c$ independent of centrality; see Table II. In contrast, the yield clearly increases with centrality. We have quantified this by integrating the photon yield above a threshold $p_T^\text{min}$. We varied the threshold from 0.4 to 1.4 GeV/$c$ to show that the centrality dependence does not result from a change of shape at low $p_T$ (see Fig. 10).

The yield increases with a power-law function $N_{\text{part}}^\omega$, this is illustrated by the linear rise of the yield with $N_{\text{part}}$ in the logarithmic representation shown on Fig. 10 together with fits to $A N_{\text{part}}^\omega$. The fit parameters are shown in Table III. The same power is observed independent of the $p_T$ cutoff, consistent with the spectra having the same shape independent of centrality. A simultaneous fit to the data in Fig. 10 results in an average value of $\alpha = 1.38 \pm 0.03(\text{stat}) \pm 0.07(\text{syst})$.

We have also considered the recently suggested scaling with the number of quark participants $N_{\text{qpart}}$, which works well for charged particle production [39]. Here $N_{\text{qpart}}$ is calculated with a Glauuber Monte Carlo simulation similar to $N_{\text{part}}$ by picking random locations for constituent quarks within the nucleus. While our data are better described by scaling with a power law in $N_{\text{part}}$, they are also consistent with a power-law function $N_{\text{qpart}}^\omega$, where $N_{\text{qpart}}$ is the number of quark participants. In this case we find an exponent of $\beta = 1.27 \pm 0.07(\text{stat}) \pm 0.07(\text{syst})$.

In most theoretical models thermal photon emission involves binary collisions of constituents, partons or hadrons, in hot and dense matter. Thus the emission rate from a unit volume should be proportional to the square of the number of constituents, while bulk particle production should scale
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with the number of constituents [23,40]. Because particle production is approximately proportional to $N_{\text{part}}$ one might expect thermal photon emission to scale as $N_{\text{part}}^2$ times a correction for the increasing reaction volume with centrality. The increasing volume will reduce the centrality dependence, so that one expects $1 < \alpha < 2$ for thermal photon emission, just as observed.

Recent theoretical studies of the centrality dependence confirm our finding that the yield of thermal photon emission increases approximately with a power-law function of $N_{\text{part}}$ in the PHSD transport approach the power $\alpha$ is approximately 1.5 [41], with no evident change in the shape of the spectra with centrality, very similar to our data. A hydrodynamic model [42] shows a power-law increase of the yield with a power $\alpha$ in the range from 1.67 to 1.9, increasing monotonically as the lower integration threshold increases from 0.4 to 1.4 GeV/c. Photon production in a glasma phase [22] was predicted to scale with $N_{\text{part}}^{\alpha}$ with $1.47 < \alpha < 2.2$. Other new production mechanisms, proposed to address the large $v_2$, have distinctly different centrality dependence. The yield from enhanced thermal photon emission in the strong magnetic field is expected to decrease with centrality, as the strength of the field weakens with decreasing impact parameter [19]. The thermal photon yield should thus increase more slowly than expected from standard processes, but a quantitative estimate is not yet available.

V. SUMMARY AND CONCLUSIONS

We have isolated the low-momentum direct photon yield emitted in Au + Au collisions. The shape of the $p_T$ spectra does not depend strongly on centrality, with an average inverse slope of 240 MeV/c in the range from 0.6 to 2 GeV/c. The yield increases with centrality as $N_{\text{part}}^{\alpha}$ with $\alpha \sim 1.4$. In conclusion, these results will help distinguish between different photon-production mechanisms and will constrain models of the space-time evolution of heavy ion collisions.
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