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A SPATIALLY DESCRIPTIVE, TEMPORALLY DYNAMIC STATISTICAL MODEL WITH APPLICATIONS TO ATMOSPHERIC PROCESSES
1 Background

Perhaps, it could be argued, we humans have a fundamental need to understand the world in which we live. At least, it is safe to say that it is usually in our best interest to do so. One feature of our world where this is certainly true is the atmosphere, specifically its long-term (i.e., climate) and short-term (i.e., weather) variability. In fact, one doesn't have to look too far to see the impact of weather and climate in virtually every aspect of our daily lives. Atmospheric influences are evident in agriculture, commerce, travel, recreation, and so forth. Consequently, characterization of atmospheric variability is more than just a curiosity, it is essential.

Broadly, we might say that the atmosphere/ocean system can be described as the superposition of a set of deterministic, multivariate, and nonlinear interactions over an enormous range of spatial and temporal scales. In order to understand this system, we must observe, summarize, make inference, and ultimately predict its behavior at each scale of variability, as well as the interaction between these scales. Unfortunately, although the system is deterministic in principle, our knowledge is incomplete at each of the observation, summarization, and inference stages, and thus our understanding of the atmosphere is clouded by uncertainty. Consequently, by the time we get to the prediction phase, our lack of certainty, combined with the nonlinear dynamics of the system, contributes to what is now known as dynamical chaos. As originally outlined by Lorenz(1963), chaos implies a fundamental lack of predictability. However, all is not lost, as over the last 100 years or so, the science of statistics has given us
many tools with which to evaluate, quantify, and exploit probabilistic uncertainty. Although we are always faced with the inherent chaotic nature of the atmosphere/ocean system, we can approach many of the relevant scientific questions from a probabilistic viewpoint, which allows us to make useful inferences in the presence of uncertainty, at least for relatively large spatial scales and relatively short temporal scales. Furthermore, we are then able to look for possible associations within and between variables in the system, which may allow us to extend our still incomplete physical theory.

Central to the observation, summarization, inference, and prediction of the atmosphere/ocean system is data. Unfortunately, all data come bundled with error. This is an inescapable fact of scientific life. In particular, along with the obvious errors associated with the measuring, manipulating, and archiving of data, there are errors due to the discrete spatial and temporal sampling of an inherently continuous system. Consequently, there are always scales of variability that are unresolvable, and which will surely contaminate the observations. In atmospheric science, this is considered a form of "turbulence", and corresponds to the well-known aliasing problem in time-series analysis (e.g., Chatfield 1989, p. 126) and the "nugget effect" in geostatistics (e.g., Cressie 1993, p. 59). Furthermore, atmospheric and oceanic data are rarely sampled at spatial or temporal locations that are optimal for the solution of a specific scientific problem. For instance, there is an obvious bias in data coverage towards areas where population density is large and, due to the cost of obtaining observations, towards a country whose Gross Domestic Product (GDP) is relatively large. Thus, the location of a measuring site and its temporal sampling frequency may have very little to do with science. Therefore, to gain scientific insight, we must consider these uncertainties when framing our questions, choosing our analysis techniques, and interpreting our results. This task is complicated further since atmospheric and oceanic data are nearly always correlated in space and time. In this case most of the traditional statistical methods taught in introductory statistical methods courses (which assume independent and identically distributed data) do not apply.

Traditionally, researchers in the atmospheric and related sciences have generally focused on
relatively simple time-series approaches and, outside of the data assimilation area of speciality, simple descriptive spatial techniques. These approaches have proven very valuable. However, as our already enormous data sets keep growing due to new observing platforms (e.g., satellite, radar, lidar, and profiler data), and as we ask more penetrating scientific questions with possibly severe implications (e.g., "given the observations to date, is there evidence of anthropogenic climate change?"), we must have more sophisticated techniques with which to handle the uncertainty in the data. Atmospheric scientists have risen to the challenge in recent years, and have exploited spatio-temporal methods such as Empirical Orthogonal Functions or EOFs (e.g., Lorenz 1956; Preisendorfer 1988), spatio-temporal Canonical Correlation Analysis or CCA (e.g., Glahn 1968; Bretherton et al. 1992), and Principal Oscillation Patterns or POPs (e.g., Hasselmann 1988; von Storch et al. 1988, 1994). These are excellent tools with which to summarize data and have, to a lesser extent, sometimes been considered for prediction. However, often the assumptions under which these methods should be used are either poorly understood or ignored. Furthermore, as typically used, such methods contain no mechanism for spatial prediction. This is unfortunate since incomplete spatial sampling of the atmosphere makes spatial prediction an issue of critical importance. It is apparent that there is a need for additional spatio-temporal methods in the atmospheric sciences.

There have been some notable recent attempts to systematically introduce statistical ideas to the atmospheric science community (e.g., Thiébaux 1994; Wilks 1995), although the scope of these works is relatively broad. My goal in this dissertation is to continue to narrow the gap between the need for atmospheric science related spatio-temporal methods, and modern statistical approaches to such methods. To do this, I will first provide an overview of spatio-temporal statistical methods commonly used in the atmospheric sciences, from a statistical point of view. Next, I will use statistical techniques ranging from the very simple (e.g., harmonic analysis) to "state-of-the-art" (e.g., autoregressive cyclic spectral analysis) to characterize the variability of outstanding atmospheric science problems concerned with the spatial structure of the extratropical semi-annual cycle, and temporal variability of mixed-Rossby gravity waves over the
tropical Pacific. Finally, I will develop and implement a new and very general spatio-temporal statistical model that is both spatially descriptive and temporally dynamic. This model is applied to monthly precipitation data over the South China Sea.

2 Dissertation Organization

The dissertation is organized according to a “paper format”. Following the General Introduction, a preliminary chapter is included to provide an overview of spatio-temporal statistical methods in the atmospheric sciences. This is then followed by three studies which have been, or will be, submitted for publication in an appropriate atmospheric science or statistics journal. Each paper is self-contained and includes a full literature review. Since each paper is independent, equation numbers only apply to the paper at hand. The papers are then followed by a general conclusion. A brief summary of each chapter is described below.

2.1 Spatio-Temporal Statistical Methods in the Atmospheric Sciences

In this overview, I examine the traditional spatio-temporal statistical methods used in the atmospheric sciences. These methods are considered from a statistical perspective. Although this section is primarily a review, many of the statistical issues that are considered have not, to my knowledge, been considered in the context of these methods. As a consequence, several “open questions” are posed in this review.

2.2 On the Semiannual Variation in the Northern Hemisphere Extratropical Height Field

Based upon the application to atmospheric data of a recent signal-processing technique for identifying periodic components in the presence of unknown noise (Wikle et al. 1995), it became clear that there is a distinct semiannual oscillation (SAO) in most atmospheric variables. It was also clear that the strength of this SAO signal varies depending on spatial location. Since no unified view of the extratropical Northern Hemisphere (NH) SAO has been published, I
sought to find a mechanism by which the SAO spatial variation could be characterized. Along with Professor T.-C. Chen, I discovered that the NH midlatitude SAO in 500hPa geopotential height could be explained almost entirely as a result of spatial and temporal asymmetries in the annual variation of the stationary eddies. We then concluded that the mechanism for the SAO in the NH is simply a result of land-sea contrasts, similar to the mechanism proposed by van Loon (1967) for the Southern Hemisphere (SH) SAO. There is a fundamental difference, however, in that the NH extratropics are dominated by east-west land-sea contrasts due to the large continental land masses in the NH, while the SH land-sea contrast reflects the north-south differential heating between Antarctica and the surrounding ocean. These results are important primarily for their application to sensitivity tests of atmospheric general circulation models (GCMs). In particular, before we can accept GCM results related to interannual and interdecadal variability, we must be sure that they can properly simulate the relatively simple components of the atmospheric seasonal cycle, namely the SAO. To date, they are not able to do this.

2.3 Seasonal Variation of Lower Stratospheric Mixed Rossby-Gravity Waves over the Tropical Pacific

It has long been understood that the atmospheric general circulation is principally driven by diabatic heating with its centers located in the tropics. This diabatic heating is mostly attributable to the latent heat released from cumulus convection. Moreover, it has been shown that tropical planetary waves can be modulated by this diabatic heating. Thus, since tropical convective activity is known to show semiannual variability (e.g., Chen and Wu 1992), we would expect to see a semiannual signal in equatorial wave activity.

Along with Dr. R. Madden of the National Center for Atmospheric Research (NCAR) and Professor T.-C. Chen, I examined the seasonal variability of mixed Rossby-gravity waves (MRGWs) in lower stratospheric wind measurements over the equatorial Pacific. Utilizing the seasonally varying spectral analysis procedure developed by Madden (1986) and the recently developed autoregressive cyclic spectral analysis technique (e.g., Sherman and White 1995), I
found that there are significant twice-yearly peaks in MRGW activity, with peaks occurring in winter-early spring and in summer-early fall. In addition, the seasonally varying spectral analysis suggested that there is a previously unknown convergence of horizontal momentum flux associated with these waves, and that the sign of that convergence is different during the times of the two seasonal maxima. There was also an indication from the cyclic spectral analysis that the frequency of the MRGWs may be different during the two maxima.

2.3.1 A Spatially Descriptive, Temporally Dynamic Statistical Model with Applications to Atmospheric Processes

In this paper, with Professor N. Cressie, a new spatio-temporal statistical model is proposed that attempts to consider the influence of both temporal and spatial variability. Unlike the traditional spatio-temporal methods used in the atmospheric science literature (and outlined in the first chapter of this dissertation), this method is mainly concerned with prediction in space and time. Our predictive model is temporally dynamic in that it exploits the unidirectional flow of time in an autoregressive framework. In addition, the model is spatially descriptive in the sense that although spatial correlation is modeled by a spatially colored noise process, no causative interpretation is associated with this noise. With the inclusion of measurement error, this formulation naturally leads to the development of a spatio-temporal Kalman filter. We can then use this Kalman filter to predict at future times and at locations for which we do not have data. We demonstrate this method through simulation and show its utility to atmospheric science by using it to predict monthly precipitation throughout the data-sparse South China Sea region.
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SPATIO-TEMPORAL STATISTICAL METHODS
IN THE ATMOSPHERIC SCIENCES

1 Introduction

Since virtually all meteorological and climatological processes involve variability over both space and time, it is imperative that statistical models for these processes also consider spatio-temporal variability. The atmospheric science literature contains many examples of statistical methods that capture various forms of spatio-temporal variability, both in diagnostic and prognostic applications. These methods include Empirical Orthogonal Function (EOF), Principal Interaction Pattern (PIP), Principal Oscillation Pattern (POP), and Canonical Correlation Analysis (CCA) techniques. There are often underlying assumptions and approximations associated with the application of these techniques that do not seem to be recognized or, at least, they are not reported. In particular, issues such as discrete vs. continuous space and time, prognostic vs. diagnostic application, measurement error vs. no measurement error, and the statistical criterion against which the methodology under consideration is optimal are not always considered explicitly.

My goal in this review is to examine the traditional spatio-temporal statistical methods used in the atmospheric sciences from a more statistical perspective. In addition, I shall try to emphasize the practical scientific motivation for these methods as they are (or should be) applied in the atmospheric sciences. Many of the statistical issues that are considered have not, to my knowledge, been considered in the literature. Thus, there may be several “open questions” that are posed along the way.
1.1 Notation and General Model Assumptions

Assume that we are given observations of a spatio-temporal process $Z(s; t)$ at spatial locations $s \in \{s_1, s_2, \ldots, s_n\}$ in some spatial domain $D_z$ and time $t \in \{1, 2, \ldots, T\}$, where $D_z$ is assumed to be two-dimensional Euclidean space unless otherwise noted. We may also have observations of some process $X(r; t)$ at spatial locations $r \in \{r_1, r_2, \ldots, r_m\} \subset D_x$ and time $t \in \{1, 2, \ldots, T\}$, where $D_x$ is some spatial domain such that $D_z$ and $D_x$ may overlap, depending on the application. In some cases we will assume that there is measurement error associated with the observation of these processes.

2 Empirical Orthogonal Function (EOF) Analysis

EOF analysis is the geophysicist's manifestation of the classic eigenvalue/eigenvector decomposition of a correlation (or covariance) matrix. In its discrete formulation, EOF analysis is simply Principal Component Analysis or PCA (e.g., Hotelling 1933), while in the continuous framework, it is simply a Karhunen-Loève (K-L) expansion (e.g., Loève 1963). Depending on the application, EOFs are usually used:

- in a diagnostic mode to find principal (in terms of explanation of variance) spatial structures, along with the corresponding time variation of these structures, and
- to reduce the degrees of freedom (spatially) in large geophysical data sets while simultaneously reducing noise.

An extensive review of EOFs, their theory, and their application to meteorology and oceanography is contained in Preisendorfer (1988).

One finds in the meteorological literature, extensive use of EOFs since their introduction by Lorenz (1956). For example, they have been used for describing climate (e.g., Kutzbach 1967; Barnett 1977), for comparing simulations of general circulation models (e.g., Preisendorfer and Barnett 1983), for developing regression forecast techniques (e.g., Peagle and Haslam 1982), in weather classification (e.g., Christensen and Bryson 1966), in map typing (e.g., Richman 1981),
in the interpretation of geophysical fields (Olbed and Creutin 1986), and in the simulation of
random fields, particularly non-homogeneous processes (Braud and Obled 1991). In addition,
as in the psychometric literature for PCAs and as advocated by Richman (1981,1986) and
others, orthogonal and oblique rotation of EOFs often aids in the interpretation of meteo­
orlogical data. Furthermore, because EOFs have difficulty resolving traveling wave disturbances,
complex EOF analysis was introduced by Wallace and Dickinson (1972) and was shown to
be very useful in applications to certain meteorological problems (e.g., Wallace 1972; Barnett

In the remainder of this section, I will briefly present the K-L expansion, show how the
discrete EOF formulation can be derived in a PCA context, and present a couple of issues
related to EOFs and measurement error that have not been considered in the literature. Finally,
I will briefly consider the central idea behind some variations of EOF analysis, namely, complex
EOF analysis, multivariate EOF analysis, and extended EOF analysis.

2.1 Continuous K-L Formulation

We first consider a continuous spatial process measured at discrete time intervals. Our
goal is to find an optimal and separable orthogonal decomposition of a spatio-temporal process
\(Z(s; t)\). That is, we want

\[Z(s; t) = \sum_{k=1}^{\infty} a_k(t) \phi_k(s)\]

such that the \(\text{var}(a_1(t)) > \text{var}(a_2(t)) > \ldots\), and \(\text{cov}(a_i(t), a_k(t)) = 0\) for all \(i \neq k\). A well-
known solution to this problem is obtained through a Karhunen-Loève (K-L) expansion (e.g.,
see Papoulis 1965, p. 457-461). Suppose,

\[E[Z(s; t)] = 0,\]

and define the covariance function as

\[E[Z(s; t)Z(r; t)] = c^2_0(s, r),\]
which need not be stationary in space, but is assumed to be invariant in time. The K-L expansion then allows the covariance function to be decomposed as follows:

\[ c_0^Z(s, r) = \sum_{k=1}^{\infty} \lambda_k \phi_k(s) \phi_k(r), \]  

(4)

where \( \{\phi_k(\cdot) : k = 1, \ldots, \infty\} \) are the eigenfunctions and \( \{\lambda_k : k = 1, \ldots, \infty\} \) are the associated eigenvalues of the Fredholm integral equation

\[ \int_D c_0^Z(s, r) \phi_k(s) \, ds = \lambda_k \phi_k(r), \]  

(5)

where

\[ \int_D \phi_k(s) \phi_l(s) \, ds = \begin{cases} 1 & \text{for } k = l, \\ 0 & \text{otherwise}. \end{cases} \]  

(6)

Assuming completeness of the eigenfunctions, we can then expand \( Z(s; t) \) according to

\[ Z(s; t) = \sum_{k=1}^{\infty} a_k(t) \phi_k(s), \]  

(7)

where we call \( \{\phi_k(s) : s \in D\} \) the \( k \)-th EOF and often refer to the associated time series \( a_k(t) \) as the \( k \)-th principal component time series, or “amplitude” time series. This time series is derived from the projection of the \( Z \) process onto the EOF basis,

\[ a_k(t) = \int_D Z(s; t) \phi_k(s) \, ds. \]  

(8)

It is easy to verify that these time series are uncorrelated, with variance equal to the corresponding eigenvalues; that is,

\[ E[a_i(t) a_k(t)] = \delta_{ik} \lambda_k, \]  

(9)

where \( \delta_{ik} \) equals one when \( i = k \), and equals zero otherwise.

If we truncate the expansion (7) at \( K \), yielding

\[ Z_K(s; t) = \sum_{k=1}^{K} a_k(t) \phi_k(s), \]  

(10)

then it can be shown (e.g., Freiberger and Grenander 1965; Davis 1976) that the finite EOF decomposition minimizes the variance of the truncation error, \( E\{[Z(s; t) - Z_K(s; t)]^2\} \), and is thus optimal in this regard when compared to all other basis sets.
Since data are always discrete, in practice we must solve numerically the Fredholm integral equation (5) to obtain the EOF basis functions. Cohen and Jones (1986) and Buell (1972,1975) give numerical quadrature solutions to this problem. The numerical quadrature approaches for discretizing the integral equation succeed in that they give estimates for the eigenfunctions and eigenvalues that are weighted according to the spatial distribution of the data locations, but only for the eigenfunctions at locations \{s_1, \ldots, s_n\} for which there are data. Obled and Creutin (1986) have presented an elegant method for discretizing the K-L integral equation and for interpolating the eigenfunctions to locations where data are not available. See the third paper of this dissertation for an example of this approach.

2.2 Discrete EOF Analysis

Although the continuous K-L representation of EOFs is the most realistic from a physical point-of-view, it is only rarely considered in applications. This is due simply to the discrete nature of data observations and the added difficulty of solving the K-L integral equation. Let us consider a discrete EOF analysis by using the PCA formulation as given in standard multivariate statistics books (e.g., Johnson and Wichern 1992), but according to the spatio-temporal notation we have introduced. In that case, let

\[
Z(t) = (Z(s_1;t), \ldots, Z(s_n;t))'
\]

and define the \(k\)-th EOF \((k = 1, \ldots, n)\) to be

\[
\psi_k \equiv (\psi_k(s_1), \ldots, \psi_k(s_n))',
\]

where \(\psi_k\) is the vector in the linear combination

\[
a_k(t) = \psi_k'Z(t).
\]

Furthermore, \(\psi_1\) is the vector that allows \(\text{var}(a_1(t))\) to be maximized subject to the constraint \(\psi_1'\psi_1 = 1\). Then \(\psi_2\) is the vector that maximizes \(\text{var}(a_2(t))\) subject to the constraint \(\psi_2'\psi_2 = 1\) and \(\text{cov}(a_1(t), a_2(t)) = 0\). Thus, \(\psi_k\) is the vector that maximizes \(\text{var}(a_k(t))\) subject to the
orthogonality constraint
\[ \psi_k' \psi_k = 1 \] (14)
and
\[ \text{cov}(a_k(t), a_j(t)) = 0, \text{ for all } k \neq j. \] (15)
This is equivalent to solving the eigensystem
\[ C_0^Z \Psi = \Psi \Lambda, \] (16)
where
\[ C_0^Z = E[Z(t)Z(t)'] \] (17)
\[ \Psi = (\psi_1, \ldots, \psi_n) \] (18)
\[ \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n), \] (19)
and where
\[ \text{var}(a_i(t)) = \lambda_i, \ i = 1, \ldots, n. \] (20)
Then the solution of (1.16) is obtained by a symmetric decomposition of \( C_0^Z \),
\[ C_0^Z = \Psi \Lambda \Psi', \] (21)
which is the PCA formulation.

It is straightforward to show (e.g., Cohen and Jones 1969; Buell 1972) that if a discretization of the K-L integral equation assumes equal areas of influence for each observation location, then such a discretization is equivalent to the PCA formulation of EOFs. Conversely, an EOF decomposition of irregularly spaced data without consideration of the relative area associated with each observation location leads to improper weighting of the significance of each element of the covariance matrix \( C_0^Z \). This can give erroneous results in the EOF analysis. The distinction between EOFs on a regular grid and on an irregular grid is the source of many incorrect applications of the technique in the literature. For a discussion of the effects of ignoring this distinction, see Karl et al. (1982).
2.3 EOFs in the Presence of Measurement Error

The EOF decomposition in the presence of measurement error has not been considered in the literature. We assume that the process \( Z(\cdot; \cdot) \) is the sum of a smooth signal of interest \( Y \) and additive noise,

\[
Z(t) = Y(t) + \epsilon(t),
\]

(22)

where

\[
Y(t) \equiv (Y(s_1; t), \ldots, Y(s_n; t))',
\]

(23)

\[
\epsilon(t) \equiv (\epsilon(s_1; t), \ldots, \epsilon(s_n; t))'.
\]

(24)

Taking the variance of \( Z(t) \) gives

\[
C_0^Z = C_0^Y + C_0^\epsilon,
\]

(25)

where

\[
C_0^Y \equiv \text{var}[Y(t)]
\]

(26)

\[
C_0^\epsilon \equiv \text{var}[\epsilon(t)].
\]

(27)

Now, assuming regularly spaced observations, we can show that

\[
\Psi \Lambda \Psi' = C_0^Y + C_0^\epsilon.
\]

(28)

If we let the measurement error be white noise with variance \( \sigma^2 \), then

\[
C_0^\epsilon = \sigma^2 I = \sigma^2 \Psi \Psi',
\]

(29)

and

\[
C_0^Y = \Psi(\Lambda - \sigma^2 I)\Psi'.
\]

(30)

Now, if we let

\[
Y(s; t) = \sum_{k=1}^{n} a_k^*(t) \psi_k(s),
\]

(31)

where

\[
a_k^*(t) \equiv \psi_k^* Y(t).
\]

(32)
Then,

$$E[a^*(t)a^*(t)'] = \Lambda - \sigma^2 I,$$  \hspace{1cm} (33)

where

$$a^*(t) \equiv (a_1^*(t), \ldots, a_n^*(t))'.$$  \hspace{1cm} (34)

Thus, the noisy $Z$ process and the smooth $Y$ process have the same eigenfunctions \{\psi_k\}, but different eigenvalues (i.e., \{\lambda_k\} and \{\lambda_k - \sigma^2\}, respectively). In addition, the amplitude time series for both processes have the same mean (zero), but the variance of the $Y$ process amplitude time series amplitude is less (as expected). Thus, if white measurement error is present (and it always is with observational data), then the spatial EOF spatial patterns (i.e., the \{\psi_k\}) are not affected, but the variance explained by each pattern must be adjusted accordingly. This is seldom (if ever) done in practice.

### 2.4 EOFs as a Method of Smoothing

The truncated EOF expansion in the discrete framework is given by

$$Z_K(s; t) = \sum_{k=1}^{K} a_k(t)\psi_k(s).$$  \hspace{1cm} (35)

As was the case for the EOF truncation in continuous space (10), the EOF basis can be shown to minimize the variance of the truncation error (e.g., Davis 1976). In practice, it is common to assume that this truncation can be used as a prediction of the smooth process $Y$. That is,

$$\hat{Y}(s; t) \equiv Z_K(s; t).$$  \hspace{1cm} (36)

Although not considered in the literature, it is natural to ask if this is an optimal predictor.

To investigate the optimality of (36), we consider the space-only process analogous to (22), that is,

$$Z(s) = Y(s) + \epsilon(s).$$  \hspace{1cm} (37)

Assume we have data at $n$ locations \{s_1, \ldots, s_n\} and that we are interested in predicting $Y(s_i)$ from $Z \equiv (Z(s_1), \ldots, Z(s_n))'$. If we assume that $Z(\cdot)$ is Gaussian, then the optimal predictor
is just a linear predictor. After Cressie (1993, p. 110), this optimal predictor is given by

$$E[Y(s_i) | Z] = c^Y(s_i)[C^Z]^{-1}Z; \quad i = 1, \ldots, n,$$

(38)

where we have assumed that the means of $Z$ and $Y(s_i)$ are known to be zero, and we define

$$c^Y(s_i) \equiv \text{cov}(Y(s_i), Y)$$

(39)

and

$$C^Z \equiv \text{var}(Z)$$

(40)

and

$$Y \equiv (Y(s_1), \ldots, Y(s_n))^\prime.$$  

(41)

Now, if we let $E[\epsilon(s_i)\epsilon(s_k)] = \sigma^2_e$ for $i = k$, and equal to zero otherwise, then we can write

$$C^Z = C^Y + \sigma^2_e I,$$

(42)

where

$$C \equiv \text{var}(Y).$$

(43)

Now, since $C^Y$ is real and symmetric, we can write the following decomposition:

$$C^Y = \Psi \Lambda^* \Psi^\prime,$$

(44)

where the eigenvectors and eigenvalues are:

$$\Psi \equiv (\psi_1, \ldots, \psi_n)$$

(45)

$$\psi_k \equiv (\psi_k(s_1), \ldots, \psi_k(s_n))^\prime; \; k = 1, \ldots, n$$

(46)

$$\Lambda^* \equiv \text{diag}(\lambda_1^*, \ldots, \lambda_n^*).$$

(47)

Then, using the orthogonality $\Psi \Psi^\prime = \Psi^\prime \Psi = I$, we obtain

$$C^Z = \Psi \Lambda^* \Psi^\prime + \sigma^2_e I \Psi \Psi^\prime$$

$$= \Psi \Lambda \Psi^\prime,$$

(48)

(49)

where

$$\Lambda = \Lambda^* + \sigma^2_e I.$$

(50)
Now, (38) can be written
\[ E[Y(s_i) \mid Z] = c^Y(s_i) \Psi \Lambda^{-1} \Psi' Z. \] (51)

Furthermore, since
\[ E[Y(s_i)Y(s_j)] = \sum_{k=1}^{n} \lambda_k^* \psi_k(s_i) \psi_k(s_j), \] (52)
then
\[ c^Y(s_i) = \Psi \Lambda^* \psi(s_i), \] (53)
where
\[ \psi(s_i) \equiv (\psi_1(s_i), \ldots, \psi_n(s_i))^T; \quad i = 1, \ldots, n. \] (54)

In addition, as for the EOF case,
\[ Z = \Psi a, \] (55)
where
\[ a \equiv (a_1, \ldots, a_n)^T, \] (56)
and
\[ a_k = \psi_k' Z. \] (57)

We can then write the optimal predictor as
\[ E[Y(s_i) \mid Z] = \psi(s_i) \Lambda^* \Psi' \Psi \Lambda^{-1} \Psi' \psi, \] (58)
\[ = \sum_{k=1}^{n} \frac{\lambda_k^*}{\lambda_k^* + \sigma_i^2} a_k \psi_k(s_i). \] (59)

Now, the truncated predictor of interest is given by
\[ Z_K(s_i) = \sum_{k=1}^{K} a_k \psi_k(s_i); \quad i = 1, \ldots, n. \] (60)

Thus, the optimal predictor (59) is equivalent to the truncated predictor (60) in the trivial case where \( \sigma_i^2 = 0 \) and \( \sum_{i=K+1}^{n} a_i \psi_i(s_i) = 0 \). In general, setting (59) equal to (60) gives
\[ \sum_{k=1}^{K} \frac{\lambda_k^*}{\lambda_k^* + \sigma_i^2} a_k \psi_k(s_i) + \sum_{i=K+1}^{n} \frac{\lambda_i^*}{\lambda_i^* + \sigma_i^2} a_i \psi_i(s_i) = \sum_{k=1}^{K} a_k \psi_k(s_i), \] (61)
which results in the equality constraint
\[
\sum_{k=1}^{K} \left( \frac{\lambda_k^*}{\lambda_k^* + \sigma_e^2} - 1 \right) a_k \psi_k(s_i) = - \sum_{l=K+1}^{n} \frac{\lambda_l^*}{\lambda_l^* + \sigma_e^2} a_l \psi_l(s_i) \quad ; \quad i = 1, \ldots, n.
\]

(62)

Clearly, (62) shows that if \( \sigma_e^2 = 0 \), then optimality is achieved if \( a_l = 0 \) or \( \lambda_l^* = 0 \) for \( l = K + 1, \ldots, n \). Thus, in the absence of measurement error, if the truncation parameter \( K \) is large so that the \( \lambda_l^* \) are very close to zero, then the truncated EOF smoothing technique is “nearly” optimal. However, in the presence of measurement error, the discrete orthogonality of the eigenvectors in (62) implies optimality when \( a_k = 0 \) for \( k = 1, \ldots, K \) and \( \lambda_l^* = 0 \) or \( a_l = 0 \) for \( l = K + 1, \ldots, n \). Under such conditions, one would probably not be interested in an EOF analysis. Thus, we can state that \( Z_K(s_i) \) is \textit{not in general} an optimal predictor of \( Y(s_i) \). Consequently, the smoothed quantity \( Z_K(s_i) \) should be viewed as an \textit{ad hoc} method for removing noise.

2.5 Estimation of EOFs

Since the EOF analysis depends on the decomposition of a covariance matrix, we must estimate this matrix in practice. The traditional approach is based on the method of moments (MOM) estimation procedure. For example, in the discrete case with equally spaced observations, we need an estimate of
\[
C_0^Z = E[Z(t)Z(t)'],
\]

(63)

where \( Z(t) \) is assumed to have zero mean. The MOM estimator for an element of \( C_0^Z \),
\[
c_0^Z(s_i, s_j) \equiv E[Z(s_i; t)Z(s_j; t)], \quad \forall t,
\]

(64)
is given by
\[
c_0^Z(s_i, s_j) \equiv (1/T) \sum_{t=1}^{T} [Z(s_i; t) - \hat{\mu}_Z(s_i; t)][Z(s_j; t) - \hat{\mu}_Z(s_j; t)],
\]

(65)

where \( \hat{\mu}_Z(s_i; t) \) is an estimate of the mean of \( Z(s_i; t) \), for \( i = 1, \ldots, n \). This mean correction must be included since data quite typically show a nonzero mean. Possible choices of \( \hat{\mu}_Z(s_i; t) \)
include the time mean,

\[ \hat{\mu}_Z(s_i) \equiv (1/T) \sum_{t=1}^{T} Z(s_i; t), \]  

(66)

the space mean,

\[ \hat{\mu}_Z(t) \equiv (1/n) \sum_{i=1}^{n} Z(s_i; t), \]  

(67)

and the grand mean,

\[ \hat{\mu}_Z \equiv (1/nT) \sum_{t=1}^{T} \sum_{i=1}^{n} Z(s_i; t). \]  

(68)

To the best of my knowledge, the investigation of the proper choice for estimating the mean has not appeared in the literature. Typically, investigators use the time mean (66), but it is not at all clear that this is the best choice. Further investigation is needed. Perhaps, until a study of the effect of the different choices can be performed, the best thing is to use the grand mean (68).

Given an estimate \( \hat{C}_0^Z \) of \( C_0^Z \) that is symmetric and non-negative definite (so that all eigenvalues are greater than or equal to zero), an estimate of its eigenvectors and eigenvalues can be obtained through the diagonalization

\[ \hat{C}_0^Z = \hat{\Psi} \hat{\Lambda} \hat{\Psi}'. \]  

(69)

Note that Lawley (1956) derived approximate formulas for the bias and variance of the standard eigenvalue estimator. Later, von Storch and Hannoschock (1985) extended Lawley's results and considered the bias and variance in the EOF case. Based on theory and Monte Carlo simulation, they found that the sample eigenvalue \( \hat{\lambda}_k \) is a biased estimator of \( \lambda_k \). This bias is positive for the larger \( \lambda_k \)'s and negative for the smaller \( \lambda_k \)'s. They note that unbiased estimators can be constructed, but that the decrease in bias is accompanied by an increase in the variance of the estimator.

Furthermore, it has been shown that the sampling error associated with the estimated EOFs leads to numerical instability in the eigenvectors (e.g., Gray 1981; North et al. 1982). This has led to sampling-based selection strategies for the truncation level, K. Many of these are described in Preisendorfer (1988).
2.6 Variations on the Standard EOF Analysis

In this section, I shall briefly examine the idea behind several extensions of the standard EOF analysis described above.

2.6.1 Complex EOF Analysis

Consider a spatio-temporal process consisting of a sinusoid in one spatial dimension that is invariant in time:

$$Z(s, t) = B \sin(\lambda s),$$  \hspace{1cm} (70)

where $s$ is some location in one-dimensional space, $t$ is a time index, $B$ is an amplitude coefficient, and $\lambda$ is the spatial wave number, which is related to the wavelength $L$ such that $\lambda = 2\pi/L$. Now, consider the same sinusoid but allow it to have a temporal phase component (i.e., it can be considered as a wave in space which propagates in time):

$$Z(s, t) = B \sin(\lambda s + \omega t)$$

$$= B \cos(\omega t) \sin(\lambda s) - B \sin(\omega t) \cos(\lambda s),$$  \hspace{1cm} (72)

where $\omega$ is the temporal frequency. Thus, as the difference between (70) and (72) clearly shows, in order to characterize the phase propagation of such a sinusoid, we need information regarding the coefficients of the two components, $\sin(\lambda s)$ and $\cos(\lambda s)$, which are a quarter of a cycle out of phase. In time series analysis, this is analogous to the need for both the quadrature and co-spectrum between two time series in order to determine their spectral coherence and phase relationships (e.g., Chatfield 1989).

One advantage of the EOF approach described previously is its ability to compress the complicated variability of the original data set onto a relatively small set of eigenvectors. Unfortunately, such an EOF analysis only detects spatial structures that do not change position in time (analogous to equation (70) above). To extend the EOF analysis to the study of spatial structures that can propagate in time (e.g., analogous to equation (71) above), Wallace and Dickinson (1972) developed complex principal component analysis in the frequency domain.
The technique involves the computation of complex eigenvectors from cross-spectral matrices. The limitation of this technique is that it only gives the decomposition for individual (i.e., very narrow) frequency bands. Consequently, if the power of a phenomenon is spread over a wide frequency band (as is generally the case with physical phenomena), then several EOF spatial maps (one for each spectral estimate) are needed to evaluate the phenomenon. This complicates the physical interpretation.

Complex empirical orthogonal function (CEOF) analysis in the time domain was developed as an alternative to the frequency-domain approach described above. It was originally presented by Rasmusson et al. (1981), and has since been used by a number of investigators (e.g., Barnett 1983; Trenberth and Shin 1984). This method differs from the frequency-domain approach in that Hilbert transforms (see below) are used to shift the time series of the data at each location by a quarter cycle. Analogous to (72), the original data and its Hilbert transform allow the examination of propagating disturbances. Horel (1984) gives an excellent discussion of some of the theoretical and practical issues related to CEOF analysis. In our development, the method is described following the approach of Barnett (1983).

Consider \( \{Z(s_j; t) ; j = 1,\ldots, n\} \) as described previously. Under certain regularity conditions, \( Z(s_j; t) \) has a Fourier representation of the form

\[
Z(s_j; t) = \sum_{\omega} \alpha_j(\omega)\cos(\omega t) + \beta_j(\omega)\sin(\omega t),
\]

where \( \alpha_j(\omega) \) and \( \beta_j(\omega) \) are the Fourier coefficients, and \( \omega \) is the frequency (\( -\pi \leq \omega \leq \pi \)). Since the description of propagating features requires phase information, it is convenient to use the complex representation:

\[
Z^f(s_j; t) = \sum_{\omega} \gamma_j(\omega)e^{-i\omega t},
\]

where \( \gamma_j(\omega) = \alpha_j(\omega) + i\beta_j(\omega) \). Using the definition of \( \gamma_j(\omega) \), we can expand (74) to obtain:

\[
Z^f(s_j; t) = Z(s_j; t) + i\dot{Z}(s_j; t),
\]

where

\[
Z(s_j; t) = \alpha_j(\omega)\cos(\omega t) + \beta_j(\omega)\sin(\omega t),
\]
and,
\[ \hat{Z}(s_j; t) = \beta_j(\omega)\cos(\omega t) - \alpha_j(\omega)\sin(\omega t). \] (77)

The real part \( Z(s_j; t) \) is the original process and the imaginary part \( \hat{Z}(s_j; t) \) is the Hilbert transform of the original process, which is just the original process with its phase shifted in time by \( \frac{\pi}{2} \). Barnett (1983) gives several methods for estimating the Hilbert transform.

Now, the covariance matrix of \( Z^f(s_j; t) \) can be written as:
\[ C_0^{Z^f} = [c_0^{Z^f}(s_j, s_k)]_{j,k=1,\ldots,n} \] (78)

where
\[ c_0^{Z^f}(s_j, s_k) = E[Z^f(s_j; t)^*Z^f(s_k; t)], \] (79)

and where * denotes the complex conjugate. Note that \( C_0^{Z^f} \) is essentially the cross-spectral matrix averaged over all frequencies \( -\pi \leq \omega \leq \pi \), and thus leads to an average depiction of the propagating disturbances present in the data. If we are only interested in phenomena occurring over a certain spectral frequency range of \( \omega \), then we can filter accordingly the original process \( Z(\cdot; t) \) and its Hilbert transform \( \hat{Z}(\cdot; t) \) before the EOF analysis.

Since \( C_0^{Z^f} \) is Hermitian, it possesses real eigenvalues \( \{\lambda_k\} \) and complex eigenvectors,
\[ \gamma_k = (\gamma_k(s_1), \ldots, \gamma_k(s_n))^\prime; \quad k = 1, \ldots, n. \] (80)

The EOF representation of \( Z^f(\cdot; t) \), which optimally accounts for the variance of \( Z(\cdot; t) \) in the frequency band of interest, is:
\[ Z^f(s_i; t) = \sum_{k=1}^n a_k(t)\gamma_k(s_i), \] (81)

where the complex time-dependent principal components are given by:
\[ a_k(t) = \sum_{i=1}^n Z^f(s_i; t)\gamma_k(s_i). \] (82)

Four measures are generally used to examine the structure of the CEOFs.
• **Spatial Phase Function.** The spatial phase function is given by:

\[
\theta_k(s_i) = \arctan\left( \frac{\text{Im}\left(\gamma_k(s_i)\right)}{\text{Re}\left(\gamma_k(s_i)\right)} \right).
\]  

(83)

This function can take any value between \(-\pi\) and \(\pi\). In the case of the simple sinusoid with temporal phase \(\phi_t\), this corresponds to \(\phi_0\). In that case the spatial phase will go through one complete cycle \((2\pi)\) over the distance \(2\pi/l\). It should be noted that for data fields which include many different scales of variability, the spatial phase plot can be very difficult to interpret. The pre-filtering procedure described above generally improves interpretability.

• **Spatial Amplitude Function.** The spatial amplitude function is given by:

\[
S_k(s_i) = \left[\gamma_k(s_i)\gamma_k^*(s_i)\right]^{1/2}.
\]  

(84)

This function is interpreted in the same way as the eigenfunctions in traditional EOF analysis.

• **Temporal Phase Function.** The temporal phase function is given by:

\[
\xi_k(t) = \arctan\left( \frac{\text{Im}(a_k(t))}{\text{Re}(a_k(t))} \right).
\]  

(85)

Consider the simple sinusoid example in (71). For a fixed frequency \(\omega_0\), this temporal phase function would give \(\omega_0t\) (i.e., a linear relationship in time). In practice, this provides information as to the frequency of the dominant component of a particular eigenvector at a given time.

• **Temporal Amplitude Function.** The temporal amplitude function is given by:

\[
R_k(t) = [a_k(t)a_k^*(t)]^{1/2}.
\]  

(86)

This function corresponds to the amplitude time series as given in traditional EOF analysis.
2.6.2 Multivariate EOF Analysis

Often, we may be interested in the simultaneous analysis of two or more processes. Kutzbach (1967) used a form of EOF analysis which simultaneously considered several meteorological variables at many spatial locations and times. Preisendorfer (1988) considers this approach at length. A brief description of the basic idea behind this multivariate EOF analysis methodology follows.

Consider two fields observed over time at the same spatial locations; that is, consider \( Z(s_i; t) \) and \( X(s_j; t) \), where \( i = 1, \ldots, n; t = 1, \ldots, T \). Then, we can write

\[
W(t) = \left[ Z(t)^\prime X(t)^\prime \right]^\prime,
\]

where

\[
X(t) = (X(s_1; t), \ldots, X(s_n; t))^\prime,
\]

and \( Z(t) \) is defined in (11). Then, the covariance matrix of \( W(t) \) is given by

\[
C_0^W = E[W(t)W(t)^\prime].
\]

Thus, it is clear that this matrix includes off-diagonal submatrices that represent the covariance between \( Z(t) \) and \( X(t) \). As shown in Preisendorfer (1988, p.161-162), one can then obtain the EOF solution in the conventional manner by diagonalizing the \( C_0^W \) matrix; that is,

\[
C_0^W = \Psi_W \Lambda_W \Psi_W^\prime,
\]

where the columns of \( \Psi_W \) are the eigenvectors (i.e., EOFs) and \( \Lambda_W \) is a diagonal matrix containing the eigenvalues of \( C_0^W \). Then, the first \( n \) elements of the \( k \)-th eigenvector correspond to the portion of the \( k \)-th EOF for the \( Z \) process, and the last \( n \) elements correspond to the portion representative of the \( k \)-th EOF of the \( X \) process. Theoretically, there is no limit to the number of processes that could be considered simultaneously. However, there is a practical limitation to this procedure since the covariance matrix (89) can easily become very large if the number of observation locations or variables increases. Bretherton et al. (1992) compare
this approach to other multivariate methods such as Canonical Correlation Analysis and Singular Value Decomposition (see Section 5) and find that, in some cases, the multivariate EOF approach has large biases and does not perform well in small signal-to-noise ratio situations.

### 2.6.3 Extended EOF Analysis

Extended EOFs (e.g., Weare and Nasstrom 1982) are simply multivariate EOFs in which the additional variables are lagged versions of the same process. For example, we could let

\[ W(t) = [Z(t)Z(t-1)]' \]  
(91)

In this case, if temporal invariance is assumed, then the diagonal sub-matrices of \( C_0^W \) are equivalent, and the off-diagonal submatrices are just the lag-one correlation matrices

\[ C_{ft}^2 = E[Z(t)Z(t-1)]'. \]  
(92)

In this way, we can examine the propagation of EOF spatial patterns in time by noting that the first \( n \) eigencoefficients of a particular eigenvector correspond to the time zero representation of that EOF, and the second \( n \) eigencoefficients correspond to the lag one representation of the same EOF. This approach is closely linked with time-lagged CCA and the minimum/maximum autocorrelation factor (MAF) method in statistics. A brief comparison of these three approaches is presented in Section 5.3.

### 3 Principal Interaction Patterns (PIPs)

Principal Interaction Patterns (PIPs) were originally proposed by Hasselmann (1988) for the continuous time case. He considered a system represented by the state vector \( Z(t) \), whose evolution is governed by a set of first-order equations,

\[ \frac{dZ(t)}{dt} = \mathcal{F}(Z(t)), \]  
(93)

where \( \mathcal{F} \) is some (possibly) non-linear time-dependent function of \( Z(t) \). The goal is to construct a simplified dynamical model approximating (93) which involves a significantly smaller number
of dimensions $m : m < n$. von Storch et al. (1995) have explained PIPs from the discrete-time perspective using vector-space ideas. We shall adopt the discrete-time approach as well, although from a generalized least-squares point of view.

Our goal is to approximate the dynamical system $Z(t) \in R^n$ as being driven by a lower-dimensional dynamical system $a(t) \in R^m$. There is a statistical model underlying PIPs, which we write in the following form

$$Z(t) = Pa(t) + \epsilon(t)$$  \hfill (94)

$$a(t+1) = F(a(t), \beta, t) + \eta(t),$$  \hfill (95)

where $Z(t)$ are the observations at locations $\{s_1, \ldots, s_m\}$ and at time $t$; $P = [p_1, \ldots, p_m]$ is an $n \times m$ matrix with column vectors $p_i$, known as the PIPs; $F(\cdot)$ denotes a class of models that can be nonlinear in the dynamical variables $a(t)$ and, additionally, depends on a set of "free" parameters $\beta$; and $\epsilon(t), \eta(t)$ are, in general, unspecified error terms. We shall assume here that $\epsilon(t)$ is multivariate white noise and is uncorrelated with $\eta(t)$.

The PIP analysis is given below as a two-stage procedure.

Stage One:

Define the predictor

$$\hat{Z}(t) \equiv Pa(t).$$  \hfill (96)

Assuming $P$ known and $\text{var}[\epsilon(t)] = R$, the generalized least squares estimator of $a(t)$ can be obtained by minimizing

$$(Z(t) - Pa(t))'R^{-1}(Z(t) - Pa(t))$$  \hfill (97)

with respect to $a(t)$. Then the estimator of $a(t)$ is

$$\hat{a}(t) = (P'R^{-1}P)^{-1}P'R^{-1}Z(t).$$  \hfill (98)

Stage Two:

Now assume $a(t)$ is known and seek estimates of $P$ and $\beta$ by a generalized least squares difference between the derivatives of the $Z(\cdot)$ process and the predictor (96). Because we are
approaching the problem from a discrete time perspective, we consider the first-differences rather than the derivatives.

\[ U(t) \equiv Z(t+1) - Z(t) \]  
\[ = P[a(t+1) - a(t)] + \epsilon(t+1) - \epsilon(t) \]  
\[ = P[F(a(t), \beta, t) - a(t)] + \nu(t). \]

where

\[ \nu(t) \equiv P\eta(t) + \epsilon(t+1) - \epsilon(t). \]

Define

\[ \hat{U} \equiv P[F(a(t), \beta, t) - a(t)], \]

and

\[ \text{var}[\nu(t)] \equiv V. \]

Then, a generalized least-squares estimator of \( P \) and \( \beta \) is obtained by minimizing

\[ (U(t) - \hat{U}(t))'V^{-1}(U(t) - \hat{U}(t)) \]

with respect to \( P \) and \( \beta \).

This minimization is complicated by the fact that \( V \) is a function of \( P \) as can be seen from (102). Furthermore, if \( F(\cdot) \) is nonlinear, then some additional estimation complexity is present. Either way, the minimization of (105) is likely to require iteration. The two-stage formulation suggests that (98) and (105) could be used in an iterative procedure.

### 3.1 Application of PIPs

Until recently, a full implementation of PIPs had not been performed in the atmospheric sciences. As is usually the case for nonlinear regression with additive errors, the nonlinear function \( F(\cdot) \) should have some physical justification. Realistic models in the atmospheric sciences are quite complex systems of nonlinear equations and this complexity has slowed the implementation of PIPs. However, Achatz et al. (1995) have used PIPs in the examination...
of baroclinic wave life cycles. To the best of my knowledge, no one has tried a completely empirical approach to PIPs in which they let the data define the structure of the \( \mathcal{F}(\cdot) \) function. One simplification of PIPs, which has been used extensively, is known as Principal Oscillation Patterns (POPs) and will be examined in Section 4.

### 3.2 Alternate Views of PIPs

We note that equations (94) and (95) could be implemented in a Kalman filter framework. In particular, since the function \( \mathcal{F}(\cdot) \) is in general nonlinear, one would need to make use of one of the nonlinear Kalman filter approaches, such as the extended Kalman filter. This technique essentially uses the linear term in the Taylor series expansion of \( \mathcal{F}(\cdot) \) (e.g., Grewal and Andrews 1993, p.168-170). Perhaps surprisingly, this approach has not been used in the PIP literature. However, one could argue that this is the approach that has effectively been tried in some of the recent experimental Kalman filter approaches to the data assimilation problem in meteorology (e.g., Miller et al. 1994; Daley 1995), although it has not been recognized as such.

Because the first differences (99) are used in the estimation of parameters, we might also consider developing the model in a multivariate context in terms of \( Z(t) \) and \( U(t) \), where

\[
Z(t) = P a(t) + \epsilon(t) \quad (106)
\]

\[
U(t) = P [\mathcal{F}(a(t), \beta, t) - a(t)] + \nu(t) \quad (107)
\]

\[
a(t+1) = \mathcal{F}(a(t), \beta, t) + \eta(t), \quad (108)
\]

and

\[
\nu(t) \equiv P \eta(t) + \epsilon(t+1) - \epsilon(t). \quad (109)
\]

Such a system has not been investigated. However, it seems that it would be superior to the traditional PIP model because it includes cross-covariances between \( Z(t) \) and \( U(t) \), in a manner similar to that for cokriging in the geostatistical literature (e.g., Cressie 1993, p.138-142).
4 Principal Oscillation Patterns (POPs)

Principal Oscillation Patterns (POPs) were originally formulated as a specific case of PIPs by Hasselmann (1988). POPs were reformulated by von Storch et al. (1988) and extended to complex fields by Bürger (1993). Recent years have seen a substantial increase in the number of POP applications in the literature. A comprehensive overview of POPs can be found in von Storch et al. (1995).

In essence, POP analysis assumes that the (multivariate) data field has a temporal autoregressive structure of order one (AR(1)). A chief difference between POPs and other spatio-temporal decompositions (with the exception of PIPs) is that the eigenvectors (i.e., the spatial patterns) are not orthonormal. In addition, the eigenvectors can be characterized as the empirical "normal modes" of the (estimated) system matrix of the fitted AR(1) stochastic process.

4.1 Formulation of POPs

We hypothesize the following AR(1) model for the dynamical process \( Z(t) \):

\[
Z(t + 1) = BZ(t) + \eta(t),
\]

where \( B \) is an \( n \times n \) real matrix (possibly non-symmetric), \( \eta(t) \) is an \( n \times 1 \) additive error vector (often assumed to be Gaussian white noise) such that

\[
E[\eta(t)Z(t)'] = 0 \tag{111}
\]

\[
E[\eta(t)] = 0 \tag{112}
\]

\[
E[\eta(t)\eta(\tau)'] = C^\eta, \quad t = \tau; \quad 0, \text{ otherwise}. \tag{113}
\]

Thus, this model is a special case of the PIP model (94) and (95) in which there is no reduction in the order of the dynamical system (i.e., \( Z(t) = a(t) \)) and the two equations collapse into one. The function \( F(\cdot) \) is the matrix product using \( B \), and the system is linear and first-order Markov.

Note that if (110) is post-multiplied by \( Z(t) \) then, upon taking expectations, we obtain

\[
E[Z(t + 1)Z(t)'] = B E[Z(t)Z(t)'] + E[\eta(t)Z(t)']. \tag{114}
\]
Thus, we can solve for $B$ in

$$B = E[Z(t + 1)Z(t)'][E[Z(t)Z(t)']]^{-1}$$

$$= C_t^Z[C_0^Z]^{-1},$$

where

$$C_t^Z \equiv \text{cov}[Z(t + 1), Z(t)]$$

$$C_0^Z \equiv \text{var}[Z(t)],$$

and we have assumed $E[Z(t)]$ and $E[Z(t + 1)]$ to be zero, and that $C_0^Z$ is non-singular.

As shown by Rao (1973, p.43-44), for a non-symmetric matrix $A_{n \times n}$, the characteristic equation $|A - \lambda I| = 0$ has $n$ roots, some of which may be complex even if $A$ is real. Corresponding to a latent root $\lambda_i$ there are two vectors $p_i, q_i$ called the “right” and “left” singular vectors, such that

$$A p_i = \lambda_i p_i; \quad i = 1, \ldots, n$$

$$A' q_i = \lambda_i q_i; \quad i = 1, \ldots, n.$$ 

Rao then shows that

- $\{p_i\}$ are linearly independent and so are $\{q_i\}$,
- $p_i^* q_j = 0$ for $i \neq j$, where $^*$ denotes the Hermitian transpose (e.g., $a^* b = \sum_i a_i b_i$),
- If we let $p_i^* q_i = d_i$ and $D \equiv \text{diag}(d_i)$: $i = 1, \ldots, n$, then $A$ has the spectral decomposition

$$A = P \Lambda D^{-1} Q'$$

$$= \sum_{i=1}^n \frac{\lambda_i}{d_i} p_i q_i^*,$$

where we have assumed that the latent roots are distinct.

Using (122), we can decompose the AR(1) model matrix $B$ in (110) as

$$B = \sum_{i=1}^n \frac{\lambda_i}{d_i} \phi_i \psi_i^*,$$
where \( d_i \equiv \psi_i^* \phi_i \), \( \phi_i \) is the right singular vector of \( B \), and \( \psi_i \) is the left singular vector of \( B \), corresponding to the latent root \( \lambda_i : i = 1, \ldots, n \).

Now, note that because

\[
\sum_{i=1}^{n} \frac{\phi_i \psi_i^*}{d_i} = \Phi D^{-1} \Psi^* \tag{124}
\]
\[
= \Phi (\Psi^* \Phi)^{-1} \Psi^* \tag{125}
\]
\[
= I_{n \times n}, \tag{126}
\]

we can write

\[
Z(t) = \sum_{i=1}^{n} \frac{\phi_i \psi_i^*}{d_i} Z(t) \tag{127}
\]
\[
= \sum_{i=1}^{n} a_i(t) \phi_i \tag{128}
\]

where

\[
a_i(t) \equiv \frac{\psi_i^* Z(t)}{d_i}. \tag{129}
\]

Thus, the essence of the POP analysis is the decomposition represented by (128) and (129). The vectors \( \{ \phi_i \} \) are called principal oscillation patterns and, although they constitute a linear basis, they are not orthonormal. The time series \( a_i(t) \) are known as POP coefficients. We note that, although the \( \phi_i \) are not orthogonal with themselves, they are orthogonal with the normalized adjoint patterns \( \psi_i^* / d_i \).

4.2 Physical Implication of POPs

To gain insight into the physical meaning of the POPs, we consider an idealized discrete linear system (i.e., with no error term),

\[
Z(t + 1) = BZ(t). \tag{130}
\]

The eigenvectors \( \phi_i ; i = 1, \ldots, n \) of the \( B \) matrix are referred to as the system normal modes. Because \( B \) is not in general symmetric, some or all of its eigenvalues and eigenvectors are
complex. Furthermore, because $B$ is real, the complex conjugates $\lambda_i^*$ and $\phi_i^*$ also satisfy the
eigen-equation:

$$B\phi_i^* = \lambda_i^* \phi_i^*. \quad (131)$$

Now, if we multiply (130) by $\psi_j^*/d_j$, we obtain

$$a_j(t+1) = \frac{\psi_j^*}{d_j} \left[ \sum_{i=1}^{n} \frac{\lambda_i}{d_i} \phi_i \psi_i^* \right] Z(t) \quad (132)$$

$$= \frac{\psi_j^*}{d_j} \sum_{i=1}^{n} \lambda_i \phi_i a_i(t) \quad (133)$$

$$= \frac{\psi_j^*}{d_j} \phi_j \lambda_j a_j(t) \quad (134)$$

$$= \lambda_j a_j(t). \quad (135)$$

Equation (135) is a first-order homogeneous difference equation with solution (assuming
$a_j(0) = 1$)

$$a_j(t) = (\lambda_j)^t. \quad (136)$$

If $\lambda_j$ is complex and $i \equiv \sqrt{-1}$, then

$$\lambda_j \equiv \lambda_j^R + i\lambda_j^I, \quad (137)$$

which can be written in polar form as

$$\lambda_j^R = \gamma_j \cos(\omega_j) \quad (138)$$

$$\lambda_j^I = \gamma_j \sin(\omega_j). \quad (139)$$

Then,

$$\lambda_j = \gamma_j e^{i\omega_j}, \quad (140)$$

where

$$\gamma_j = \{ (\lambda_j^R)^2 + (\lambda_j^I)^2 \}^{1/2}. \quad (141)$$

Thus, (136) and (140) gives

$$a_j(t) = \gamma_j^t e^{i\omega_j t}, \quad (142)$$
which, under stationarity conditions ($|\lambda_j| \leq 1; j = 1, \ldots, n$), shows that $a_j(t)$ evolves as a damped spiral in the complex plane with a characteristic damping rate $\gamma_j$ and frequency $\omega_j$.

We now decompose the eigenvector (i.e., normal mode) $\phi_j$ as the sum of a real and an imaginary term:

$$\phi_j = \phi_j^R + i\phi_j^I.$$  \hspace{1cm} (143)

Then, noting that for $B$ real, the normal modes occur in complex conjugate pairs (if they are complex at all), and the general evolution of a damped normal mode (i.e., $\gamma_j \leq 1$) can be described in a two-dimensional subspace spanned by $\phi_j^R$ and $\phi_j^I$ (see e.g., von Storch et al. 1995). That is, the evolution of a damped mode occurs in a succession

$$\ldots \rightarrow \phi_j^R \rightarrow -\phi_j^I \rightarrow -\phi_j^R \rightarrow \phi_j^I \rightarrow \phi_j^R \rightarrow \ldots$$  \hspace{1cm} (144)

with a period of $2\pi/\omega_j$, each stage in (144) occurring a quarter of a cycle apart. Note that the time $\tau_j$ needed to reduce an initial amplitude $a_j(0)$ to $a_j(0)/\exp(1)$ is referred to as the e-folding time and is given by:

$$\tau_j \equiv -\frac{1}{\ln(\gamma_j)}. \hspace{1cm} (145)$$

### 4.3 Estimation of POPs

The previous section emphasized the physical motivation behind the POPs analysis. If the system were deterministic, then the normal mode approach would be sufficient. However, the AR(1) representation is stochastic and, as such, must consider the effect of the error process.

In order to perform the POP analysis in practice, the system matrix $B$ must be estimated. From (116) we see that a method-of-moments (MOM) estimator for $B$ is

$$\hat{B} = \hat{C}_1^Z [\hat{C}_0^Z]^{-1}, \hspace{1cm} (146)$$

where $\hat{C}_0^Z$ is a MOM estimator, as shown in (65). Similarly, the $(i, j)$-th element of $C_1^Z$ is given by,

$$c^Z_1(s_i, s_j) \equiv E(Z(s_i; t)Z(s_j; t - 1)). \hspace{1cm} (147)$$
so that the MOM estimator is
\[
\hat{c}_1^T(s_i, s_j) \equiv \frac{1}{T-1} \sum_{t=2}^{T} [Z(s_i; t) - \hat{\mu}_Z(s_i; t)][Z(s_j; t-1) - \hat{\mu}_Z(s_j; t-1)],
\] (148)
where possible choices for the mean estimator are discussed in Section 2.5.

The decomposition of \( \hat{\mathbf{B}} \) then gives estimated eigenvectors \( \hat{\phi}_j \), adjoints \( \hat{\psi}_j \), and eigenvalues \( \hat{\lambda}_j \), \( j = 1, \ldots, n \). The estimated eigenvectors are sometimes referred to as empirical normal modes, analogous to the deterministic decomposition. It is then assumed, sometimes erroneously, that these empirical normal modes behave as we would expect the deterministic normal modes to behave. For example, for damped empirical modes (i.e., \( \hat{\gamma}_j \leq 1 \), where \( \hat{\gamma}_j = |\hat{\lambda}_j| \)) we expect the succession (144). However, in the presence of error, this relationship may not hold. To check if this relationship is valid in practice, a cross-spectral analysis is often performed between the estimates of the real component \( a_j^R(t) \) and the imaginary component \( a_j^I(t) \) of \( a_j(t) \) which, according to the deterministic analysis, should vary coherently with a frequency \( \omega_j \) and phase lag \( \pi/2 \), \( a_j^R(t) \) lagging \( a_j^I(t) \).

4.4 Application of POPs

As with all of the spatio-temporal methods used in the atmospheric sciences, POP analysis can be applied as either a diagnostic or a prognostic tool. Both of these applications will be briefly examined in the following subsections.

4.4.1 Diagnostic Applications of POPs

In a diagnostic mode, POPs are used to examine the oscillation properties and spatial structure of dynamical processes in the atmosphere. In this case, one looks at the estimated frequencies \( \{\hat{\omega}_j\} \), amplitudes \( \{\hat{\gamma}_j\} \), and e-folding times \( \{\hat{\tau}_j\} \), as well as the amplitude time series \( \{\hat{a}_j(t)\} \) and eigenvectors \( \{\hat{\phi}_j\} \). These quantities give insight into the physical meaning behind the empirical normal modes. Often, one first filters the data (usually in time) to focus on a particular atmospheric phenomenon. Essentially, this is an ad hoc method for removing the error, so that the deterministic interpretation is more tenable. Clearly, there is no guarantee
that such a noise-reduction scheme is optimal (almost certainly, it is not), but the issue has not been addressed in the literature. After filtering, it is hoped that the spatial patterns of the empirical normal modes can illustrate the spatial structure of the phenomenon of interest as it evolves in time. For example, von Storch et al. (1988) used POPs to consider the equatorial 30-60 day oscillation (Madden and Julian 1971).

4.4.2 Prognostic Applications of POPs

Since POPs have an inherent AR(1) dynamical structure, they are ideally suited for prognostic applications. Analogous to the deterministic case (135), it is easy to show from (110) that

\[
a_j(t+1) = \lambda_j a_j(t) + \tilde{\eta}_j(t),
\]

where

\[
\tilde{\eta}_j(t) = \frac{\psi_j^* \eta(t)}{d_j}.
\]

The presence of the noise term clearly prevents the use of the deterministic normal mode results for prediction. However, this noise \(\tilde{\eta}_j(t)\) is typically ignored in practice. The justification is that usually only one empirical normal mode is considered to be of physical importance, so after prefiltering in favor of this mode, the noise is assumed to be negligible. This is a tenuous assumption. In spite of these reservations, predictions can be obtained from

\[
\hat{a}_j(t+1) = \hat{\gamma}_j e^{i\omega_j} \hat{a}_j(t),
\]

which then gives

\[
\hat{Z}_j(t+1) \equiv \hat{a}_j(t+1) \phi_j,
\]

and hence

\[
\hat{Z}(t+1) = \sum_{j=1}^{n} \hat{Z}_j(t+1),
\]

or some truncated version of (153). In the deterministic case, if we knew the location in the complex state space of the system at any given time, we could predict perfectly into the future. Clearly, the presence of noise limits the skill of any such approach. However, it is argued that
even in the presence of "unpredictable noise", such a scheme should be useful for short time leads (von Storch et al. 1995). It is not at all apparent that the noise \( \{ \tilde{\eta}_j(t) \} \) is necessarily "unpredictable". In fact, (150) shows that under Gaussian white noise assumptions for \( \eta(t) \), \( \tilde{\eta}_j(t) \) is simply a linear combination of Gaussian random variables, and so must itself be a Gaussian random variable, but with spatial dependence. We should then be able to use this dependence to increase our prognostic skill. This is the essence of time series and spatial prediction methodologies.

We note that the POP formulation and prediction methodology with a stationary model inherently assumes a decay in amplitude (since stationarity implies \( \gamma_j \leq 1; j = 1, \ldots, n \)). Thus, it is common to "respecify" the estimate of \( \gamma_j \), by setting it equal to one. In this case, the amplitude does not change with time (i.e., a persistence forecast of amplitude is assumed). Then, the frequency \( \omega_j \) takes on added importance since the choice of initial phase becomes critical. It is usually the case that \( Z(T) \) (i.e., the latest observations) are noisy, so that \( a_j(T) \) is too noisy to use in the prediction. Thus, some form of noise reduction is applied. Typically, this entails projecting the data onto a limited set of the first \( K \) EOFs (to smooth the data in space) and to apply a time filter. The EOF projection is useful for other reasons as explained below. Examples of POP forecasting can be found in Xu and von Storch (1990) and von Storch and Xu (1990) as well as von Storch et al. (1995). Clearly, the noise reduction referred to above is \textit{ad hoc}; optimal methods should increase the forecasting skill of POPs.

As mentioned above, the linear stationary nature of the POP methodology forces all oscillatory solutions to decay. In a diagnostic analysis this does not present a problem (and, actually, the decay rate can be useful information). However, it would seem to be quite inappropriate in the forecasting framework, particularly for the atmosphere, where most phenomena have amplitudes that are growing at some point in their evolution. Penland (1989) makes a strong case for using a large set of empirical normal modes in the forecast. In that case, constructive interference between the various empirical modes allows for the growth of certain multi-mode phenomena. Physically, this approach has much more appeal than the single mode approach.
While the POP approach has intuitive appeal in its deterministic form, perhaps the most glaring weakness of the approach is its treatment of error. In general, the error is simply ignored, leading to non-optimal predictions. In an attempt to deal with practical difficulties, a number of ad hoc "fix ups" have been used. We then ask the question, can POPs be reformulated in such a way as to account for the presence of error optimally? Kooperberg and O'Sullivan (1994) have recently addressed this issue with what they refer to as predictive oscillation patterns.

4.5 POPs on the EOF Basis

As mentioned in the previous section, before a POP analysis is conducted, the data can be projected onto a truncated set of EOFs in order to reduce the spatial dimension of the system. In that case, it is assumed that noise is then excluded from the analysis (although not optimally as we have shown in Section 2.4). The EOF expansion also improves the estimation from a practical numerical perspective, analogous to the use of principal components in linear regression (e.g., Draper and Smith 1981, p. 327-331). In the POP case, the estimate of $B$ given in (146) contains the inverse of $C_0^2$, which could be very unstable if the dimension of $n$ is large and the data are noisy. In that case, the smallest (and presumably, physically uninteresting) eigenvalues and associated eigenvectors of $C_0^2$ dominate the decomposition of $B$ (Kooperberg and O'Sullivan 1994). Thus, by projecting the data onto the first $K$ EOFs, we can reduce the spatial dimension from $n$ to $K$ and obtain a diagonal $C_0^2$ matrix that is quite easy to invert.

4.6 Extensions of POPs

In this section, some extensions of POPs are considered. Some, such as continuous time POPs, Complex POPs, and Cyclostationary POPs, have been considered in the literature. Others, such as POPs in the presence of measurement error, nonstationary POPs, and two-field POPs have not been considered, to the best of my knowledge.
4.6.1 POPs in Continuous Time

From a physical viewpoint, the time domain in the POP analysis should be considered as continuous. In that case, one must solve the appropriate Fokker-Planck equation to get a probabilistic solution to the stochastic differential equation describing the temporal evolution of the dynamical process of interest (e.g., Penland 1989). Penland (1989) and collaborators (Penland and Ghil 1993; Penland and Magorian 1993) have taken this approach and demonstrated its usefulness, particularly with regard to prognostic applications.

4.6.2 Complex POPs

Complex POP (CPOP) analysis was introduced by Bürger (1993) as an extension of conventional POP analysis. Bürger notes that while POP analysis is able to model traveling oscillations, they are unable to model standing oscillations (see Section 2.6.1 for an explanation of traveling and standing oscillations). In fact, he shows the inherent impossibility of modeling standing oscillations in first-order linear systems. So CPOP analysis is a natural extension to POP analysis, in many ways analogous to the relationship between EOFs and CEOFs. That is, CEOFs are able to detect traveling disturbances which cannot be detected by EOFs, and CPOPs can detect standing oscillations, which cannot be detected by POPs.

Just as for the CEOF analysis (Section 2.6.1), we write the system in terms of a new state process

\[ W(t + 1) = GW(t) + \eta(t), \]

where

\[ W(t) \equiv Z(t) + i\tilde{Z}(t), \]

and \( \tilde{Z}(t) \) is the Hilbert transform (Section 2.6.1) of \( Z(t) \). The CPOP analysis then proceeds in a similar manner to the POP analysis. However, since \( G \) is complex, its eigenvectors (i.e., the CPOPs) do not appear in complex conjugate pairs. von Storch et al. (1995) provides an excellent review of this approach.
4.6.3 Cyclostationary POPs

Traditional time series analysis techniques (including the vector autoregression case that is analogous to POPs) require an assumption of second-order stationarity (i.e., constant mean with autocorrelation depending only on time lag). This assumption clearly breaks down when the physical process under consideration has known cycles (i.e., solar influenced annual and semiannual cycles in atmospheric processes). In that case the mean and variance (at least) are also periodic. Traditionally, investigators remove these cycles, hoping that they then can satisfy the stationarity assumption (which typically, they cannot, at least with regard to the variance). However, from a statistical perspective, it makes sense to use the redundant information contained in the periodically correlated statistics optimally, rather than to remove it. An excellent discussion of the analysis of periodically correlated atmospheric time series can be found in Lund et al. (1995).

Blumenthal (1991) first published the idea of using periodically correlated statistics (i.e., cyclostationarity) in the POP framework. His approach is summarized in von Storch et al. (1995). In this case, the cyclostationary process is written as

$$Z(t, \tau + 1) = A(\tau)Z(t, \tau) + \eta(t, \tau),$$  \hspace{1cm} (156)

where $t$ and $\tau$ are integers such that $t$ counts the cycles (e.g., years) and $\tau = 1, \ldots, m$ counts the position within each cycle (e.g., months). Then, $Z(t, \tau + m) = Z(t+1, \tau)$ and $A(\tau + m) = A(\tau)$.

Thus we can write the cyclostationary POP model for $\tau = 1, \ldots, m$ as

$$Z(t + 1, \tau) = B(\tau)Z(t, \tau) + \eta(t, \tau),$$  \hspace{1cm} (157)

where

$$B(\tau) \equiv A(\tau + m - 1)A(\tau + m - 2)\ldots A(\tau),$$  \hspace{1cm} (158)

and

$$\eta(t, \tau) \equiv \sum_{j=0}^{m-1} \tilde{\eta}(t, \tau + j).$$  \hspace{1cm} (159)

We then obtain a set of POPs (i.e., eigenvectors) for each $\tau$. 
4.6.4 POPs in the Presence of Measurement Error

The issue of measurement error in the model leading to POPs has not been addressed in the literature. If we assume that the true dynamical system of interest is given by the signal \( Y(t) \) in the presence of additive measurement error, then

\[
Z(t) = Y(t) + \epsilon(t).
\]

Thus, we can write the POP model in a state-space formulation

\[
\begin{align*}
Z(t) &= Y(t) + \epsilon(t) \\
Y(t+1) &= \beta Y(t) + \eta(t).
\end{align*}
\]

This formulation has not been considered from a POP perspective but, because measurement error is so pervasive, it is an important area to pursue. It naturally would lead to a Kalman-filter implementation. Perhaps, if interested in a particular phenomenon, one could include one's prior belief about the process by specifying \( \beta \) in a Bayesian setting. This would lead to a hierarchical Bayesian analysis of the system (161),(162).

4.6.5 Two-Field POPs

We might also assume that there is a linear relationship between the process \( Z(t) \) and another process (of possibly different dimension) at a previous time \( X(t-1) \) given by:

\[
Z(t+1) = \beta X(t) + \nu(t),
\]

where \( \beta \) is the two-field system matrix, and \( \nu(t) \) is some error process, independent of \( X(t) \). This model is essentially a two-field extension of POPs. We would then be interested in the decomposition of the matrix \( \beta \), which can be written as

\[
\beta = C_1^{Z,X} [C_0^X]^{-1},
\]

where

\[
\begin{align*}
C_1^{Z,X} &\equiv E[Z(t+1)X(t)'] \\
C_0^X &\equiv E[X(t)X(t)'].
\end{align*}
\]
Note that this model does not include any dynamic structure on $X(\cdot)$.

Neither the physical implications nor the statistical aspects of this model have been investigated. In particular, a comparison between this approach and the two-field spatio-temporal canonical correlation analysis (see below) would be interesting to pursue.

4.6.6 Non-Stationary POPs

As discussed previously, the stationary (in time) assumption in POP analysis forces damped oscillatory solutions, which present a problem for realistic prognostic applications. This suggests that one should investigate non-stationary vector AR models and their implications concerning growing modes (i.e., modes with increasing amplitudes) in POP-type analyses.

5 Space-Time Canonical Correlation Analysis (CCA)

Canonical Correlation Analysis (CCA) is a long-standing multivariate statistical technique (Hotelling 1936) that finds linear combinations of two sets of random variables, whose correlations are maximal. In the atmospheric sciences, CCA has been used in diagnostic climatological studies (e.g., Glahn 1968; Nicholls 1987; Barnett and Preisendorfer 1987), in the forecast of El Niño (Graham and Michaelsen 1987; Barnston and Ropelewski 1992), and the forecast of long-range temperature and precipitation (Barnston 1994). Bretherton et al. (1992) performed an intercomparison of methods for finding coupled patterns in climate data (including CCA and multivariate EOFs) and were supportive of a variant of CCA known (unfortunately) as Singular Value Decomposition (SVD). This is related to, but not the same as, the well-known matrix algebra technique of the same name. Some authors (e.g., Cherry 1994) have pointed out that there are difficulties with the interpretation of CCA and SVD results, particularly the tendency for the methods to produce spurious spatial patterns.

In the following, we shall review the traditional two-field space-time CCA approach used in the atmospheric sciences, briefly describe its estimation, examine the Singular Value Decomposition relative of CCA, consider the one-field time-lagged CCA approach, which is related to the
minimum/maximum autocorrelation factor (MAF) technique in statistics (Shapiro and Switzer 1989) and, finally, consider two extensions of CCA that have not been examined previously, CCA in the presence of measurement error and CCA in continuous space.

5.1 Two-Field Spatial-Temporal CCA

We assume that in addition to the process $Z(s; t)$ we are given another related process $X(s; t)$ with a possibly different spatial domain, but the same temporal domain. We further assume discrete space and time and zero means:

\[
E[Z(t)] = 0_{n \times 1} \tag{167}
\]
\[
E[X(t)] = 0_{m \times 1}, \tag{168}
\]

where $X(t) \equiv (X(x_1; t), \ldots, X(x_d; t))'$ and $Z(t)$ is defined as before in (11). Furthermore, we define the covariances

\[
C^Z_0 \equiv E[Z(t)Z(t)']_{n \times n} \tag{169}
\]
\[
C^X_0 \equiv E[X(t)X(t)']_{m \times m} \tag{170}
\]
\[
C^{Z,X}_0 \equiv E[Z(t)X(t)']_{n \times m}, \tag{171}
\]

which are invariant in time. We then define linear combinations of each data field

\[
a_k(t) = \phi_k'Z(t) \tag{172}
\]
\[
b_k(t) = \psi_k'X(t), \tag{173}
\]

where $k = 1, \ldots, \min\{m, n\}$. Now, define the $k$-th canonical correlation as

\[
r_k = \text{corr}[\phi_k'Z(t), \psi_k'X(t)] \tag{174}
\]

\[
r_k = \frac{\psi_k' C^{Z,X}_0 \phi_k}{(\phi_k' C^Z_0 \phi_k)^{1/2}(\psi_k' C^X_0 \psi_k)^{1/2}}. \tag{175}
\]

The first pair of canonical variables are defined as the set of linear combinations $a_1(t)$ and $b_1(t)$ for $\{t = 1, \ldots, T\}$ that maximize the correlation (175) and have unit variance. The second pair of canonical variables are then the linear combinations $a_2(t)$ and $b_2(t)$ that are uncorrelated
with $a_1(t)$ and $b_1(t)$, have unit variance, and maximize (175). Then, the $k$-th set of canonical variables are the linear combinations $a_k(t)$ and $b_k(t)$ that are uncorrelated with the previous $k-1$ canonical pairs, have unit variance, and maximize (175).

Initially, let $k = 1$ and note that since $C_0^Y$ and $C_0^X$ are positive definite, they can be written as

$$C_0^Y = (C_0^Y)^{1/2}(C_0^Y)^{1/2}$$
$$C_0^X = (C_0^X)^{1/2}(C_0^X)^{1/2}.$$  \hspace{1cm} (176)

(177)

Then, we can write

$$r_k^2 = \frac{[\phi_1(C_0^Y)^{-1/2}C_0^Y (C_0^X)^{-1/2}\tilde{\psi}_1]^2}{(\phi_1^2)(\tilde{\psi}_1^2)},$$ \hspace{1cm} (178)

where

$$\phi_1 \equiv (C_0^Y)^{1/2}\phi_1$$
$$\tilde{\psi}_1 \equiv (C_0^X)^{1/2}\tilde{\psi}_1.$$ \hspace{1cm} (179)

(180)

are normalized weights. The problem is now reduced to finding $\phi_1$ and $\tilde{\psi}_1$ that maximize (178). Note that $(C_0^Y)^{-1/2}C_0^Y (C_0^X)^{-1/2}$ is not symmetric, which means that a singular value decomposition is needed. It can be shown (e.g., Johnson and Wichern 1992, p. 463) that $r_k^2$ is the largest singular value of

$$(C_0^Y)^{-1/2}C_0^Y (C_0^X)^{-1/2},$$ \hspace{1cm} (181)

and $\phi_1$ and $\tilde{\psi}_1$ are the left and right singular vectors corresponding to $r_k^2$, respectively (see Section 4.1). Then, we can write

$$\phi_1 \equiv (C_0^Y)^{-1/2}\tilde{\phi}_1$$
$$\psi_1 \equiv (C_0^X)^{-1/2}\tilde{\psi}_1.$$ \hspace{1cm} (182)

(183)

We can also obtain the time series of canonical variables (for $t = 1, \ldots, T$):

$$a_1(t) = \phi'_t Z(t)$$
$$b_1(t) = \psi'_t X(t).$$ \hspace{1cm} (184)

(185)
In general, $\phi_k$ and $\psi_k$ are the left and right singular vectors, respectively, associated with the $k$-th singular value $r_k^2$ from the singular value decomposition of (181). Then, $\phi_k$ and $\psi_k$ can be obtained analogous to (182) and (183), as well as $a_k(t)$ and $b_k(t)$ analogous to (184) and (185).

We can also examine the correlation between the canonical variable time series and the original data. We obtain

$$r[a_k(t), Z(t)] = \text{corr}[a_k(t), Z(t)]$$

$$= \phi_k C_0^{Z}[\text{diag}(C_0^{Z})]^{-1/2}$$

$$r[b_k(t), X(t)] = \text{corr}[b_k(t), X(t)]$$

$$= \psi_k C_0^{X}[\text{diag}(C_0^{X})]^{-1/2},$$

where $[\text{diag}(C_0^{Z})]^{-1/2}$ is an $n \times n$ diagonal matrix with $(i, i)$-th element given by $\{\text{var}[Z(s_i; t)]\}^{-1/2}$, and $[\text{diag}(C_0^{X})]^{-1/2}$ is an $m \times m$ diagonal matrix with $(i, i)$-th element given by $\{\text{var}[X(r_i; t)]\}^{-1/2}$.

Equation (187) and (189) are known as the $k$-th left and right homogeneous correlation maps, respectively. These are maps in the sense that the $i$-th value of the vector is identified with the $i$-th location in Euclidean space. Similarly, we can define the $k$-th left and right heterogeneous correlation maps, respectively, as

$$r[a_k(t), X(t)] = \text{corr}[a_k(t), X(t)]$$

$$= \phi_k C_0^{X,Z}[\text{diag}(C_0^{X})]^{-1/2}$$

$$r[b_k(t), Z(t)] = \text{corr}[b_k(t), Z(t)]$$

$$= \psi_k C_0^{Z,X}[\text{diag}(C_0^{Z})]^{-1/2}.$$

These maps represent how well the observations in one field can be explained by the $k$-th canonical variable from the other field.
5.2 Estimation of CCA

For the singular value decomposition, we need estimates of $C_g$, $C_q$, and $C_{Q'}$. As with EOFs and POPs, estimation is performed by the method of moments:

$$
\hat{C}_Z = \frac{1}{T} \sum_{t=1}^{T} Z(t)Z(t)' \quad (194)
$$

$$
\hat{C}_X = \frac{1}{T} \sum_{t=1}^{T} X(t)X(t)' \quad (195)
$$

$$
\hat{C}_{Z,X} = \frac{1}{T} \sum_{t=1}^{T} Z(t)X(t)', \quad (196)
$$

where both the $Z(\cdot)$ and $X(\cdot)$ processes are assumed to have zero means. Possible estimates of the mean are described in Section 2.5. Then, the estimated singular values and singular vectors are obtained from the numerical singular value decomposition of

$$
(C_0)\frac{1}{2}C_{Z,X} (C_0)^{-1/2}. \quad (197)
$$

The CCA from these estimated matrices is often unsatisfactory because the covariance matrix estimates are noisy when estimated with sample sizes common in the atmospheric sciences. To compensate for this, the data are often projected onto a truncated set of EOFs before applying the singular value decomposition. This is the same technique suggested for use prior to a POP analysis (see Section 4.4.2). As in that case, we get a benefit from the reduction of spatial dimension (clearly necessary if $\min\{n, m\} > T$, which would otherwise imply a singular covariance matrix) and computational stability. As is always the case with truncated EOFs, there is some question about the appropriate number of EOFs to retain, and a substantial literature exists to help make this determination (e.g., Preisendorfer 1988).

5.3 Modifications of CCA

This section describes several modifications to CCA. In particular, there is a brief description of the popular Singular Value Decomposition relative of CCA, a description of the time-lagged version of CCA and its relationship to MAFs in statistics, as well as a brief exam-
invention of the previously unexamined issues of CCA in the presence of measurement error and CCA in continuous space.

5.3.1 Singular Value Decomposition Relative of CCA

Bretherton et al. (1992) popularized a close relative of CCA which they unfortunately call Singular Value Decomposition, and which we will refer to as SVD/CCA. In essence, SVD/CCA consists of finding $\tilde{\phi}_k$ and $\tilde{\psi}_k$ such that if

$$\alpha_k(t) = \tilde{\phi}_k Z(t)$$

$$\beta_k(t) = \tilde{\psi}_k X(t),$$

then

$$c_k \equiv \text{cov} [\alpha_k(t), \beta_k(t)]$$

$$= \tilde{\phi}_k^T C_k Z X \tilde{\psi}_k$$

is maximized given uncorrelatedness with the $(k - 1)$ previous values as well as the additional constraints

$$\tilde{\phi}_k^T \tilde{\phi}_k = \tilde{\psi}_k^T \tilde{\psi}_k = 1; \quad k = 1, \ldots, n.$$  

Clearly, it is these constraints that account for the difference between SVD/CCA and CCA. Cherry (1994) discusses some of the implications of these additional constraints.

Then, the problem can be restated as one of finding the $\tilde{\phi}_k$ and $\tilde{\psi}_k$ that are, respectively, the right and left singular vectors from the singular value decomposition of $C_k^{Z,X}$, where $c_k$ is the $k$-th singular value.

5.3.2 Time-Lagged CCA

When only one process (say $Z(t)$) is considered, the CCA technique can be used to find the canonical correlation patterns between $Z(t)$ and $Z(t+\tau)$, for some time lag $\tau$. Such an analysis could then be useful for prognostic applications. In this case, we would like the vectors $\phi_k$ and
\( \psi_k \) such that the marginal correlation between

\[
a_k(t) = \phi'_k Z(t),
\]

and

\[
b_k(t + \tau) = \psi'_k Z(t + \tau)
\]

is maximized. To do this we obtain the \( k \)-th left and right singular vectors from the singular value decomposition applied to

\[
(C_0^Z)^{-1/2} C_0^Z (C_0^Z)^{-1/2},
\]

where

\[
C_0^Z \equiv E[Z(t)Z(t + \tau)^\prime],
\]

and where we have assumed \( Z(\cdot) \) has zero mean. Analogous to (182) and (183), to obtain \( \phi_k \)

and \( \psi_k \) we have to weight the eigenvectors obtained from this singular value decomposition by premultiplying them with \( (C_0^Z)^{-1/2} \).

The time-lagged CCA approach outlined here is similar to the POP analysis (Section 4) and to the minimum/maximum autocorrelation factor (MAF) approach in statistics (Shapiro and Switzer 1989; Cressie and Helterbrand 1994). In the MAF case, one is interested in the eigenvectors proportional to those obtained from the singular value decomposition of

\[
(C_0^Z)^{-1} V,
\]

where the matrix \( V \) is the first-difference correlation matrix:

\[
V \equiv E[(Z(t) - Z(t + 1))(Z(t) - Z(t + 1))^\prime]
\]

\[
= 2C_0^Z - C_1^Z - C_1^{Z^\prime}
\]

\[
= 2C_0^Z \left[ I - (C_0^Z)^{-1} \left( C_1^Z + (C_1^Z)^\prime \right) \right],
\]

where we have assumed temporal invariance in obtaining (210). Proportionality factors are used to ensure that the MAFs (i.e., \( \alpha_k(t) \), where \( \alpha_k(t) \equiv \phi'_k Z(t); k = 1, \ldots, n \) have unit variance and positive correlation with time.
When considering POPs, time-lagged CCA (for \( \tau = 1 \)), and MAFs, we note that we must perform the singular value decomposition on the following matrices, respectively:

\[
\begin{align*}
C_f^2 (C_0^2)^{-1} & \quad (211) \\
(C_0^2)^{-1/2} C_f^2 (C_0^2)^{-1/2} & \quad (212) \\
(C_0^2)^{-1} \left[ C_f^2 + (C_f^2)' \right] & \quad (213)
\end{align*}
\]

Clearly, these three matrices are similar in that they include some form of the lag-one covariance matrix and the inverse of the lag-zero covariance matrix. Furthermore, all three are square matrices but are nonsymmetric and thus, require the singular value decomposition. It is straightforward to show (using the respective eigen-equations) that the singular values are the same for the decomposition of (211) and (212) and that the singular vectors from the CCA decomposition (212) are equivalent to those from the POP decomposition (211) scaled by the matrix \((C_0^2)^{-1/2}\). The relationship between the eigenvalues and eigenvectors of the MAF matrix (213) and the POP and CCA matrices is more complicated. However, the MAF approach does have one clear advantage. Note that although \(C_f^2\) is nonsymmetric, the matrix \(C_f^2 + (C_f^2)'\) is symmetric. Then, since the MAF approach is invariant to affine transformations (see Shapiro and Switzer 1989), a symmetric matrix can be obtained in (213) by first projecting the data onto its EOF basis (so that the lag-zero covariance matrix is the identity matrix). In this case, the symmetry implies that the singular vectors associated with \(Z(t)\) and \(Z(t + \tau)\) are the same (i.e., \(\psi_k = \phi_k; k = 1, \ldots, n\)), so we are able to consider the linear combinations \(\phi_k' Z(t)\) and \(\phi_k' Z(t + \tau)\), which is a useful feature. Additional investigation of the similarities and differences of these approaches would be beneficial.

### 5.4 CCA in the Presence of Measurement Error

Although the effect of sampling variability in CCA is well-known in the statistics literature (e.g., Johnson and Wichern 1993, Section 10.4), to the best of my knowledge, the issue of measurement error in CCA has not been considered. Assume that \(Z(t)\) and \(X(t)\) can be
written as,

$$Z(t) = Y(t) + \epsilon(t)$$  \hspace{1cm} (214)$$
$$X(t) = W(t) + \gamma(t),$$  \hspace{1cm} (215)$$

where $Y(t)$ and $W(t)$ are the true physical processes, and $\epsilon$ and $\gamma$ are additive measurement error. Then the following covariance function relationships are obtained:

$$C_Y = C_Y^0 + C_0$$  \hspace{1cm} (216)$$
$$C_X = C_X^0 + C_0^\gamma,$$  \hspace{1cm} (217)$$

where we have used an assumption that the errors are uncorrelated with their respective physical processes. Furthermore, if we assume that the two error processes are uncorrelated with each other, then we obtain the relationship,

$$C_{YW} = C_X^{Z,X}. $$  \hspace{1cm} (218)$$

Now, let

$$\delta_k(t) \equiv \dot{\phi}_k Y(t)$$  \hspace{1cm} (219)$$
$$\hat{b}_k(t) \equiv \tilde{\psi}_k W(t).$$  \hspace{1cm} (220)$$

Following the same methodology as before, it is straightforward to show that the maximization of the squared correlation between (219) and (220) is accomplished through the singular value decomposition of

$$(C_0^Z - C_0^\epsilon)^{-1/2} C_0^{Z,X} (C_0^X - C_0^\gamma)^{-1/2}. $$  \hspace{1cm} (221)$$

Then we may ask two questions:

- How does the singular value decomposition of (221) compare to the singular value decomposition of (181) (i.e., without measurement error)?

- How do we estimate the measurement error covariances in (221)?
The first question may be answered approximately by expanding \((C_0^Z - C_0^X)^{-1/2}\) and \((C_0^X - C_0^Y)^{-1/2}\) in a power series, and truncating. The second question can be answered if separate data are available for assessment of the measurement error. Alternatively, one could fit a parametric model to the covariances, as is commonly done in geostatistical studies (e.g., Cressie 1993, Section 2.4).

### 5.5 CCA in Continuous Space

To the best of my knowledge, no one has considered CCA in a continuous space framework, analogous to the Karhunen-Loève (K-L) EOF approach. Of course, from a physical perspective, most of the spatial processes we deal with in atmospheric science are continuous, with observations at certain locations within a given domain. From this point of view, most of the data are missing and those that are available are collected together in a multivariate vector of observations to which multivariate methods are applied.

Consider the continuous spatial, discrete temporal processes:

\[
Z(s; t) : s \in D_Z, \ t \in \{1, \ldots, T\} \tag{222}
\]

\[
X(r; t) : r \in D_X, \ t \in \{1, \ldots, T\}. \tag{223}
\]

We then define

\[
a_k(t) \equiv \int_{D_Z} \phi_k(s) Z(s; t) \, ds \tag{224}
\]

\[
b_k(t) \equiv \int_{D_X} \psi_k(r) X(r; t) \, dr. \tag{225}
\]

We look for \(\phi_k(\cdot)\) and \(\psi_k(\cdot)\) such that \(\text{corr}[a_k(t), b_k(t)]\) is maximized, subject to the usual CCA orthogonality conditions. Let

\[
r_k \equiv \text{corr}[a_k(t), b_k(t)] \tag{226}
\]

\[
= \text{corr} \left[ \int_{D_Z} \phi_k(s) Z(s; t) \, ds, \int_{D_X} \psi_k(r) Z(r; t) \, dr \right] \tag{227}
\]

\[
= \frac{\int_{D_X} \int_{D_Z} \phi_k(s) \psi_k(r) C_{0}^{Z,X}(s, r) \, ds \, dr}{\left[ \int_{D_Z} \int_{D_Z} \phi_k(s) \phi_k(s) C_{0}^{Y}(s, s) \, ds \, ds \right]^{1/2} \left[ \int_{D_X} \int_{D_X} \psi_k(r) \psi_k(r) C_{0}^{X}(r, r) \, dr \, dr \right]^{1/2}} \tag{228}
\]
where

\[ c_0^Z(s, s) = \mathbb{E}[Z(s; t)Z(s; t)] \]  \hspace{1cm} (229)  
\[ c_0^X(r, r) = \mathbb{E}[X(s; t)X(s; t)] \]  \hspace{1cm} (230)  
\[ c_0^{Z,X}(s, r) = \mathbb{E}[Z(s; t)X(r; t)] \]  \hspace{1cm} (231)  

and we have assumed temporal invariance.

Intuitively, we would expect that there is a form of K-L singular value decomposition formulation that could be applied to (228) to aid in the maximization. Further effort is necessary to demonstrate this.

6 Conclusion

In Sections 2-5 we have given the fundamentals of the EOF, PIP, POP, and CCA techniques as applied in the atmospheric sciences. We have seen that there are many physical and statistical considerations that must be made when applying these techniques to data. In particular, we must decide if the problem should be considered discrete or continuous, with measurement error or without, prognostic or diagnostic, or involve spatial prediction or smoothing. We also must consider what is being optimized and whether there should be a dynamical (i.e., temporally dependent) component, what estimation strategy is appropriate, what are the effects of sampling variability, and whether Bayesian (e.g., Kalman filters) ideas should be considered. Some of these issues have been considered while others have only been touched upon. In fact, it is clear that most of these issues should be considered simultaneously. However, in practice this is rarely done.

Scientists are typically interested in their own scientific problems and not in what they may perceive as arcane statistical issues. They generally want simple, fast, yet powerful tools to help them achieve their scientific goals. Unfortunately, methods that are easy to use are usually very limited in their ability to deal with complicated problems. The spatio-temporal methods outlined in this review provide some very powerful diagnostic and prognostic tools for dealing
with high-dimensional spatio-temporal data sets. Although these methods are generally easy to implement in their traditional forms, in many cases extra effort is required to ensure that they provide the optimal results for the problem at hand. It is hoped that this review has identified some of the areas where additional efforts should be focused.
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ON THE SEMIANNUAL VARIATION IN THE
NORTHERN HEMISPHERE EXTRATROPICAL HEIGHT FIELD
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Christopher K. Wikle and Tsing-Chang Chen

Abstract

A qualitative examination of the spatial distribution of the maximum semiannual oscillation (SAO) amplitudes in the Northern Hemisphere (NH) extratropical 500-hPa height field suggests that the SAO has a very dominant zonally asymmetric east-west structure. A comparison between the NH stationary eddies and the NH SAO shows that the NH midlatitude SAO can be explained almost entirely as being a result of the spatial and temporal asymmetries in the annual variation of the stationary eddies. It is also shown that the polar area SAO maxima over Siberia and Alaska are related to the east-west stationary eddy distribution. It is suggested that, ultimately, the mechanism for the SAO in the NH extratropics is simply a result of land-sea contrasts, similar to the mechanism proposed by van Loon (1967) for the Southern Hemisphere (SH) extratropical SAO. The chief difference, however, is that the NH extratropics are dominated by *east-west* land-sea contrasts due to the large continental land masses in the NH, while the SH land-sea contrast reflects the *north-south* differential heating between Antarctica and the surrounding ocean.
1 Introduction

The annual progression of the seasonal cycle in meteorological variables has been of interest throughout human history. Meteorologists began to document scientifically these seasonal cycles in the early part of the twentieth century [for a review of some of this early work see Hsu and Wallace (1976a,b)]. In particular, harmonic analysis techniques have been used to examine the first two harmonics of the seasonal cycle: the annual and semiannual cycle. In general, outside of the tropics and the Southern Hemisphere (SH) high latitudes, the semiannual cycle accounts for a much smaller percentage of seasonal variance than does the annual cycle. However, in many places in which the semiannual cycle is perceived to be weak, the amount of variance it explains in variables such as surface temperature can be critical, for example, to the growth stages of various crops. Unfortunately, a coherent discussion of the complete hemispheric spatial structure and the associated dynamical mechanisms of the Northern Hemisphere (NH) extratropical semiannual oscillation (SAO) has not appeared. This paper will show that the NH extratropical SAO exhibits an east-west structure and is generally governed by the spatio-temporal asymmetries in the seasonal variation of the NH stationary eddies.

The Southern Hemisphere extratropical SAO is well documented, and there exists a fairly complete explanation as to its dynamic mechanism. Schwerdtfeger (1960) first documented the existence of a semiannual harmonic in the high latitudes of the SH. Later, van Loon (1967) confirmed this oscillation and showed that it is essentially the result of the differences between the surface energy budget over land (i.e., Antarctica) and over the ocean. In other words, the SH SAO is largely due to the north-south land-sea contrast in the high southern latitudes. Meehl (1991) used more comprehensive datasets and GCM simulations to reexamine van Loon's proposed SH SAO mechanism. Although Meehl's GCM simulations were not quantitatively accurate, they were in qualitative agreement with the observations, and he used both the revised datasets and GCM simulations to verify the SH SAO mechanism as proposed by van Loon.

Unlike the SH SAO, there is no uniformly accepted explanation of the hemispheric-scale
dynamic mechanism for the NH SAO. There have been several studies that have illustrated possible mechanisms. In considering the SAO of surface pressure, Schwerdtfeger and Prohaska (1956) concluded that the primary cause of the semiannual pressure oscillation should be sought in the upper levels of the middle and subpolar latitudes. They hypothesized that such an oscillation could be based on the “different solar heating of different latitude belts,” which in turn could lead to half-yearly variations in the zonal wind field. White and Wallace (1978), in looking at global temperature data, found that the semiannual cycle at lower latitudes (around 30°) fluctuates in an opposite manner over land and ocean. Lanzante (1983) found that most singularities in the North American extratropical 700-hPa height field could be explained by a semiannual east-west oscillation in the North Pacific. In extending his analysis to a hemispheric domain, Lanzante (1985) suggested that the cause of the semiannual oscillation in 700-hPa heights is related to climatological connections involving the Asiatic monsoon. Weickmann and Chervin (1988) looked at the observed and GCM-simulated annual and semiannual cycle in the global wind field. Their GCM simulations were only marginally successful in describing the observed SAO. However, based on the observed data, they hypothesized that the forcing for the SAO in the global wind field is due to zonally asymmetric variations of deep convection in equatorial regions. They also briefly mention that as the SH high latitude semiannual cycle is caused by the north-south zonally symmetric land-sea contrast, the NH high latitude semiannual cycle may be due to east-west land-sea contrasts. Although important, these studies do not provide a coherent hemispheric explanation of the mechanism responsible for the NH SAO.

The purpose of this note is to show that the NH extratropical SAO exhibits an asymmetric east-west structure and, more importantly, that this oscillation is largely governed by the asymmetric seasonal variation of NH stationary eddies. Thus, since the NH stationary eddies are primarily a result of east-west land-sea contrasts (i.e., differential heating and topography), the mechanism for the NH high latitude semiannual cycle is qualitatively similar to that for the SH extratropical semiannual cycle in which north-south land-sea contrasts are critical.
In order to examine the NH extratropical SAO, NH 5°-degree latitude/longitude gridded monthly geopotential heights were obtained from the National Center for Atmospheric Research (NCAR). We extracted data from 1961 to 1992. Since the data originated from the octagonal grid of the National Centers for Environmental Prediction (formerly the National Meteorological Center), there were no data south of 20°N. In addition, the analyses only considered data to 80°N. Although the study focuses on the 500-hPa level, data were extracted at the 300-hPa and 700-hPa level as well. In addition, gridded sea-level pressure data were extracted for the same time periods and spatial locations as the height data.

2 Diagnostic Analysis

2.1 The Average Extratropical Northern Hemisphere Semiannual Oscillation

In order to see the spatial variation of the NH SAO, the semiannual harmonic amplitude of the NH extratropical 500-hPa height field is shown in Fig. 1a. This figure includes five primary centers of semiannual cycle amplitude listed in order of decreasing amplitude: northern Siberia (70°N,110°E), western Alaska (65°N,160°W), western Pacific (35°N,165°E), the western United States (40°N,110°W), and the Strait of Gibraltar (35°N,5°W). In addition, the area north of about 60°—65°N shows a strong SAO amplitude. Minor maxima occur over northeastern North America, the west Atlantic/Caribbean, and the Gulf of Oman. Perhaps the most interesting feature of this spatial variation is the east-west asymmetric structure in the midlatitudes and the more north-south structure in the high latitudes, with larger maxima in the hemisphere from 40°E eastward through 140°W.

The SAO phase distribution is shown in Fig. 1b. Note that the phase is depicted by the orientation of the line segments (north-south orientation indicates maxima on 1 January and 1 July; east-west orientation corresponds to maxima on 1 April and 1 October; the segment length is the same at all locations). It is clear that the areas with maximum SAO amplitudes generally have midwinter and midsummer peaks. The areas with smaller SAO amplitudes tend to have spring-fall peaks (e.g., the North Pacific transition area, the Pacific area west of Baja.
California, the Gulf of Mexico, northeastern North America, and central Europe).

The pronounced zonally asymmetric distribution in the SAO amplitude field suggests that it would be useful to look at the stationary eddy pattern found by subtracting the zonal average height from the time mean height at each grid point. We will refer to this annual average "eddy" variable as $\tilde{Z}_E$. Figure 2 shows the 500-hPa annual average stationary eddy pattern. There are two primary maxima (ridges), one located over western North America and the other extending from the central Atlantic through Europe to central Asia. Minima occur over northeastern North America and over the region extending from the eastern coast of Asia through the North Pacific. The locations of the SAO maxima shown in Fig. 1a are located away from the eddy centers.

2.2 Northern Hemisphere Midlatitude Semiannual Oscillation

To examine the relationship between the eddy locations and the midlatitude SAO we consider the deviation of the monthly average stationary eddies from the annual average eddy field. Specifically, we first take the monthly time mean height at each location, subtract the monthly zonal average height, and then subtract the annual average eddy component (Fig. 2) at each location. These monthly eddy deviations are denoted by $Z_E$. Now, consider the time series of $Z_E$ and the semiannual harmonic at the center of maximum SAO amplitude in the western United States at 40°N, 110°W (location "A"). Figure 3a shows a plot of the semiannual harmonic at this location in addition to a plot of the monthly $Z_E$ time series at the same location. Clearly, there is a very strong agreement between these two time series. Similar plots (not shown) for the SAO maxima in the western Pacific and over the Strait of Gibraltar show roughly the same level of agreement between the SAO and the $Z_E$ time series. Now, consider a location of relatively low SAO amplitude, such as north-central North America (50°N, 95°W; location "B"). Figure 3b shows the SAO and $Z_E$ time series at this location. A striking feature of this plot is the very clear annual oscillation in the eddies with only a very slight semiannual component. Similar plots (not shown) for other areas of low SAO amplitude also show that the eddy time series is dominated by a distinct annual cycle rather than a semiannual cycle.
This is even true at a location such as \((50^\circ N, 140^\circ E)\), which is positioned almost directly in the center of the negative anomaly residing off the east Asian coast (Fig. 2). It is then appropriate to consider how the stationary eddies might be inducing an SAO at some locations while not at others.

We hypothesize that the SAO in the NH midlatitudes is related to the asymmetric response of the atmospheric circulation to the annual variation of solar heating. This relationship is evident in the asymmetric spatial response of the stationary eddy pattern between winter and summer. Figure 4a shows the 500-hPa winter [December, January, February (DJF)] average deviations from the annual average eddy field (Fig. 2), while Fig. 4b shows the corresponding summer [June, July, August (JJA)] pattern. The spring (March, April, May) and fall (September, October, November) eddy deviation patterns (not shown) are much weaker and represent the transition between the winter and summer fields. As expected, since the NH jet stream is less intense in the summer, the summertime eddy deviations are generally weaker than those in the winter (i.e., asymmetry in time). Additionally, there are subtle but important differences in the locations of the centers of the stationary eddy deviations and the horizontal structures between the winter and summer (i.e., asymmetry in space). In particular, consider the eddy pair over North America. The positive anomaly off the western U.S. coast in the winter weakens in magnitude and shifts from a northwest-southeast orientation in the winter to a northeast-southwest orientation as it changes phase in the summer. Similarly, the negative anomaly over northeastern North America in the winter is elongated and shifts to the southwest as it reaches its maximum positive phase in the summer.

In order to see how the asymmetric response of the stationary eddies leads to a semiannual cycle in the midlatitudes, consider location A \((40^\circ N, 110^\circ W)\) as identified previously. Figure 5a shows the longitude-time plot of the monthly average 500-hPa stationary eddy deviations \((Z_E)\) at \(40^\circ N\). The vertical line drawn in Fig. 5a at 110W corresponds to the eddy time series shown in Fig. 3a. Following this longitude from January through December, it is clear that the secondary positive peak in the summer is due to the westward extension of the eddy anomaly.
located to the east of location A. If location A were placed several degrees westward of 110°W (say, at 135°W), there would not be a secondary positive peak in the stationary eddy field since the westward extension of the northeastern North American positive summer eddy is limited. Figure 5b shows the corresponding latitude-time plot at 110°W. Here, the horizontal line at 40°N corresponds to the $Z_E$ time series at location A shown in Fig. 3a. Figure 5b shows clearly that the secondary positive eddy anomaly in the summer is the result of the northward extension of the positive anomaly centered at 35°N. The apparent westward and northward shift of the eddy shown in Fig. 5 is simply a result of the asymmetric response to seasonal heating in the northeastern North American summertime positive anomaly. Specifically, the eddy shift is due to the westward extension and northwest-southeast to northeast-southwest reorientation of this positive anomaly, along with a corresponding change in orientation of the summertime negative anomaly over the western United States. Similar plots (not shown) for the other midlatitude SAO amplitude maxima also show that they are a result of the extension of eddy anomalies from the south and east due to similar changes in orientation between winter and summer eddy pairs. It is then clear that the locations of maximum midlatitude SAO amplitude occur near the centers of the annual average eddies because a strong midlatitude SAO requires the intrusion of a nearby eddy of opposite sign.

### 2.3 Northern Hemisphere High Latitude Semiannual Oscillation

We now consider the semiannual cycle maxima shown in Fig. 1a that is located in the northern polar region. Specifically, consider the maximum located over northern Siberia (location “C”; 70°N,110°E) and the maximum located over western Alaska (location “D”; 65°N,160°W). Although the entire polar region north of 65°N shows a relatively strong semiannual cycle, the areas from 40°E eastward to 140°W have a substantially stronger SAO than the remaining polar area. To examine the relationship between the stationary eddies and the SAO at locations C and D, consider plots of the SAO and the monthly $Z_E$ time series shown in Figs. 6a and 6b, respectively. The SAOs at both locations are roughly similar in amplitude and phase. There are, however, differences in the nature of the annual variation of the eddy deviation time series
at the two locations. Location C shows strong agreement between the SAO and \( Z_E \) series with the notable exception of a very weak maximum in the eddy series during the winter months. Similarly, location D shows good agreement between the two series except for a weak maximum in the summer portion of the eddy series. At both locations C and D, the semiannual cycle in \( Z_E \) is modulated by a strong annual cycle in \( Z^\ast \). For instance, from Fig. 4 it is apparent that location C is under the influence of a negative anomaly in the winter and a positive anomaly in the summer. Alternatively, location D is under the influence of a positive anomaly in the winter and a negative anomaly in the summer. This 180° eddy phase shift between location C and D explains the large summer \( Z_E \) peak at location C and the large winter peak at location D.

Even though the annual cycle of \( Z_E \) dominates at locations C and D, there is still a noticeable semiannual cycle in the \( Z_E \) time series, which is in phase with the strong SAO. Figure 4 implies, and monthly \( Z_E \) spatial plots (not shown) reiterate, that the semiannual cycle in \( Z_E \) is largely due to the asymmetric spatio-temporal response of the small eddy in the Arctic Ocean north of Alaska, centered along the date line at 70°N in the summer (Fig. 4b). Although the eddy asymmetries contribute to the SAO at these locations, it is clear from the differences between the SAO and \( Z_E \) time series in Fig. 6 that these asymmetries in \( Z_E \) are not sufficient to explain the SAO in the subpolar region. Thus, it seems possible that the semiannual cycle of the zonal mean component may also contribute to the observed SAO in the polar region.

### 2.4 Vertical Structure

To examine the spatial distribution of the SAO in the vertical, we include the SAO amplitude and phase plots for the 300-hPa height field (Figs.7a,b), 700-hPa height field (Figs.7c,d), and sea-level pressure (SLP) field (Figs.7e,f) in addition to the 500-hPa SAO shown in Figs.1a,b. Although the SAO amplitude increases with height, the general structure of the amplitude and phase fields is similar throughout all levels. There are, however, notable differences. For instance, the 300-hPa SAO amplitude (Fig.7a) maximum over the Eastern Mediterranean Sea
is not present at the other levels. In addition, above 700-hPa the SAO phase fields differ over several limited spatial regions [e.g., western North Atlantic at 700-hPa (Fig.7d), and central Asia and the Sea of Japan at 300-hPa (Fig.7b)]. The most pronounced differences in SAO structure occur in the SLP field. In particular, the primary SLP SAO centers (e.g., the western Pacific, Alaska, the Strait of Gibraltar, northern Siberia) are shifted eastward relative to the upper levels. In addition, the Siberian and western United States SLP amplitude maxima (Fig. 7e) are relatively weaker than the other SLP maxima, and there is a strong SLP SAO amplitude center extending from the Hudson Bay across Greenland and into the central North Atlantic that is not present in the SAO amplitude at upper levels. There are also numerous small-scale differences in SAO phase between the SLP (Fig. 7f) and higher levels.

Although the general structural similarity in SAO phase and the locations of SAO amplitude centers in the vertical (particularly between the levels from 700-hPa to 300-hPa) suggests an equivalent barotropic structure in the NH SAO, the differences outlined above suggest that it may not be appropriate to extend such a characterization to the surface. Some of the differences in the SLP SAO are due to the effect of regional differences in near-surface processes. Others are surely due to data quality problems and SLP measurement deficiencies over complex and elevated terrain. In addition, we have demonstrated that the SAO is likely governed by the temporal and spatial asymmetries in the seasonal cycle of the stationary eddies. Thus, since Lau (1979) showed in longitude-height eddy cross sections that there is a relatively strong westward tilt from the surface up to 700-hPa at mid- and high latitudes, it is not unexpected that we should find the SAO centers in SLP shifted eastward relative to the SAO at upper levels.

We mention one additional feature of the SAO in SLP. The phase shown in Fig. 7f over western Alaska is approximately 90° out of phase from that reported by Hsu and Wallace (1976b, their Fig. 4). It is likely that this SLP SAO phase difference is due to the additional data (after the mid-1970s) used in our analysis. Specifically, it has been demonstrated that there was a significant climate regime shift in the North Pacific around 1976-77 (e.g., Trenberth
1990; Trenberth and Hurrell 1994; Graham 1994). This regime shift is particularly clear in the SLP data associated with the Aleutian low. In a recent study, van Loon et. al (1993) showed that a similar interdecadal variation in the SH atmospheric circulation led to an interdecadal variation in the SH high latitude SAO. Thus, it is likely that the interdecadal variability in the NH stationary eddies may force a similar interdecadal variability in the NH SAO.

3 Discussion

It is generally believed that the stationary eddies are the result of the atmosphere's response to topographic forcing and zonally asymmetric diabatic heating (e.g., Held 1983). Thus, it is clear that the atmospheric response to the annual variation in solar heating, particularly the seasonal land-sea temperature contrast related to the varying heat capacities of land and water, should not be symmetric. Indeed, it is well known that the winter and summer eddies have different characteristics (e.g., Wallace 1983). As shown above, these spatial and temporal asymmetries apparently induce a semiannual cycle in the NH midlatitudes. Thus, the east-west structure in the spatial distribution of the maximum NH SAO amplitude may be explained as the result of the atmospheric response to the east-west land-sea contrast. This then implies that the basic mechanism for the NH midlatitude SAO is the same as the mechanism for the SAO in the SH extratropics, as described by van Loon (1967). In the SH case, the north-south differential heating between the continent (Antarctica) and the surrounding ocean induces the SAO. The SAO in the NH midlatitudes is also due to land-sea contrasts, but the essential land-sea contrast (temperature and topography) has a general east-west structure due to the continental land masses. Consequently, the SH SAO shows a distinct north-south spatial structure, while the NH SAO shows a distinct east-west zonally asymmetric spatial structure.

As noted in section 2.3, the NH subpolar latitude SAO is not completely explained by the east-west asymmetries in the stationary eddy field. It is conjectured that the underlying subpolar SAO might be explained by the inclusion of the semiannual variation of the zonal mean component. In that case, the NH SAO may be at least partially induced by north-south
land-sea contrasts similar to (but much weaker than) the SH SAO. Unfortunately, analyzed height field data in the high latitudes are suspect, and therefore the immediate verification of this speculation is hampered. It is apparent, however, that the Siberia-Alaska region shows a much stronger SAO than other polar areas and that this stronger SAO is due to the modulating effects of the east-west asymmetries in the stationary eddy field. Thus, we can say that although the SAO in this region is governed by land-sea contrasts, it may contain contributions from both north-south and east-west differences.

4 Conclusions

Based on a qualitative examination of the spatial distribution of the maximum SAO amplitudes in the NH extratropical 500-hPa height field, we have concluded that this oscillation has a very dominant zonally asymmetric east-west structure. This in turn suggested that the stationary eddies might be a useful tool to explain this oscillation. A comparison between the stationary eddies and the SAO showed that the NH midlatitude SAO can be explained as almost entirely a result of the spatial and temporal asymmetries in the annual variation of the stationary eddies. It has also been shown that the polar area SAO maxima over Siberia and Alaska are related to the east-west stationary eddy distribution, but that such a relationship may not be sufficient to explain the oscillation. It has been suggested that, ultimately, the mechanism for the SAO in the NH extratropics is simply a result of land-sea contrasts, similar to the mechanism proposed by van Loon (1967) for the SH extratropical SAO. The chief difference, however, is that the NH extratropics are dominated by east-west land-sea contrasts due to the large continental land masses in the NH, while the SH land-sea contrast reflects the north-south differential heating between Antarctica and the surrounding ocean.

The suggested mechanism for the NH extratropical SAO was based on a diagnostic analysis of the geopotential height field. To test these hypotheses, one should make use of GCM experiments similar to Meehl’s (1991) verification of the van Loon SAO mechanism in the SH. In turn, this problem would provide an important sensitivity test for the GCM. After
all, before we can accept GCM results related to interannual and interdecadal variability, we must be sure that the GCM can properly simulate the relatively simple components of the atmospheric seasonal cycle, namely the SAO. Experiments to date (e.g., Weickmann and Chervin 1988; Meehl 1991) have not demonstrated that the models are able to simulate the SAO with the desired level of accuracy. In addition, polar station data could be utilized to examine the possible underlying north-south structure in the polar region SAO, as well as the possible interdecadal variability of the NH SAO over western Alaska.
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Figure 1  (a) Semiannual harmonic amplitude for the 500-hPa height field. The contour interval is 5 m. Values greater than 20 m are lightly shaded and values greater than 40 m are heavily shaded. (b) Semiannual harmonic phase line segments for the 500-hPa height field. Phase is indicated by the orientation of the line segments, with a segment oriented north-south corresponding to maxima on 1 January and 1 July, and an east-west orientation corresponding to maxima on 1 April and 1 October.
Figure 2  Annual average eddies for the 500-hPa height field, $\tilde{Z}_E$. The eddies are determined by subtracting the zonal mean from the time mean at each location. Contour interval is 20 m, with positive anomalies lightly shaded and anomalies greater than 60 m heavily shaded.
Figure 3  Monthly average time series (in meters) of the 500-hPa height field semiannual harmonic amplitude (solid line), and time series of 500-hPa monthly average deviations from the annual average stationary eddy field (dashed line) at (a) location A (40°N,110°W), and (b) location B (50°N,95°W).
Figure 4  500-hPa geopotential height deviations from the annual average eddy field for (a) winter (DJF) and (b) summer (JJA). The contour interval is 20 m, and positive anomalies are shaded with heavier shading for positive anomalies greater than 60 m.
Figure 5  (a) Longitude-time (x-t) plot of $Z_E$ at 40° N. (b) Latitude-time (y-t) plot of $Z_E$ at 110°W. The vertical line at 110°W in (a) and the horizontal line at 40°N in (b) correspond to the $Z_E$ time series in Fig. 3a. The contour interval is 20 m with solid lines for positive anomalies, dashed lines for negative anomalies, and a dotted line for the 0-meter line. Positive contours greater than 20 m are shaded.
Figure 6  Monthly average time series (in meters) of the 500-hPa height field semiannual harmonic amplitude (solid line), and time series of 500-hPa monthly average deviations from the annual average eddy field (dashed line) at (a) location C (70°N,110°E), and (b) location D (65°N,160°W).
Figure 7  Semiannual harmonic amplitude for the (a) 300-hPa height field, (c) 700-hPa height field with a contour interval of 5 m, and (e) sea level pressure with a contour interval of 0.4-hPa. Semiannual harmonic phase for the (b) 300-hPa height field, (d) 700-hPa height field, and (f) sea level pressure with phase line segments as described for Fig. 1b.
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Abstract

Lower stratospheric (70-hPa) wind data spanning 31 years from 1964 to 1994 were analyzed at four rawinsonde stations in the central/western Pacific. Traditional spectral and cross-spectral analysis led us to conclude that there is a significant signal with periods between 3 - 4.5 days, which we link with the dominant waves predicted by theory to have these periods, mixed Rossby-gravity waves (MRGWs). We then applied the seasonally varying spectral analysis method developed by Madden (1986) to study the average seasonal variation of these waves. The seasonally varying analysis suggested that there are significant twice-yearly maxima in MRGW activity, with peaks occurring in winter-early spring and in summer-early fall. Similar results were also shown by a cyclic spectral analysis. In addition, the seasonally varying mean-squared coherence between the $u$- and $v$-winds and the associated phase implied that there is convergence of horizontal momentum flux associated with these waves, and that the sign of that convergence is different during the two maxima. The cyclic spectral analysis also suggested that the frequency of the $v$-wind power is different during the two maxima. Assuming that these
spectral peaks are indicative of increased MRGW activity, then these frequency differences could be due to either the seasonal variation of the basic zonal state or to different MRGW forcing mechanisms (i.e., convective versus lateral excitation mechanisms).

1 Introduction

The foundation of the theory of equatorial waves was presented in the landmark paper of Matsuno (1966). Matsuno showed, using a simplified set of hydrodynamical equations, that equatorially confined wave solutions (among them the westward propagating mixed Rossby-gravity wave) were theoretically possible in tropical regions. Mixed Rossby-gravity waves (MRGWs) were first observed in rawinsonde data by Yanai and Maruyama (1966). As summarized by Andrews et al. (1987), subsequent studies have shown that MRGWs in the lower stratosphere are generally wave number 4 with westward phase propagation and periods in the range of 3-5 days. Furthermore, the MRGW phase tilt is westward with increasing height and the wave is expected to be observed when the mean zonal flow is westerly.

1.1 MRGW Forcing

Lindzen and Matsuno (1968) interpreted the westward tilting MRGWs as oscillations forced from below and thus suggested upward transport of momentum theoretically. Subsequently, Yanai and Hayashi (1969) used co-spectral analysis of the meridional wind and temperature and found a significant upward flux of wave energy at the tropopause level near the equator in the MRGW period range. They suggested that this implied a tropospheric origin of the stratospheric equatorial waves.

From the late 1960's to the present, there has not been a consensus as to the forcing mechanism of the MRGWs. Two schools of thought have generally dominated the literature. One theory concerns lateral forcing from the midlatitudes as originally proposed by Mak (1969). The other predominant school of thought considers latent heat of condensation from convection as a forcing mechanism. One convective forcing theory considers the interaction of cumulus
convection in a wave-CISK mechanism as proposed by Hayashi (1970). Another prominent convective forcing theory, proposed by Holton (1972), does not include a feedback mechanism from the excited motion to the heating. Itoh and Ghil (1988) combined the nonlinear wave-CISK and lateral forcing ideas to formulate a plausible theory of MRGW forcing. Recently, Goswami and Goswami (1991) and Emmanuel (1993) showed that so called wind-induced surface heat exchange (WISHE) models could produce realistic MRGWs.

Observational evidence exists which seems to validate both the lateral forcing (e.g., Zangvil and Yanai 1980; Yanai and Lu 1983; Magaña and Yanai 1995) and convective forcing (e.g., Nitta 1970; Zangvil and Yanai 1981; Hendon and Liebmann 1991) theories. Thus, since observational evidence exists to support both theories, it is likely that, as suggested by Itoh and Ghil (1988) and Dunkerton (1993), both mechanisms are important to the forcing of MRGWs. In fact, Hayashi and Golder’s (1978) GCM simulation showed just that. They found that if midlatitude disturbances are eliminated, MRGWs appear in the stratosphere, probably due to the latent heat release from convection. However, the MRGWs were found to be significantly intensified by westward moving midlatitude disturbances which are found to propagate intermittently toward the equator (see also Magaña and Yanai 1995). These results support the thermal forcing theories and the lateral forcing theory. It was shown, however, that midlatitude lateral forcing was not sufficient to generate MRGWs when condensational heating was absent. Recently, it has been suggested (e.g., Dunkerton and Baldwin 1995) that, in addition to convective and lateral forcings, MRGWs can sometimes be excited by off equatorial tropical-depression disturbances.

1.2 Seasonal Variation of MRGWs

Although there have been numerous studies on the spectral characteristics of MRGWs and their potential forcing mechanisms, until recently little work has examined the seasonal variability of these waves. An early exception was Maruyama’s (1969) finding that MRGWs appear predominantly when the absolute value of the zonal wind speed is decreasing in time. In addition, Hayashi and Golder (1980) considered the seasonal variation of MRGWs at the
tropopause level in the Geophysical Fluid Dynamics Laboratory (GFDL) general circulation model. They found that MRGWs attain a primary and secondary maxima around July and January, respectively. They suggest that although the semiannual variation may be related to the sun crossing the equator twice a year, the difference in amplitudes of the maxima suggest seasonal asymmetry in the zonal mean state, tropical cumulus convection, or the strength of midlatitude systems.

Hendon and Liebmann (1991) looked for the signature of 4-5 day period MRGWs in the tropical convection field across the Indian and Pacific oceans. By examining outgoing longwave radiation (OLR) data and gridded wind data, they found that antisymmetric fluctuations of tropical convection exhibit a spectral peak at 4-5 day periods only during the northern fall, within about 30 degrees longitude of the date line, with the peak occurring around 7.5° degrees latitude.

Dunkerton (1991b) showed that the descent of the quasi-biennial oscillation (QBO) easterlies is rapid during March-June and slow for July-February. Thus, since the descent of the QBO easterly wind regime is thought to be related to the non-linear interactions between the zonal flow and MRGWs (Lindzen and Holton 1968; Holton and Lindzen 1972), this suggests that MRGWs should be more active in March-June than in July-February. In addition, Dunkerton (1991a) considered the MRGW seasonal variation at several equatorial stations with records from 1973-87. At Singapore, he showed that the MRGW meridional velocity power $[P(v)]$ maximized during Feb-April at 70-hPa, while 100-hPa and 150-hPa $P(v)$ maximized in the northern summer with a secondary maximum in January. Dunkerton also found that the MRGW intensity did not vary seasonally at all locations, but that a “zonal average” $P(v)$ showed MRGWs in the lower stratosphere at all times of the year with a preference for the northern winter and spring. In addition, he showed that the upper troposphere mean flow in the central Pacific has large annual and semiannual variation with strong easterlies in the northern hemisphere summer, suggesting less MRGW activity in the northern summer.

Maruyama (1991) performed the first long time-period MRGW analysis, examining the
seasonality of MRGWs at Singapore from 1961-89. He found enhancements in 30-hPa $P(v)$ occur slightly after the maximum in the gradually weakening westerly phase of the mean zonal wind. Although this QBO-synchronized oscillation is strong at 30-hPa, it is weak at 50-hPa and 70-hPa. Maruyama also showed that there is a strong annual oscillation in $P(v)$ at 70-hPa (also present but weaker at 30-hPa and 50-hPa) with a maximum around March and a minimum during July-December. This is consistent with the rapid descent of the easterly wind regimes during March-May and slow descent during July-December.

In an extension to his earlier work, Dunkerton (1993) considered stratospheric and tropospheric MRGWs at central and western Pacific stations from 1973-92. He found that the stratospheric MRGWs tend to maximize in January-April. This was also shown to be the time when tropospheric waves were of the same zonal wavenumber as the stratospheric waves (wave number 4). In addition, stratospheric MRGWs maximized in the northern hemisphere winter and spring during the westerly phase of the annual cycle and the westerly phase of the QBO. Finally, the stratospheric MRGWs generally were found not to be coherent with tropospheric oscillations, maximizing at different times of the year. In examining the horizontal structure and propagation of tropospheric MRGWs with both analyzed and rawinsonde data, Dunkerton and Baldwin (1995) concluded that MRGW activity is the strongest in summer, autumn, and winter over the western, central, and eastern Pacific, respectively.

It is clear from the above review that conclusions about the seasonal variability of the upper-tropospheric and lower-stratospheric MRGWs differ by location, height, and possibly by analysis method. Given the extreme convection over the western Pacific in the Northern Hemisphere (NH) summer, it is somewhat surprising that previous seasonal analyses (e.g., Maruyama 1991, Dunkerton 1991a, 1993) do not show a summer peak in MRGW activity. Considering that the climatological monthly precipitation over many central and western Pacific stations peaks in the summer (e.g., Terada and Hanzawa 1994) and that MRGWs are likely forced by convection, we hypothesize that there should be a distinct summer peak in central and western Pacific MRGW activity in the lower stratosphere. Thus, the intent of this paper
is to re-examine the average seasonality of lower-stratospheric MRGWs at several stations in the central and western Pacific over a 31-year period (1964-94). Unlike previous studies, we use the seasonally varying spectral analysis (SVSA) method developed by Madden (1986) and a recently developed method in the signal processing literature known as autoregressive cyclic spectral analysis (e.g., Sherman and White 1995). The results of these analyses suggest a twice-yearly peak in lower-stratospheric v-wind power and the mean squared coherence between the u- and v-winds. In turn, this suggests a twice-yearly peak in MRGW activity over the central/western Pacific region. Furthermore, the seasonally varying co-spectrum suggest a variation in equatorial momentum flux convergence associated with the MRGWs, with opposite flux convergences for each semiannual peak. The cyclic spectral analysis also suggests that the fundamental frequency of the maximum v-wind power varies with season. The data and methods are outlined in the next section. Section 3 presents the results of the analyses. A discussion of the results is given in section 4, and a conclusion is presented in section 5.

2 Data and Methods

2.1 Data

Time series of u- and v-components of the wind were extracted from rawinsonde archives at the National Center for Atmospheric Research (NCAR) at four tropical Pacific stations: Koror (7°20'N, 134°29'E), Truk (7°27'N, 151°50'E), Ponape (6°58'N, 158°13'E), and Majuro (7°05'N, 171°23'E) for the years 1964-1994. The geographical locations of these stations is shown in Fig. 1. The period 1966-1972 and 1989-1994 consisted primarily of twice daily observations (00Z and 12Z), while the remaining years consisted of once daily observations (00Z). Except where noted, the analyses presented in this paper use the 00Z observations from the 31-year data record. This 31-year record allows us to examine the long-term climatological behavior of the MRGWs. During quality control, suspect and missing data were replaced by linear interpolation. This study primarily focuses on the 70-hPa level.
2.2 Methods

Spectral and cross-spectral analyses were performed using the Daniell (1946) smoothed periodogram method (e.g., Marple 1987, p.153). A split-cosine bell data taper window (10% on each end) was applied to the data before the periodogram was calculated (e.g., Bloomfield 1976, p.84), although the results were not sensitive to this taper.

To study the seasonal variation of MRGWs over the 31-year data record, the seasonally varying spectral analysis (SVSA) method developed by Madden (1986) and further outlined in Gutzler and Madden (1993) was used. A summary of the method is included in Appendix A. In essence, the technique calculates the seasonal variation of the spectral component associated with a time series after application of an *a priori* selected band-pass filter. In our case, we apply a filter covering the MRGW frequency range to the *u*- and *v*-wind time series and then obtain the seasonally varying spectra, as well as the seasonally varying mean-squared coherence (MSC) and the associated phase.

In order to understand the complete frequency-time seasonal variation of power in the MRGW frequency range, a cyclic spectral analysis is performed. Although the periodically correlated nature of atmospheric signals has been known for some time (e.g., Monin 1963; Jones 1964; Jones and Brelsford 1967; Hasselmann and Barnett 1981; Ortiz and Ruiz de Elvira 1985), historically there has not been much of an attempt to use the associated redundancy to improve time series analysis. Recently, there has been a surge of interest in these ideas in the engineering and time series literature, as well as the atmospheric science literature (e.g., Lund et al. 1995; Huang and North 1996). In particular, Huang and North (1996) demonstrated the utility of applying cyclic spectral analysis to cyclostationary atmospheric processes. They used a Discrete Fourier Transform (DFT) implementation of cyclic spectral analysis and applied it to a stochastic climate signal. Following the work of Sherman and White (1995), we take advantage of the high resolution properties of autoregressive (AR) spectral estimators and implement an AR cyclic spectral analysis. We apply this technique to the lower stratospheric wind time series. A description of the methodology is included in Appendix B.
3 Analysis

3.1 Identification of Mixed Rossby-Gravity Waves

Rossby-gravity waves in the lower stratosphere are generally of wave number 4, with a period of 3-5 days and westward phase propagation (e.g., Andrews et al. 1987). Furthermore, the MRGW theoretical structure suggests that the \( v \)-component of the wind should lead the \( u \)-component by a quarter cycle \((\pi/2)\) in the Northern Hemisphere. Thus, we can identify the presence of MRGWs from the spectra of the \( u \)- and \( v \)-winds, as well as via the mean-squared coherence (MSC) and associated phase between \( u \) and \( v \). (MSC is not a useful indicator near the equator as the theoretical \( u \)-component of the MRGW is zero there.)

As stated previously, the rawinsonde archive for our analysis stations includes twice-daily observations during two periods, 1966-1972 and 2 October 1989 through 29 November 1994. We extracted twice daily time-series from both periods, each series containing 3770 observations (i.e., 1885 days in each of 10/2/66 - 11/29/71 and 10/2/89 - 11/29/94). Two periods of equal length were chosen to account equally for possible interdecadal biases in MRGW activity. The \( u \)- and \( v \)-spectra and cross-spectra were calculated for each data period, separately for each station, and the results were averaged (analogous to a Bartlett (1948) smoothing of the Daniell smoothed periodograms). The power spectral estimates, MSC, and phase plots are shown in Fig. 2. Although the \( u \)-component power \([P(u)]\) shown in Fig. 2a does not deviate significantly from a red noise spectrum for frequencies below 0.6 cycle/day (cpd), the \( v \)-component power \([P(v)]\) shown in Fig. 2b shows a significant peak (relative to a 95% confidence level derived from an AR(1) red noise null hypothesis) in the frequency range between .22 - .38 cpd, corresponding to periods of 2.6 - 4.5 day. There are other marginally significant peaks at .44, .54, .60, and .73 cpd, possibly associated with inertial gravity wave modes. These peaks are not investigated in this paper, but are of concern for their possible aliasing contributions when once-daily observations are used in the seasonal analysis. The MSC between the \( u \) and \( v \) time series \([MSC(u,v)]\), shown in Fig. 2c, exhibits a distinct peak near .28 cpd (3.6 day). The area of significant MSC extends throughout much of the frequency domain, with minor peaks at .05,
.45, .60, and .73 cpd. The $MSC(u, v)$ phase plot in Fig. 2d shows that the $v$-wind does indeed lead the $u$-wind by a quarter of a cycle ($\pi/2$) in the MRGW frequency band. Note that $v$ lags $u$ by a quarter cycle in the .55 - .78 cpd range.

To study the average propagation properties of wave-like disturbances, we perform a cross-spectral analysis between time series at different stations for the frequency band of interest. In particular, we consider the cross-spectral MSC analysis between the $v$-components at each of the six possible combinations of the four stations, as shown in Fig. 3. If the phase is between zero and ($-\pi$) then the $v$-wind at the second station leads that at the first station. The reverse is true if the phase is positive. Thus, considering the longitudinal geographical distribution of the stations, the phase propagation direction can be determined (e.g., Yanai et al. 1968; Dunkerton 1993). For instance, at .25 cpd the Truk-Majuro phase is negative, implying that the Majuro $v$-wind leads that at Truk. Similarly, the Truk-Koror phase at the same frequency is positive, implying that the Truk $v$-wind leads that at Koror. Since Koror is west of Truk, and Truk is west of Majuro, then the phase propagation must be towards the west. Furthermore, the magnitudes of these phase differences are indicative of the horizontal scale of the wave. If the phase is plotted as a function of the difference in longitude (at a representative latitude) between the stations, then it is easily shown that the slope of the line is equal to the wavenumber. Based on Fig. 3, a linear regression of the longitude difference versus the $MSC(v, v)$ phase gives a wavenumber (slope) of 5.7 and 2.7 for periods of 5 and 4 days, respectively. Dividing the earth’s circumference (at average station latitude $7.2^\circ$) by the wavenumber gives respective wavelengths of $7.0 \times 10^3$ and $14.8 \times 10^3$ km. These wavelengths imply phase speeds of 16 and 43 ms$^{-1}$, respectively. Clearly, the smaller phase differences between stations implies lower wavenumbers, larger wavelengths, and faster phase speeds. Figure 3 then suggests that MRGWs with frequencies between .15 - .22 cpd differ dynamically from those in the frequency range .22 - .33 cpd. In addition, there is a distinct phase transition at .33 cpd, suggesting that the MRGW is no longer an appropriate characterization at frequencies above .33 cpd.
Considering the region of significant $P(v)$ shown in Fig. 2b, along with the phase structure transitions shown in Fig. 3, we will focus our seasonal analysis on the frequency band between .22 - .33 cpd. It should be noted that not all of the power $P(v)$ in this frequency band is associated with MRGWs. In fact, the MSC analysis in Fig. 2c suggests that less than 40 percent of the variance in this band may be characterized as such. By focusing on this frequency band, we are simply improving the likelihood that we are considering MRGWs.

### 3.2 Seasonal Variation of MRGWs

The SVSA methodology described in Appendix A was applied to the once-daily 70hPa Koror time series over the 31 years from 1964-1994. As stated in the previous section, we will focus our seasonally varying (SV) analysis in the frequency band between .22 - .33 cpd. The sixth-order Butterworth bandpass filter (zero phase change) used to extract this frequency band from each time series for the SVSA analysis is shown in Fig. 4 (solid line). Since we are using once-daily observations, we must be concerned about possible aliasing of spectral power in the frequency region between 0.5 - 1.0 cpd. The minor peaks in $P(v)$ shown in Fig. 2b at .54 and .60 cpd do not alias into our MRGW frequency band, but the .73 cpd peak does. The power associated with this peak, however, is minimal compared to that within the MRGW frequency band. Thus, we do not expect our results to be overly contaminated by aliased power from higher frequency waves.

The seasonal variance estimates of the filtered $u$- and $v$-winds at Koror are shown in Fig. 5, along with the SV $MSC(u, v)$ and phase. The SV estimates were smoothed by a low-pass Butterworth filter of order 3 and with half-power period of 30 days (Fig. 4, dashed line). The SV MRGW $u$-wind in Fig. 5a shows peaks in December-January and July, however, we do not focus on the $u$-wind since the $P(u)$ in the MRGW frequency range is not significant (Fig. 2a). The SV $P(v)$, shown in Fig. 5b, also exhibits semiannual peaks, but in mid January - February and mid August - October. The $v$-wind peaks are significant when compared to the 95th percentile of 500 identical SVSA analyses of simulated time series with cross-spectral structure similar to the Koror $u$- and $v$-winds, but forced by Gaussian random noise (which
should, on average, show no seasonal preference). These simulations were performed assuming a stochastic bivariate AR(4) process. The details of this simulation are included in Appendix C. It is important to reiterate that not all of the seasonally varying power in the MRGW frequency band is associated with MRGWs. Thus, it is beneficial to consider the MSC analysis as well. The SV MSC analysis (Fig. 5c) also shows a semi-annual signal with maxima in mid January - March and mid June - September. These peaks are also significant at the 95% level based on the SVSA simulations. The phase shown in Fig. 5d exhibits variability about the theoretical value ($-\pi/2$), with the first semiannual peak corresponding to a more negative phase ($v$ leads $u$ by more than a quarter cycle), and the second peak corresponding to a less negative phase ($v$ leads $u$ by less than a quarter cycle). The implications of this phase structure will be discussed in below.

In addition to the SVSA $v$-wind and MSC results for Koror, the results from the other three stations are shown in Fig. 6. The SV $v$-wind signal does not show a distinct semiannual signal at Truk (Fig. 6b), but does show a strong semiannual signal at Ponape (Fig. 6c) and Majuro (Fig. 6d). Both of the western-most stations (Ponape and Majuro) show a winter maximum and a summer maximum, although there is a phase difference between these stations and Koror. In fact, the Majuro $P(v)$ maxima are nearly a quarter cycle out of phase with those at Koror. One possible explanation for this phase differential between the eastern-most and western-most stations is that the seasonality of the MRGWs could be linked to the semiannual cycle in the global divergent circulation. In particular, Chen and Wu (1992) show that the semiannual cycle in the tropical divergent circulation has two centers, located at approximately 120°E and 160°W, which generally have opposite phase. Thus, it is possible that Majuro and Ponape are influenced by the eastern divergent center, and Koror is influenced by the western center. The MSC plots (Figs. 6e-h) corroborate this, at least with regards to the winter maximum. In general, the MSC plots show twice-yearly peaks, one occurring in the winter-early spring and the other in the summer-early fall [with the possible exception of Ponape (Figure 6g), which only shows a distinct summer peak, and Truk (Figure 6f), which shows a peak in the spring
rather than winter-early spring].

To summarize the SV analysis, we claim there is evidence that suggests MRGWs occur at all times of the year, but they show increased activity (i.e., the waves are either stronger or occur more frequently) twice a year. In general, one peak occurs in winter - early spring and the other peak occurs in the summer - early fall. Although qualitatively similar in most cases, there are noticeable differences between the SV $v$-wind and SV MSC analyses. The SV MSC analysis (Fig. 5c) suggests that, at most, 23 percent of the SV variance in the $v$-wind can be attributed to MRGWs. It may be that the $v$-wind in the MRGW frequency band is contaminated by other tropical disturbances, midlatitude disturbances which have propagated into the equatorial region (e.g., Magana and Yanai 1995), or “noise”. The MSC and phase results between $u$ and $v$ should not be as sensitive to such contamination since the simultaneous analysis of multichannel data acts to filter non-coherent processes. Even so, the signal should be (and typically is) evident in both the $v$-wind and MSC analyses.

3.2.1 Implications of Seasonally Varying Phase

It was noted in the previous section that there is seasonal variation about the theoretical MRGW phase and that this variability is opposite for the two peaks of the semiannual cycle evident in the MSC plot (Fig. 5c). Figure 7a shows in detail the seasonally varying phase for Koror. The variability in phase about the theoretical value of $-\pi/2$ suggests that there may be some dynamical differences between the MRGWs occurring during the first peak as compared to those during the second peak.

From the definition of the $MSC(u, v)$ phase angle (A.6) it is clear that a theoretical phase angle of $-\pi/2$ (i.e., $v$ leads $u$ by 90°) implies that the SV “cospectrum”, given in Appendix A by (A.3), must be zero (and is not zero when the phase deviates from this theoretical value). The SV “cospectrum”, however, is simply the SV covariance between the filtered $u$- and $v$-winds and thus, is a measure of horizontal eddy momentum flux ($u^*v^*$, where the * denotes deviation from the zonal mean). The SV “cospectrum” for Koror at 70-hPa is shown in Fig. 7b. Clearly, the “cospectrum” variability about zero follows the phase variability about $-\pi/2$. 
Thus, the phase difference between the SV MSC semiannual peaks (February and August) implies a "cospectrum" sign difference, and necessarily a difference in horizontal momentum flux for the two semiannual maxima.

To illustrate the effect of the differences in phase/momentum flux, we make use of the theoretical beta-plane MRGW solutions (e.g., Andrews et al. 1987, p.205). In this case, the u- and v-winds associated with the horizontal MRGW are given by:

\[
\begin{align*}
    u &= v_0 u'(y) e^{i(kz - \omega t)} \\
    v &= v_0 v'(y) e^{i(kz - \omega t - \gamma)}
\end{align*}
\]

where

\[
\begin{align*}
    u'(y) &= \frac{i \beta y (1 + \frac{\kappa \omega}{\beta})}{\omega} \exp\left[-\left(1 + \frac{\kappa \omega}{\beta}\right) \beta^2 y^2 \right] \\
    v'(y) &= \exp\left[-\left(1 + \frac{\kappa \omega}{\beta}\right) \beta^2 y^2 \right]
\end{align*}
\]

and \( \omega \) is the MRGW frequency, \( k \) is the zonal wave number, \( \gamma \) is a phase shift from the theoretical MRGW u-wind (which we have added for illustration), \( v_0 \) is the u-wind amplitude at the equator, \( \beta = (2\Omega \cos \phi)/a \), \( \Omega \) is the earth's angular speed of rotation, \( \phi \) is the latitude, and \( a \) is the mean radius of the earth. Figure 8a shows the 4-day, wavenumber 4 theoretical NH MRGW wind-field where \( v \) leads \( u \) by 90° (i.e., \( \gamma = 0 \)). Contours of horizontal eddy momentum flux \( (u^*v^*) \) are shown as well. The meridional derivative of the zonally average momentum flux \( \langle d[u^*v^*]/dy \rangle \), where the brackets represent a zonal average) is shown in Fig. 8b to be zero at all latitudes. We next allow the MRGW v-wind to lead the u-wind by less than 90° using the \( \gamma \) parameter in (2). Figure 8c shows the theoretical MRGW wind field and horizontal eddy momentum flux when \( v \) leads \( u \) by only 78.5°, corresponding to the August semiannual peak at Koror. Figure 8d indicates that there is divergence of horizontal momentum flux from the equator to 4°N and convergence from 4°N to 15°N. If the v-wind leads the u-wind by 101.5° (corresponding to the February semiannual peak at Koror), then the plot of the convergence of momentum flux is symmetrically opposite (not shown) to that in Fig. 8d, implying convergence of horizontal momentum flux near the equator during the
February semiannual peak, and divergence north of 4°N. Thus, the MRGW dynamical structure appears to be fundamentally different during the February and August semiannual peaks. We note that Dunkerton and Baldwin (1995) found the horizontal momentum flux to be higher in the westward propagating tropical depression disturbances than for tropospheric MRGWs. Thus, it is possible that such disturbances are contaminating our analysis, but not likely in our case since we are concerned with lower stratospheric waves, which should not be significantly influenced by the tropospheric tropical depressions.

### 3.3 Cyclic Spectral Analysis

The seasonally varying analysis of the previous section suggested that there are significant twice-yearly peaks in MRGW activity, and that the characteristics of the MRGWs may be different at different times of the year. The winter and summer peaks in MRGW activity agree with the modeling study of Hayashi and Golder (1980) and the upper tropospheric results of Dunkerton (1991a), but appear to be at odds with the stratospheric work presented by Dunkerton (1991a, 1993) and Maruyama (1991). They did not find a summer-early fall peak in lower stratospheric MRGW activity in the equatorial Pacific lower stratosphere. Thus, to test independently for the presence of the summer maximum in $P(v)$ and to examine the possibility of a seasonal shift in the frequency of the maximum $P(v)$, we employ a cyclic spectral analysis. Such an analysis makes optimal use of the cyclostationary properties of the seasonal atmospheric data and allows us to examine the seasonal variability throughout the complete frequency range of the data. Our implementation is based on an autoregressive (AR) cyclic spectral estimator as described in Appendix B.

Figure 9 shows the $v$-wind AR(5) cyclic spectra for the portion of the frequency domain of interest in this study (.15 - .36 cpd). The spectra have been smoothed in time with a zero phase-shift Butterworth low-pass filter of order 3 and with a half-power period of 60 days. Note that if we average over the frequency band used in the SVSA in the previous section (.22 - .33 cpd) then the result (not shown) is qualitatively similar to the SV $P(v)$ plot shown in Fig. 5b, with the possible exception of the late December - early January period. The most
notable features of Fig. 9 are the winter maximum, the clear minimum in spring, the summer maximum, and a less intense minimum in the fall. The winter maximum is generally in the lower frequency range (.22 - .30 cpd) while the summer maximum is in the higher frequencies (.28 - .35 cpd). In particular, it seems that the maximum in $P(v)$ initiates in July at .35 cpd and slowly migrates to lower frequencies as the year progresses. Although not all of the $v$-wind power is associated with MRGWs, these results suggest that the background zonal wind may be modifying the frequency characteristics of the MRGWs. Figure 10 shows the average zonal wind for Koror (solid line). Clearly, there is a strong annual cycle component to the zonal wind, with maximum easterlies in August and minimum easterlies in February. The minimum in $P(v)$ occurring in the spring corresponds to the period of rapidly increasing easterlies in the zonal wind, while the peaks correspond to the period of decreasing easterlies. This is consistent with Maruyama’s (1969) finding that MRGWs are more prevalent when the absolute value of the zonal wind speed is decreasing in time.

Figure 11 shows contours of the AR(5) cyclic spectrum for Majuro at 70hPa. Note that the semiannual cycle in $P(v)$ is more distinct than for the Koror case, primarily because the spring and fall minima are better defined, even though the August peak is less intense than at Koror. The average Majuro zonal wind (Fig. 10, dotted line) shows a strong seasonal cycle with a more pronounced peak in May and a less intense minimum in August (relative to Koror). The Majuro cyclic spectra plot shows that the frequency of the maximum in $P(v)$ varies with season, but the gradual frequency shift with time shown at Koror is not present.

4 Discussion

We have demonstrated by SVSA that there are two seasonal periods of increased $P(v)$ and $MSC(u,v)$ in the western Pacific equatorial lower stratosphere. The $P(v)$ maxima were confirmed by cyclic spectral analysis. Although the presence of the winter - early spring and summer - late fall peaks has been shown in numerical modeling (Hayashi and Golder 1980), the latter peak is at odds with recent observational studies (e.g., Maruyama 1991; Dunkerton
In addition, assuming that the peaks are associated with MRGWs, the summer maximum seems to contradict the belief that MRGWs should not occur when the mean zonal wind is easterly. We address these issues and discuss the implications of these findings in the following paragraphs.

We first address the apparent contradiction with recent observational results, which suggest a late winter - early spring maximum in MRGW activity. One difference between our study and those presented in Maruyama (1991) and Dunkerton (1991a) is that they focus their seasonal analyses on Singapore (or, in Dunkerton's case, much of the presentation). We note that the Maruyama (1991) and Dunkerton (1991a) results were based on a moving window spectral analysis. Although this technique can give smoothed estimates of the seasonally varying spectral power, the relatively short window length and DFT implementation limits the resolution of this approach and this could be the source of the difference. The SVSA and cyclic spectral approaches used in the present study have superior time resolution when compared to the moving window approach (but are not without their limitations, as discussed in the Appendix B), and thus should be more sensitive to seasonal variability. Therefore, we performed the SVSA on 70mb data from Singapore. The analysis gives results (not shown) very close to that presented in Fig. 3 of Dunkerton (1991a) [i.e., it shows a strong spring peak but only a small July peak in seasonal $P(v)$]. Thus, it does not appear that the differences between our results and previous studies are related to the differences in analysis methods (at least as far as Singapore is concerned).

If we accept that the seasonal peaks in $P(v)$ and $MSC(u, v)$ are related to MRGWs, then the lack of a summer MRGW maximum at Singapore is due either to MRGW forcing differences between Singapore and the central/western Pacific stations, or to a damping mechanism that suppresses MRGW waves generated in the central/western Pacific as they propagate to the Singapore region during the summer. First, note that Singapore is closer to the equator and much further west than the stations included in our analysis (see Figure 1). Thus, although the MRGW $v$-wind is stronger near the equator, it is possible that the semiannual signal
is not as strong there as for the western Pacific stations near 7°N that we considered. As stated previously, convection is a possible forcing mechanism for MRGWs, and is certainly linked to MRGW activity (at least in the troposphere). This forcing mechanism should have a strong impact in the summer months, when convection over the western Pacific warm pool is the strongest. Perhaps, the lack of a summer peak in MRGW activity at Singapore is related to less convective activity over that region. In fact, examination of climatological mean monthly precipitation for Singapore (Nieuwolt 1984) and our analysis stations (Terada and Hanzawa 1984) corroborates this speculation. While the four central/western Pacific stations of our analysis show significant summer precipitation, Singapore shows a climatological minimum in the summer. Such a minimum in summer precipitation over the Singapore region is also suggested by the SSM/I-derived monthly rainfall estimates presented by Berg and Avery (1994). This summer minimum in convection is most likely attributable to the influence of the climatological high pressure center located over northwest Australia, which extends into the Indonesian region, effectively splitting the Intertropical Convergence Zone (e.g., see the July plots of SSM/I derived monthly rainfall in Fig. 3 of Berg and Avery 1994).

Dunkerton (1991a) also looked at the seasonally varying $P(v)$ for an average of six stations, and Dunkerton (1993) used many of the same western Pacific stations as we have used, but did not find a strong semiannual signal in either case. Dunkerton (1991a) does not show seasonally varying results for the stations we have considered here. However, he does present results for a 6-station "zonal average" which does not show a summer peak. It is possible that the summer peak is only present in the central/western Pacific and is thus "averaged out" of his analysis. Although Dunkerton (1993) considers many of the same central/western Pacific stations as we have, the 70-hPa time varying analysis he describes is not shown in his paper, so that a direct comparison to our results is not possible. It is implied in that paper that the seasonality was detected from a visual analysis of the time series of the windowed DFT $P(v)$ values. Although there is utility to such an approach (especially for characterizing interannual variability), the inherent subjectivity may lead to an oversight of some climatological features.
We now address the observation that the summer peak in MRGW occurrence coincides with the average maximum easterlies in the zonal wind (e.g., Fig. 10). As Maruyama (1991) notes, his Fig. 5 also shows several instances when $P(v)$ maximizes during the maximum easterly phase of the zonal wind (e.g., 1982). Although this was attributed to possible data errors, a close look at these results suggest that this maximum in $P(v)$ occurs quite frequently during periods of maximum easterlies. Linear theory predicts that MRGWs can only propagate vertically when the zonal flow is westerly (e.g., Lindzen 1970, 1971; Andrews et al. 1987). However, although we would not expect the MRGWs to propagate vertically above 70hPa during the summer maximum, there is no limitation on their existence or excitation at this level and time. In fact, a plot of the SV $P(v)$ at the 30-hPa level for Koror (Fig. 12) shows the winter - early spring maximum, but not the summer maximum. This is consistent with the inability of the MRGWs to propagate vertically in the summer.

If we accept that there are indeed two maxima in MRGW activity, then it appears that the dynamical characteristics of the MRGWs are different for these two peaks. As shown in Section 3.2.1, this is supported by the SV phase difference, which implies a reversal in the convergence of horizontal momentum flux associated with the MRGWs from each maximum. Furthermore, the cyclic spectral analysis results of Section 3.3 show that the frequency is higher for the summer $P(v)$ maximum than for the winter - early spring maximum. Such differences may be simply due to the seasonal variation of the basic state zonal wind. However, these differences could also have implications as to the excitation mechanism for the MRGWs. As mentioned in the Introduction, there is still considerable debate in the atmospheric science community as to whether MRGWs are forced laterally or are coupled to convection. As the observational evidence can support either theory, it seems plausible that both mechanisms are valid. It is then possible that the MRGWs associated with the summer - early fall maximum are mainly due to one type of forcing, while the winter - early spring waves are primarily due to the other forcing mechanism. As suggested in the contrast between summer MRGW activity in Singapore versus the central/western Pacific stations, it is likely that much of the summer
maximum is related to convective forcing. In addition, due to the increase in extra-tropical baroclinic wave activity in the NH winter, it is possible that the winter peak may contain more influence from lateral forcing. However, such speculations should be tested by numerical simulations.

5 Conclusions

We analyzed 31 years of lower stratospheric wind data at four stations in the western/central Pacific. Traditional spectral and cross-spectral analysis led us to conclude that there is a significant signal between 3 - 4.5 days, and that the waves in this range could be characterized as mixed Rossby-gravity waves (MRGWs). We then applied the seasonally varying spectral analysis (SVSA) method developed by Madden (1986) to study the average seasonal variation of these waves. The SVSA suggested that there are significant twice-yearly maxima in $v$-wind power and the mean-squared coherence between the $u$- and $v$-wind, with peaks occurring in winter - early spring and in summer - early fall. These results were confirmed by a cyclic spectral analysis. It was then suggested that these peaks are indicative of increased MRGW activity. In addition, the SVSA mean-squared coherence between the $u$- and $v$-winds and the associated phase implied that there is convergence of horizontal momentum flux associated with these waves, and that the sign of that convergence is different during the two maxima. The cyclic spectral analysis also suggested that the frequency of the $v$-wind power is different during the two maxima. If we assume MRGWs are associated with such peaks, then these differences could be due to either the seasonal variation of the basic zonal state or to different MRGW forcing mechanisms (i.e., convective versus lateral excitation mechanisms).

It was noted that a twice-yearly peak in MRGW activity contradicts some recent observational studies, but is certainly not without precedence. Clearly, further efforts are required to help resolve these contradictions. In particular, it would be beneficial if additional cyclic spectral analyses were conducted with similar data sets. As mentioned in Appendix B, there is ongoing research exploring more sophisticated implementations of the AR cyclic spectral
analysis used in this study. It would also be useful to develop a multi-channel AR cyclic spectral analysis technique, which would allow cyclic cross-spectral analysis of the $u$- and $v$-winds. Although this has been implemented with the DFT approaches (e.g., Huang and North 1996), it is an area of current research with AR implementations. In addition, modeling studies should be used to explore the semiannual peaks in MRGW activity, and their links to possible forcing mechanisms. Finally, it is not clear whether the seasonal increases in spectral and cross-spectral intensity observed in this study are due to increased amplitudes of the MRGWs or increases in occurrence. Further analysis is required to resolve this question.

Acknowledgements

The research was sponsored by the U.S. Department of Energy, Office of Energy Research, Environmental Sciences Division, Office of Health and Environmental Research, under the first author's appointment to the Graduate Fellowships for Global Change administered by Oak Ridge Institute for Science and Education. Data and computer time were generously provided by NCAR during summer visits by the first author. Additional support was provided by NSF Grant ATM-9416954. We wish to thank Prof. Peter Sherman for his discussions related to AR cyclic spectral analysis.

Appendix A: Seasonally Varying Spectral Analysis (SVSA)

To study the seasonal variation of MRGWs over the 31 year data record, we used the SVSA procedure outlined in Madden (1986) and Gutzler and Madden (1993). A brief summary of the method follows.

The annual variation in the mean was removed from each time series. This was accomplished by first computing averages over all years for each day of the year. This average series was then subjected to Fourier analysis and a weighted sum of the first five harmonics and the annual mean were removed from each year of data.

Given time series of the zonal, $u(t)$, and meridional, $v(t)$, winds, the data were divided
into 540 day segments, each starting on 1 July of a given year. A sixth-order Butterworth bandpass filter with zero phase shift (e.g., Hamming 1989) covering the frequency range of the phenomenon of interest was applied to each of the 540 day segments, which we denote by $U_f(t)$ and $V_f(t)$ for $u(t)$ and $v(t)$, respectively. Estimates of the seasonally varying wind variances are then given by:

\[ S_f^U(t) \equiv \langle U_f(t)^2 \rangle, \tag{A. 1} \]

\[ S_f^V(t) \equiv \langle V_f(t)^2 \rangle, \tag{A. 2} \]

where the angle brackets indicate an average over all segments for the $t$-th day of the year. The seasonally varying covariance is then given by:

\[ C_f^{U,V}(t) \equiv \langle U_f(t) \cdot V_f(t) \rangle. \tag{A. 3} \]

The quadrature variance is calculated by shifting one of the series (in our case the $U_f(t)$ series) by one-quarter cycle through a Hilbert transform:

\[ Q_{U,V}^f \equiv \langle H[U_f(t)] \cdot V_f(t) \rangle, \tag{A. 4} \]

where $H$ is the Hilbert transform operator (e.g., Barnett 1983). The estimates of $S_f^U(t), S_f^V(t)$, and $C_f^{U,V}(t)$ are then smoothed via a low-pass filter. Estimates of seasonally varying mean-squared coherence and phase can then be estimated from these smoothed estimates by:

\[ MSC_{U,V}^f(t) \equiv \frac{\tilde{C}_{U,V}^f(t)^2 + \tilde{Q}_{U,V}^f(t)^2}{\tilde{S}_{U}^f(t) \cdot \tilde{S}_{V}^f(t)}, \tag{A. 5} \]

and

\[ \Phi_{U,V}^f(t) \equiv \arctan(\tilde{Q}_{U,V}^f(t)/\tilde{C}_{U,V}^f(t)), \tag{A. 6} \]

respectively, where the tilde indicates a smoothed value.

### Appendix B: Autoregressive Cyclic Spectral Analysis

Traditional spectral analysis techniques require an assumption of second-order stationarity (i.e., constant mean with autocorrelation depending only on time lag). This assumption clearly
breaks down when the physical process under consideration has known cycles (e.g., solar influenced annual and semiannual cycles in atmospheric processes). In that case the mean and variance are also periodic. Traditionally, investigators remove these cycles, hoping that they then can satisfy the stationarity assumption (which typically, they can’t, at least with regard to the variance). However, from a statistical perspective, it makes sense to use the redundant information contained in the periodically correlated moments optimally, rather than to remove it. An excellent discussion of the analysis of periodically correlated atmospheric time series can be found in Lund et al. (1995). In addition, Huang and North (1996) provide a comprehensive discussion of cyclic spectral analysis related to atmospheric processes. A more general and complete discussion of periodically correlated time series analysis from an engineering perspective can be found in Gardner (1994) and references therein. Our discussion of autoregressive cyclic spectral analysis follows that found in Sherman and White (1995), who apply the technique to rotating machinery.

A random process \( Y_t \), for \( t \in 1, \ldots, n \) is defined as wide-sense cyclostationary (wsc) if it has an autocorrelation function \( E(Y_s Y_t) \equiv R(s, t) \) that is \( \delta \)-periodic:

\[
R(s,t) = R(s + md, t + md)
\]  

(B. 1)

for \( m \in 0, \pm 1, \pm 2, \ldots \).

Now, consider a \( \delta \)-periodic autoregressive (AR) process:

\[
Y_t - \sum_{j=1}^{p_t} a_t(j)Y_{t-j} = \epsilon_t
\]  

(B. 2)

where \( p_t = p_{t+d} \) is the AR model order for time \( t \), \( \epsilon_t \) is a wsc white noise process such that \( E(\epsilon(t)) = 0 \), \( E(\epsilon^2(t)) = \sigma^2 = \sigma^2_{t+d} \), and \( a_t(j) = a_{t+d}(j) \) are the cyclostationary AR parameters.

The Yule-Walker type equations corresponding to (B.2) are

\[
R(t, t - \tau) = \sum_{k=1}^{p_t} a_t(k)R(t - k, t - \tau) + \delta_\tau \sigma^2_t,
\]  

(B. 3)

where \( t = 1, \ldots, d; \tau = 0, \ldots, p_t; \) and \( \delta_\tau = 1 \) for \( \tau = 0 \) and zero elsewhere.
Estimation

Pagano (1978) showed that a statistically consistent estimator for the autocorrelation of a one-dimensional wsc process is:

$$\hat{R}(s,t) = N^{-1} \sum_{k=0}^{N-1} Y_{s+kd}Y_{t+kd}$$  \hspace{1cm} (B. 4)

where, $N = n/d$; $Y_h = 0$ for $h \leq 0$, and without loss of generality, $Y_t$ is taken to have zero mean. By utilizing the consistent estimators given by (B.4) in (B.3), Pagano (1978) showed that the Yule-Walker equations can be solved, giving consistent estimators of the parameters in the model (B.2). In practice, a common approach is to solve the Yule-Walker set via least squares (Pagano 1978). In addition, a choice must be made for the model orders at each time, $p_t$. A simple approach is to find the AR model order most appropriate for the time series (e.g., using the Akaike Information Criterion; e.g., Marple 1987, p.229) after having filtered for the frequency band of interest. In our case, we assume that $p_t = p$ for all $t$, where $p$ is this "average" model order. Such an approach is somewhat naive, but does provide a simple first approximation to the cyclic spectra. The optimal choice of AR model orders is a subject of current research (e.g., McLeod 1994).

Given the autoregressive parameters $a_t(j), t = 1,\ldots,d; j = 1,\ldots,p_t$, we can then use the AR spectral estimator (e.g., Marple 1987; Wikle et al. 1995) applied at each $t$:

$$AR_p_t(\omega) = [|\phi_{p_t}(e^{i\omega})|^2]^{-1}$$  \hspace{1cm} (B. 5)

where

$$\phi_{p_t}(e^{i\omega}) = \sigma_t^{-1} \sum_{k=0}^{p_t} a_t(k)e^{-ik\omega},$$  \hspace{1cm} (B. 6)

and $a_t(0) \equiv 1$. In practice, for each $t$ we pad the autoregressive spectral estimates with zeros to increase the resolution of the discrete Fourier transform (DFT) in (B.6) [i.e., we apply the DFT to $\{\hat{a}_t(0), \hat{a}_t(1),\ldots, \hat{a}_t(p_t), 0,\ldots, 0\}$ where $\hat{a}_t(k), k = 1,\ldots,p_t$ are the AR parameter estimates obtained from the solution of the Yule-Walker equations].

We must recognize the limitations inherent in the cyclic spectral analysis (and the SVSA outlined in Appendix A) which have led us to conclude there are two peaks in the $v$-wind
power. In particular, the cyclic spectral approach assumes explicitly (and the SVSA approach assumes implicitly), that there is an underlying annual cycle which undergoes no variation in period. In fact, this may not be true (especially with daily data). It has been shown (e.g., Sherman and White 1995) that random variation in the cyclostationary period can seriously affect a seasonally varying analysis. Methods have been developed to track the underlying tonal frequency (e.g. using an extended Kalman filter). Atmospheric scientists, however, tend to be reluctant to deviate from the hypothesis of a rigid annual cycle since the year to year solar cycle variability is negligible. Furthermore, Wikle et al. (1995) showed that the 70-hPa annual cycle at a western Pacific station (Truk) has a very strong periodicity, nearly indistinguishable from a sinusoid. Thus, our assumption of a constant cyclostationary period is reasonable in this case. Of course, the windowed DFT method utilized in previous studies (e.g., Maruyama 1991; Dunkerton 1991a) would also suffer from such a misspecification in cycle period.

We also note a limitation in our AR implementation of cyclic spectral analysis. This concerns the choice of model order. More specifically, the concern is related to the assumption of a constant AR model order over time, which, as noted previously, simplifies our analysis. The optimal choice of these time varying model orders is a current area of research in the signal processing community. In the present study, since our results are corroborated by the SVSA method, we believe the constant AR model order assumption does not affect our results critically. However, a more detailed cyclostationary analysis is warranted. Such an analysis should consider an AR implementation with time varying model orders (e.g., McLeod 1994).

**Appendix C: Stochastic 2-Channel AR Simulation**

Consider a 2-channel autoregressive process:

\[ y_t = \sum_{k=1}^{p} a_k y_{t-k} + e_t, \quad (C. 1) \]
where $p$ is the 2-channel AR model order, $y_t = [y_{1t}, y_{2t}]'$, $A_k$ is a $2 \times 2$ matrix of AR coefficients, and $e_t = [e_{1t}, e_{2t}]'$ is a zero-mean wide-sense stationary error process such that

$$E[e_t e_t'] = \begin{pmatrix} \sigma_1^2 & \sigma_{12} \\ \sigma_{21} & \sigma_2^2 \end{pmatrix},$$

(C. 2)

where $\sigma_{12} = \sigma_{21}$.

We now present an algorithm which allows us to simulate from a 2-channel (e.g., $u$- and $v$-wind) AR process of order $p$.

- Let $y_t = [u_t, v_t]'$.
- Given $y_t$ and a model order $p$ (e.g., chosen via the multi-channel Akaike Information Criterion; Marple 1987, p.409), estimate $\hat{A}_k$, $\hat{\sigma}_1^2$, $\hat{\sigma}_2^2$, and $\hat{\sigma}_{12}$ by utilizing a method such as the multichannel Levinson recursion algorithm (e.g., Marple 1987, p.400-402).
- Simulate $\epsilon_{1t}$ from $N(0, \sigma_1^2)$ [i.e., a normal distribution with mean 0 and variance $\sigma_1^2$].
- Simulate $\nu_t$ from $N(0, 1)$ [i.e., a standard normal distribution].
- Let $e_{2t} = a^2 \hat{\sigma}_1^2 + b^2$, where $a = \hat{\sigma}_{12}/\hat{\sigma}_1^2$ and $b = \hat{\sigma}_2^2 - \hat{\sigma}_{12}^2/\hat{\sigma}_1^2$ can be shown to give the appropriate 2-channel AR error structure when $E(\epsilon_{1t} \nu_t) = 0, \forall t$.
- Use the simulated $\epsilon_{1t}, e_{2t}$, and estimated $\hat{A}_k$, $k = 1, \ldots, p$ in (C1) to generate as large a simulation of $y_t$ as necessary, remembering to let the simulation "burn in" for a reasonable amount of time.
- Check the 2-channel spectra, cross-spectra, mean-squared coherence, and phase to verify that the simulated AR process is realistic in the portion of the frequency domain of interest. If not, the AR model order should be adjusted, and the simulation repeated.
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Figure 1. Geographical locations of stations used in the analysis. S-Singapore, K-Koror, T-Truk, P-Ponape, M-Majuro.
Figure 2  Cross-spectral analysis of twice-daily 70-hPa $u$- and $v$-winds at Koror using a composite of two 1885 day periods, 10/2/66 - 11/29/71 and 10/2/89 - 11/29/94. Results were obtained using a smoothed periodogram method with smoothing bandwidth of .028 cycles per day (cpd). Dashed lines represent the 95% confidence level of a red noise [i.e., AR(1)] null-hypothesis. Solid lines represent the: (a) power of the $u$-wind in decibels (dBA: $dBA = 10 \log_{10} x$, where $x$ is the power in $(ms^{-1})^2 \cdot day$), (b) $v$-wind power (dBA), (c) mean-squared coherence (MSC) between the $u$- and $v$-wind, and (d) the phase between $u$- and $v$-wind in radians.
Figure 3  MSC phase (radians) between the 70-hPa $v$-wind at two stations using data and methods as for Figure 2 except with a smoothing bandwidth of .056 cpd. Note that only a portion of the frequency domain is shown; the MSC (not shown) associated with the phase in this frequency range is relatively large, although decreasing with separation distance. Station symbols are: P(Ponape); K(Koror); T(Truk); M(Majuro), so that, e.g., P-K represents the phase between $v$ at Ponape and $v$ and Koror.
Figure 4 Filter frequency response functions used in the seasonally varying spectral analysis. Solid line: Butterworth bandpass filter (order 6) with half-power points at .22 cpd (4.5 day) and .33 cpd (3 day). Dashed line: Butterworth lowpass filter (order 3) with half-power point at .033 cpd (30 days).
Figure 5  Seasonally varying spectral analysis for 70-hPa Koror $u$- $v$-winds with power in the range 3 - 4.5 day. Solid lines: (a) Seasonally varying (SV) $u$-wind variance ($ms^{-1})^2$, (b) SV $v$-wind variance ($ms^{-1})^2$, (c) MSC between $u$- and $v$-wind, (d) MSC phase (radians). Dashed lines: 95$^{th}$-percentile significance level estimate obtained from 500 independent SV analyses using simulated data from a 2-channel autoregressive model with similar spectral structure to the observed $u$- and $v$-winds (see Appendix C).
Figure 6  Seasonally varying $v$-wind variance ($m s^{-1})^2$ (a - d) and MSC between $u$- and $v$-winds (e - h) at Koror (a,e), Truk (b,f), Ponape (c,g), and Majuro (d,h).
Figure 7  Seasonally varying (a) MSC phase between $u$- and $v$-wind (radians), and (b) SV covariance $(m s^{-1})^2$ at Koror.
Figure 8  (a) NH half of a theoretical mixed Rossby-gravity wave (MRGW) wind field (i.e., $v$ leads $u$ by 90 degrees) with contours of horizontal eddy momentum flux ($u^*v^*$) (contour interval $0.5 \text{ (ms}^{-1}\text{)}^2$). (b) Meridional derivative of horizontal momentum flux ($\text{ms}^{-1}\text{day}^{-1}$) corresponding to the wave in figure (a). (c) and (d) are the same as for (a) and (b) except the MRGW $v$-wind leads the $u$-wind by only 78.5 degrees.
(a) AR(5) Cyclic Spectra: Koror 70hPa P(V)

Figure 9  Autoregressive cyclic spectra (assuming a constant AR model order equal to 5) for 70-hPa v-wind at Koror (in dBA). Note that the frequency domain has been truncated to the region of interest (.16 - .34 cpd) and the contour intervals are 1 dBA in (b).
Figure 10 31-year mean zonal wind (m/s) at 70-hPa for Koror (solid line), Truk (dashed), Ponape (dash-dot), Majuro (dotted). The daily means have been smoothed with a Butterworth (order 3) lowpass filter with a half-power period of 60 days.
Figure 11  Autoregressive cyclic spectra (assuming a constant AR model order equal to 5) for 70-hPa u-wind at Majuro (in dBA). Note that the frequency domain has been truncated to the region of interest (.16 - .34 cpd) and the contour intervals are 1 dBA in (b).
Figure 12  Seasonally varying $u$-wind variance ($m s^{-1}$) for Koror at 30-hPa.
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Abstract

Most climatological processes involve variability over both space and time. The extension of traditional geostatistical methods, such as kriging, to the spatio-temporal domain is one possible approach to characterize this variability. Due to the difficulty in modeling space, time, and spatio-temporal interactions, this approach is limited. In the atmospheric sciences, traditional methods for examining spatio-temporal processes have focused on Empirical Orthogonal Functions (EOF), Canonical Correlation Analysis (CCA), and Principal Oscillation Patterns (POP). Although these techniques are visually powerful, they were designed with summarization rather than prediction in mind. Our predictive model is temporally dynamic in that it exploits the unidirectional flow of time in an autoregressive framework. In addition, the model is spatially descriptive in the sense that although spatial correlation is modeled by a spatially colored noise process, no causative interpretation is associated with this noise. With the inclusion of a measurement equation, this formulation naturally leads to the development
of a spatio-temporal Kalman filter. We use this Kalman filter to predict at future times and at locations for which we do not have data. The method is demonstrated with a simulated spatio-temporal data set, and is shown to perform better than applying simple kriging independently to the spatial field at each time. Finally, our approach is used to predict monthly precipitation throughout the data-sparse South China Sea region.

1 Introduction

Virtually all physical processes involve variability over space and time. For example, in climatology we are typically interested in the time evolution of certain atmospheric parameters (e.g., wind, temperature, precipitation) over specified spatial domains. In the atmospheric sciences, many methods have been developed to examine such spatio-temporal variability: Empirical Orthogonal Functions or EOFs (e.g., Lorenz 1956; Preisendorfer 1988), spatio-temporal Canonical Correlation Analysis or CCA (e.g., Glahn 1968; Bretherton et al. 1992), and Principal Oscillation Patterns or POPs (e.g., Hasselmann 1988; von Storch et al. 1988,1994). Although these techniques are visually very powerful, they were developed more as a tool with which to summarize the huge spatio-temporal data sets typically found in atmospheric science, rather than as a methodology for prediction in either space or time.

One approach to modeling spatio-temporal variability is to consider the data as separate time series, which are correlated in space (i.e., a multivariate time series model). This approach is described in Bennet (1979, ch.6) and recently has been implemented in Rouhani and Wackernagel (1990) and Oehlert (1993).

Another approach to modeling spatio-temporal variability is through the geostatistical paradigm. For instance, traditional geostatistical methods, such as kriging, can be extended to the spatio-temporal domain. However, as outlined by Rouhani and Meyers (1990), there are major differences between temporal and spatial processes (e.g., temporal data are ordered while spatial data are not). Furthermore, geostatistical spatio-temporal modeling is complicated by having to specify not only space and time components, but also spatio-temporal interaction.
components of variation. The spatio-temporal variability is often complicated since there can be very different spatial behavior at different points in time, as well as different temporal variability at different locations in space.

The primary geostatistical approach has been to treat time and space as separable, so that if the time component is removed the data can be viewed as repeated measurements at each spatial location (e.g., Bilonick 1983; Eynon and Switzer 1983; Stein 1986; Loader and Switzer 1992; Sampson and Guttorp 1992; Mardia and Goodall 1993; Host et al. 1995; Haas 1995). Traditionally, spatial processes have been assumed to be covariance stationary. However, in recent years that assumption has been shown to be unrealistic for atmospheric data extending over large spatial domains. Nonstationary spatial covariances have been considered through EOFs (Obled and Creutin 1986; Shriver and O'Brien 1995; Reynolds et al. 1996), moving windows (Haas 1990a,b; 1995), kernel smoothers (Oehlert 1992), empirical Bayes shrinkage (Loader and Switzer 1992), and multidimensional scaling (Sampson and Guttorp 1992). For an excellent review of nonstationary covariance modeling, see Guttorp and Sampson (1994). Recently, Zucchini and Guttorp (1991) and Hughes and Guttorp (1994a,b) have considered using hidden Markov models with unobserved weather states to model spatio-temporal atmospheric processes.

Fundamentally, it is clear that without the spatial component, there is a large class of time series that could be used to model the temporal component (e.g., autoregressive error processes). These are dynamic in the sense that they exploit the unidirectional flow of time. Furthermore, without the temporal component, geostatistical methods could be used to model the spatial component (e.g., intrinsically stationary error process). These are descriptive in the sense that although they model spatial correlation, there is no causative interpretation associated with them. It would seem then that if both temporal and spatial components are present, it would be natural to combine both approaches. In other words, we shall propose a statistical model that is temporally dynamic and spatially descriptive. In a spatio-temporal framework where the models are separable, this has been shown to be a useful approach (Haslett...

In the atmospheric sciences, the idea of using a Kalman filter for spatio-temporal modeling has been discussed in the context of Numerical Weather Prediction (NWP) data initialization since the early 1980s (e.g., Ghil et al. 1981). The fact that this work has been largely ignored in the spatial statistical literature is illustrative of the lack of cross-referencing between the geostatistical "kriging" literature (Matheron 1963) and the atmospheric science "optimal interpolation" (Gandin 1963) literature noted in Haslett's (1989) excellent review. [For additional overviews of optimal interpolation in the atmospheric sciences and a discussion of the role of the Kalman filter, see Thiebaux and Pedder (1989), Daley (1991), and Ghil and Malanotte-Rizzoli (1991).] In the NWP Kalman filter, the state process is assumed to evolve according to a physical, albeit very simplified, multivariate model of the atmosphere. The approach has not been implemented operationally due to the tremendous computational costs associated with matrix operations involving, on the order of, $10^6$ variables. However, Kalman filters with simplified dynamical models have been demonstrated to work quite well (e.g., Dee et al. 1985; Cohn and Parrish 1991; Dee 1991). Current research in this area is focused on using more physically realistic non-linear Kalman filters such as the "extended" Kalman filter (e.g., Miller et al. 1994; Daley 1995) and finding appropriate parameterizations of the covariance matrices associated with the error between observations and a "first guess" derived from a numerical dynamical atmospheric forecast model (e.g., Dee 1995). Although these Kalman filter models have great potential for optimally preparing atmospheric data streams to be used by physical numerical prediction models, the physically-based state matrices prevent these models from being used for spatio-temporal processes for which explicit physical models are not well understood (e.g., precipitation). Thus it would be useful to develop a Kalman filter based on statistically derived state matrices. Such a model could then be applied to a broader class of spatio-temporal processes, namely precipitation.

Commenting on Handcock and Wallis' Bayesian approach, Cressie (1994) suggests that a Kalman filter incorporating space and time would be a powerful way to apply the Bayesian
paradigm to spatio-temporal problems. In an invited paper to the XVIIth International Biometric Society, Goodall and Mardia (1994) suggest an approach to Kalman filtering in the spatio-temporal setting, although they do not formulate their model in a continuous spatial domain. Zhang (1995) implements a spatio-temporal Kalman filter using general partial differential equation based covariance structures, with statistically-derived parameters. Huang and Cressie (1996) develop a rather specific temporally dynamic and spatially descriptive model and show how to use the Kalman filter algorithm to obtain snow-water equivalent predictions at locations where no observations are taken. They demonstrate that this spatio-temporal Kalman filter performs better than the purely spatial model currently employed by the National Weather Service for such predictions. Note, however, that for the model presented by Huang and Cressie (1996), prediction at some location \( s \) and time \( t \) is influenced directly by past values only at location \( s \). In reality, spatio-temporal processes are likely to be more complicated and will also show dependence on past values at locations near \( s \).

In this investigation, we extend the model of Huang and Cressie (1996) to include dynamical contributions from all locations in the spatial domain of interest, resulting in a spatio-temporal model that is temporally dynamic and spatially descriptive. Our approach is to express the dynamics through Markov time dependence and to describe the error through nonstationary, anisotropic, spatially colored noise. This model is formulated in a state-space representation, leading to updatable Kalman filter spatio-temporal prediction algorithms. Section 2 describes the model and the estimation of model parameters is outlined in Section 3. Section 4 describes the selection of basis functions needed for the model implementation. Then, a simulation with which we test the model and compare to other methods is included in Section 5, followed by the results of applying the model to monthly precipitation data observed around the South China Sea in Section 6. Finally, a conclusion is presented in Section 7.
2 Statistical Model

Assume we are given an observable and spatially continuous spatial process \( Z(s; t) \), where \( s \in D \), with \( D \) some spatial domain in \( d \)-dimensional Euclidean space \( \mathbb{R}^d \), and a discrete index of times \( t \in \{1, 2, \ldots \} \). We suppose that the observable process has a component of measurement error expressed through the measurement equation

\[
Z(s; t) = Y(s; t) + \epsilon(s; t),
\]

where \( Y(s; t) \) can be thought of as a "smoother" process than \( Z(s; t) \). Our goal is to predict the process \( Y(\cdot; \cdot) \). Now, we assume that \( Y(s; t) \) can be written

\[
Y(s; t) = Y_K(s; t) + \nu(s; t),
\]

where \( \nu(s; t) \) is a component of variance representing small-scale spatial variation or the convolution of spatial processes that do not have a coherent temporally dynamic structure. The component \( Y_K(s; t) \) is assumed to evolve according to the state equation

\[
Y_K(s; t) = \int_D w_s(u)Y_K(u; t-1) \, du + \eta(s; t),
\]

where \( \eta(s; t) \) is a spatially colored noise process (i.e., the "spatially descriptive" component) and \( w_s(u) \) is a function representing the interaction between the state process \( Y_K \) at location \( u \) and time \( (t-1) \) and \( Y_K \) at location \( s \) and time \( t \) (i.e., the "temporally dynamic" component). For stationarity over time, we further require that this interaction function satisfies

\[
\int_D w_s(u) \, du = \alpha,
\]

where \( |\alpha| < 1 \) is an unknown parameter. Additionally, we assume

\[
E[\epsilon(s; t)Y(r; \tau)] = 0 \quad \forall s, r, t, \tau
\]

\[
E[\epsilon(s; t)\epsilon(r; \tau)] = 0 \quad \forall s, r, t \neq \tau
\]

\[
E[\nu(s; t)\nu(r; \tau)] = 0 \quad \forall s, r, t \neq \tau
\]

\[
E[\eta(s; t)\eta(r; \tau)] = 0 \quad \forall s, r, t \neq \tau
\]
\[
E[\epsilon(s;t)\eta(r;\tau)] = 0 \quad \forall r, s, t, \tau \tag{9}
\]
\[
E[\epsilon(s;t)\nu(r;\tau)] = 0 \quad \forall r, s, t, \tau \tag{10}
\]
\[
E[\nu(s;t)\eta(r;\tau)] = 0 \quad \forall r, s, t, \tau \tag{11}
\]
\[
E[\nu(s;t)Y_K(r;t)] = 0 \quad \forall r, s, t \tag{12}
\]
\[
E[\eta(s;t)Y_K(r;t - 1)] = 0 \quad \forall r, s, t. \tag{13}
\]

We have incomplete (in space and time) observations on the \( Z \) process, from which we would like to predict the unobserved process \( Y(s_0; t_0) \), where \( s_0 \) and \( t_0 \) may or may not represent spatio-temporal coordinates at which data are available. The state model (3) is an extension of the model given by Huang and Cressie (1996) who effectively assume that \( \nu(\cdot; t) \equiv 0 \) and that \( w_s(u) \) is an unknown parameter times the Dirac delta function, thereby only considering contributions to \( Y_K(s; t) \) from previous values of the process at the same location \( s \). The strength of the state model (3) is that it features the dynamic aspect through the continuous autoregressive term but builds in spatio-temporal interaction through the error process \( \eta(\cdot; t) \), which is, at any point in time, a spatially correlated (e.g., intrinsically stationary) process.

Now, we define the state process \( Y_K \) according to

\[
Y_K(s; t) = \sum_{k=1}^{K} \phi_k(s) a_k(t), \tag{14}
\]

for \( s \in D, t \in \{1, 2, \ldots\} \), where \( a_k(t), k = 1, \ldots, K \) are zero-mean random variables, and \( \{\phi_i(u) : i = 1, \ldots, \infty; u \in D\} \) is some chosen basis set that is complete (i.e., for any piecewise continuous function \( f(u), u \in D \), the minimum squared error of \( f(u) - \sum_{i=1}^{m} c_i \phi_i(u) \) on the appropriate vector space goes to zero as \( m \to \infty \)) and orthonormal,

\[
\int_D \phi_i(u) \phi_j(u) du = \delta_{i,j}, \tag{15}
\]

where \( \delta_{i,j} = 0 \) for \( i \neq j \) and \( \delta_{i,j} = 1 \) for \( i = j \). Choice of the integer \( K \geq 1 \) will be discussed in Section 3. Furthermore, we take advantage of the completeness of the \( \phi \)'s and expand the interaction function as

\[
w_s(u) = \sum_{i=1}^{\infty} b_i(s) \phi_i(u), \tag{16}
\]
for $s, u \in D$ and where $b_l(s), l = 1, \ldots, \infty$ are unknown, but non-stochastic, parameters. Notice that (15) implies

$$b_l(s) = \int_D w_s(u) \phi_l(u) du,$$

(17)

for $s, u \in D$.

Substituting (16) and (14) into (3) and making use of the orthonormality property (15) we obtain

$$Y_K(s; t) = \sum_{k=1}^{K} \sum_{l=1}^{\infty} b_l(s) a_k(t - 1) \int_D \phi_l(u) \phi_k(u) du + \eta(s; t)$$

(18)

$$= \sum_{k=1}^{K} b_k(s) a_k(t - 1) + \eta(s; t)$$

(19)

$$= b(s)' a(t - 1) + \eta(s; t),$$

(20)

where

$$b(s) \equiv (b_1(s), b_2(s), \ldots, b_K(s))',$$

(21)

$$a(t - 1) \equiv (a_1(t - 1), a_2(t - 1), \ldots, a_K(t - 1))'.$$

(22)

Noting that (14) can be written

$$Y_K(s; t) = \phi(s)' a(t),$$

(23)

where

$$\phi(s) \equiv (\phi_1(s), \phi_2(s), \ldots, \phi_K(s))',$$

(24)

we substitute (23) into (20) to obtain

$$\phi(s)' a(t) = b(s)' a(t - 1) + \eta(s; t).$$

(25)

Now, assume that we have data at locations $\{s_1, s_2, \ldots, s_n\}$ for $t$ in some non-empty subset of $\{1, 2, \ldots, T\}$. We can then write (25) as a system of $n$ equations, one for each $s_i, i = 1, \ldots, n$.

In matrix form, this linear system is written as

$$\Phi a(t) = B a(t - 1) + \eta(t),$$

(26)
where
\[ \eta(t) \equiv (\eta(s_1; t), \eta(s_2; t), \ldots, \eta(s_n; t))', \]  
(27)

and where we define the \( n \times K \) matrices
\[ \Phi \equiv (\phi(s_1), \phi(s_2), \ldots, \phi(s_n))', \]  
(28)
\[ B \equiv (b(s_1), b(s_2), \ldots, b(s_n))'. \]  
(29)

Assuming \( n \geq K \) and \( \Phi'\Phi \) is non-singular, we can write (25) as
\[ a(t) = \Phi'\Phi^{-1}\Phi'ba(t - 1) + \Phi'\Phi^{-1}\Phi'\eta(t) \]  
(30)
\[ = Jba(t - 1) + J\eta(t) \]  
(31)
\[ = Ha(t - 1) + J\eta(t), \]  
(32)

where we have defined the \( K \times n \) matrix
\[ J \equiv [\Phi'\Phi^{-1}]\Phi' \]  
(33)

and the \( K \times K \) matrix
\[ H \equiv JB. \]  
(34)

We can then rewrite the measurement equation (1) as
\[ Z(s; t) = \phi(s)'a(t) + \nu(s; t) + \epsilon(s; t). \]  
(35)

We note that as a consequence of the original model assumptions, we have
\[ E[a_i(t)\nu(s, \tau)] = 0, \text{ for all } i = 1, \ldots, K; s, t, \tau \]  
(36)
\[ E[a_i(t)\epsilon(s, \tau)] = 0, \text{ for all } i = 1, \ldots, K; s, t, \tau. \]  
(37)

2.1 Kalman Filter Representation

Recall from (23) that \( Y_K(s; t) = \phi(s)'a(t) \) and hence, if an optimal (minimum mean-

squared prediction error) predictor of \( a(t) \) is found, the optimal predictor of \( Y_K(s; t) \) is imme-

diately available after premultiplying by \( \phi(s)' \). It is then a simple matter to obtain the optimal
predictor for $Y(s; t)$, as we shall see below. The optimal predictor of $a(t)$ given observations up to and including $t$ is

$$\hat{a}(t \mid t) \equiv E[a(t) \mid Z(t), \ldots, Z(1)],$$

for $t \geq 1$, with mean-squared prediction error,

$$P(t \mid t) \equiv E[(a(t) - \hat{a}(t \mid t))(a(t) - \hat{a}(t \mid t))'].$$

These quantities can be calculated recursively by means of a Kalman filter as derived in Appendix A. We obtain the following recursion equations for $t \geq 1$:

$$\hat{a}(t \mid t) = \hat{a}(t \mid t-1) + K(t)[Z(t) - \Phi \hat{a}(t \mid t-1)]$$

$$P(t \mid t) = P(t \mid t-1) - K(t)\Phi P(t \mid t-1),$$

where $Z(t) = (Z(s_1; t), \ldots, Z(s_n; t))'$ and the Kalman gain $K(t)$ is given by

$$K(t) = P(t \mid t-1)\Phi[R + V + \Phi P(t \mid t-1)\Phi]^{-1},$$

with one-step ahead predictions given by

$$\hat{a}(t \mid t-1) \equiv E[a(t) \mid Z(t-1), \ldots, Z(1)]$$

$$= H\hat{a}(t-1 \mid t-1)$$

$$P(t \mid t-1) \equiv \text{var}[a(t) \mid Z(t-1), \ldots, Z(1)]$$

$$= HP(t-1 \mid t-1)H' + JQJ',$$

where

$$R \equiv \text{var}[\epsilon(t)]$$

$$V \equiv \text{var}[\nu(t)]$$

$$Q \equiv \text{var}[\eta(t)],$$

and where

$$\epsilon(t) \equiv (\epsilon(s_1; t), \ldots, \epsilon(s_n; t))'$$

$$\nu(t) \equiv (\nu(s_1; t), \ldots, \nu(s_n; t))'.$$
Now, consider prediction of the process $Y(s; t)$ given the Kalman filter predictor $\hat{a}(t | t)$. Assuming multivariate normality as in Appendix A, the optimal predictor is then derived as follows:

$$
\hat{Y}(s; t | t) = E[Y(s; t) | Z(t), Z^*(t-1)]
$$

$$
= E[\phi(s)'a(t) + \nu(s; t) | Z(t), Z^*(t-1)]
$$

$$
= \phi(s)'E[a(t) | Z(t), Z^*(t-1)] + E[\nu(s; t) | Z(t), Z^*(t-1)]
$$

$$
= \phi(s)'\hat{a}(t | t) + c_\nu(s)'[C_0^2]^{-1}Z(t),
$$

where

$$
Z^*(t-1) \equiv [Z(t-1), \ldots, Z(1)],
$$

$$
C_0^2 \equiv \text{cov}[Z(t), Z(t)],
$$

$$
c_\nu(s) \equiv E[\nu(s; t)\nu(t)]
$$

$$
= (c_\nu(s, s_1), \ldots c_\nu(s, s_n))',
$$

and where

$$
c_\nu(s, r) \equiv E[\nu(s; t)\nu(r; t)].
$$

We note that the second term in (53) is a type of simple kriging (e.g., Cressie 1993, p.110) or optimal smoothing applied to the residual spatial noise term $\nu(s; t)$. Thus, as the truncation integer $K$ approaches one, the optimal predictor of $Y(s; t)$ begins to look more and more like the simple kriging predictor in the presence of measurement error. In practice, the truncation $K$ is generally large, implying that the contribution to (53) from the $\nu$ process, and hence the associated simple kriging predictor, is relatively small.

The prediction error variance for $Y(s; t)$, assuming multivariate normality, is given by

$$
\text{var}[Y(s; t) - \hat{Y}(s; t | t)] = \text{var}[Y(s; t) | Z(t), Z^*(t-1)]
$$

$$
= \text{var}[\phi(s)'a(t) + \nu(s; t) | Z(t), Z^*(t-1)]
$$

$$
= \text{var}[\phi(s)'a(t) | Z(t), Z^*(t-1)] +
$$
\[\begin{align*}
&\text{where, assuming Gaussian processes, we have used the relationship}\\
&\text{cov}\{\phi(s)'a(t), \nu(s; t) | Z(t), Z^*(t-1)\} = -\text{cov}\{E[\phi(s)'a(t) | Z(t), Z^*(t-1)],}\\
&\quad E[\nu(s; t) | Z(t), Z^*(t-1)]\}, \quad (64)\\
&\quad = -\text{cov}\{\phi(s)'\hat{a}(t | t), c_v(s)[C_0^Z]^{-1}Z(t)\}, \quad (65)\\
&\quad = -\phi(s)'\text{cov}[\hat{a}(t | t), Z(t)][C_0^Z]^{-1}c_v(s). \quad (66)
\end{align*}\]

Note that the first term in (63) corresponds to the prediction error variance from the \(Y_K\) process, while second and third terms in (63) correspond to the simple kriging variance (e.g., Cressie 1993, p.110) of the \(\nu\) process. The last term in (63) is then a correction due to the covariance between the Kalman filter prediction of the \(Y_K\) process (through \(a(\cdot)\)) and the simple kriging predictor. It is clear that as the truncation integer \(K\) goes to one, the prediction error variance looks more and more like the simple kriging variance.

Similarly, the one-step ahead optimal predictor and prediction error variance for \(Y(s; t+1)\) are, respectively:

\[\begin{align*}
\tilde{Y}(s; t+1 | t) &= E[Y(s; t+1) | Z(t), Z^*(t-1)] \quad (67)\\
&= \phi(s)'\hat{a}(t+1 | t) \quad (68)\\
\text{var}[Y(s; t+1) - \tilde{Y}(s; t | t)] &= \text{var}[Y(s; t+1) | Z(t), Z^*(t-1)] \quad (69)\\
&= \phi(s)'P(t+1 | t)\phi(s) + c_v(s, s), \quad (70)
\end{align*}\]

where the one-step ahead predictors \(\hat{a}(t+1 | t)\) and \(P(t+1 | t)\) are given by (44) and (46), respectively. Note that the independence between the \(\nu\) process at \((t+1)\) and the \(Z\)'s at previous
times accounts for the simplification of the one-step ahead predictors relative to the predictors for $Y(s; t)$. That is, the kriging terms do not contribute to the one-step ahead prediction since the $\nu$ process is assumed not to evolve coherently in time.

3 Estimation of Model Parameters

The Kalman filter presented in Section 2.1 gives optimal predictors only if we know the true error covariances $R$, $V$, and $Q$, as well as the state matrix $H$ (i.e., $\Phi$ and $B$). In our case, we can choose the $\phi$'s, as long as they are complete and orthonormal, but we must estimate the $R$, $V$, and $B$ matrices. Although we lose optimality by not knowing these matrices, our model is more broadly applicable to different physical processes if we let the data determine the structure of these matrices. This corresponds to viewing the Kalman filter as an empirical Bayesian technique. Although maximum likelihood (ML) estimators of model parameters are more efficient, the high-dimensional nature of spatio-temporal problems makes for poorly behaved likelihood surfaces and iterative ML solutions that are difficult to implement. We thus focus on the simpler method of moments (MOM) estimators.

3.1 Estimation of Model Covariances

This section describes the estimation of the $R$, $V$, and $Q$ error covariance matrices, as defined in (47)-(49), respectively.

3.1.1 Estimation of $R$

In (6) we have assumed that measurement error is spatial white noise so that

$$E[\epsilon(s; t)\epsilon(r; t)] = \sigma^2_\epsilon, \quad \text{for } s = r,$$

and is zero when $s \neq r$, for all $t$. Then,

$$R = \sigma^2_\epsilon I,$$
where $I$ is the $n \times n$ identity matrix. We can estimate $\sigma_i^2$, preferably from information about
the measuring instrument, or through the behavior of an empirical variogram estimate of the
data $\{Z(t), \ldots, Z(1)\}$ as the spatial lag approaches zero. [For a discussion on variograms, their
definition, estimation, and modeling, see Cressie (1993, Section 2.4).] The empirical variogram
is obtained from the MOM estimator

$$2 \hat{\gamma}(h; t) \equiv \frac{1}{|N(h)|} \sum_{i,j \in N(h)} (Z(s_i; t) - Z(s_j; t))^2, \ h \in R^d, \tag{73}$$

where $N(h) \equiv \{(s_i, s_j) : s_i - s_j = h; i, j = 1, \ldots, n\}$ and $|N(h)|$ is the number of distinct
pairs in $N(h)$ (Cressie 1993, p.69). As described in Cressie(1993, p.74-76), it is also prudent to
examine a robust estimator of the variogram to check for possible contamination by outliers.
In the presence of measurement error and microscale spatial variability, the variogram estimate
will not go to zero as $h$ goes to zero, but instead approaches a value known in geostatistics
as the "nugget effect". In the absence of extra information on the precision of the measuring
instrument, we declare our measurement error estimate $\hat{\sigma}_i^2$ to be equal to this nugget effect.
Then,

$$\hat{R} = \hat{\sigma}_i^2 I. \tag{74}$$

3.1.2 Estimation and Modeling of $V$

In addition to the estimate of $V$ (48) needed for the Kalman filter, (53) and (63) show that
we need an estimate of $c_\nu(s)$, where $s$ may be at a location where we do not have data. This
suggests that we should model the covariance structure of the $\nu$ process. To do this, we first
obtain the spectral decomposition of

$$C_0^\nu \equiv \text{cov} [Y(t), Y(t)], \tag{75}$$
given the truncated set of basis functions at data locations $\Phi$. Define

$$L \equiv [\Phi' \Phi]^{-1} \Phi C_0^\nu \Phi' [\Phi' \Phi]^{-1} \tag{76}$$
$$= JC_0^\nu J'. \tag{77}$$
Transforming from the spectral domain back to physical space gives the covariance accounted for by the truncated basis set which is, by definition, the covariance matrix of the $Y_K$ process at observation locations. That is,

$$C_0^{Y_K} \equiv \Phi L \Phi'.$$  

Then, the residual covariance matrix associated with the $\nu$ process is given by

$$V = C_0^Y - C_0^{Y_K}.$$  

In practice, given an estimate of $C_0^Y$, we can obtain an estimate of $V$, which we denote $\hat{V}$.

From $\hat{V}$ we are only able to obtain estimates of the $\nu$-process covariances at locations for which we have data. In order to get estimates at locations where we do not have data (which are needed for the optimal predictor of $Y(s, t)$), we model $c_{\nu}(s, r)$. This modeling is accomplished through some valid (i.e., positive-definite) covariance function (e.g., Thiebaux 1976; Cressie 1993, p.84-86). We assume a spatially stationary and isotropic covariance function (i.e., the covariance is only a function of the spatial "lag") $c_{\nu}(h; \theta)$, where $h$ is the spatial lag, and $\theta$ is a vector of model parameters. In order to estimate these model parameters, we must fit the model to $\hat{c}_{\nu}(h)$, empirical estimates of the covariance. We use a method-of-moments estimator of the form:

$$\hat{c}_{\nu}(h) \equiv \sum_{N(h)} \frac{\hat{\nu}(s_i, s_j)}{|N(h)|},$$

where $N(h) \equiv \{(s_i, s_j) : ||s_i - s_j|| \in T(h)\}$, $|N(h)|$ is the number of distinct elements in $N(h)$, $T(h)$ is a tolerance region around $h$, and $\hat{\nu}(s_i, s_j)$ is the $(i,j)$-th element of $\hat{V}$. The candidate model $c_{\nu}(h; \theta)$ can be fit to the estimator (80) by several techniques (see, e.g., Cressie 1993; Section 2.6). A weighted least squares approach represents a compromise between efficiency and simplicity and can be implemented by minimizing,

$$\sum_l \frac{[\hat{c}_{\nu}(h_l) - c_{\nu}(h_l; \theta)]^2}{[c_{\nu}(0; \theta) - c_{\nu}(h_l; \theta)]^2} |N(h_l)|,$$

with respect to the parameters $\theta$, and where $h_l$ denotes the spatial lags at which the estimator (80) was obtained. The motivation for this weighted least squares approach can be found in Cressie (1993, p.99).
In the case where $\hat{V}$ is a diagonal matrix (or possibly diagonally dominant), we can assume that $\nu$ is simply white noise,

$$c_\nu(s, r) = \sigma_\nu^2,$$

for $s = r$, and zero otherwise. In that case, we estimate $\sigma_\nu^2$ according to

$$\hat{\sigma}_\nu^2 = \frac{1}{n} \sum_{i=1}^{n} \hat{\nu}(s_i, s_i),$$

where $\hat{\nu}(s_i, s_i)$ is the $i$-th diagonal element of $\hat{V}$.

### 3.1.3 Estimation of $Q$

Examination of the Kalman filter equations (40)-(46) shows that we need only estimate $JQJ'$, rather than $Q$. From (32) we can write

$$JQJ' = E[(a(t) - Ha(t-1))(a(t) - Ha(t-1))']$$

$$= E[a(t)a'(t)] - E[a(t)a(t-1)]H'$$

$$- HE[a(t-1)a'(t)] + HE[a(t-1)a(t-1)]H'$$

$$= J[C^2_0 - V - R]J' - JC^2_1J'H'$$


where

$$C^2_0 \equiv \text{cov}[Z(t), Z(t)]$$

$$C^2_1 \equiv \text{cov}[Z(t), Z(t-1)],$$

and we have used the relationship derived from the vector form of (35) to obtain:

$$E[a(t)a'(t)] = JE[(Z(t) - \nu(t) - \epsilon(t))(Z(t) - \nu(t) - \epsilon(t))']J'$$

$$= J[C^2_0 - V - R]J'$$

and

$$E[a(t)a(t-1)'] = JE[(Z(t) - \nu(t) - \epsilon(t))(Z(t-1) - \nu(t-1) - \epsilon(t-1))']J'$$

$$= JC^2_1J',$$
where we have assumed temporal invariance (e.g., lag-zero and lag-one temporal covariances do not depend on \( t \)).

Thus, to obtain an estimate for \( JQJ' \) we can substitute estimates for \( C_0^Z, C_1^Z, V, R, \) and \( H \) into (86), where care is taken to ensure positive definiteness of the matrices.

### 3.2 Estimation of State Matrix \( B \)

From (2) and (26), we can write

\[
Y(t) = Ba(t-1) + \eta(t) + \nu(t),
\]

for \( t \geq 1 \). Post-multiplying (93) by \( Y(t-1)' \) and taking expectations, we obtain

\[
E[Y(t)Y(t)'] = BE[a(t-1)Y(t-1)']
\]

\[
= BE[a(t-1)(\Phi a(t-1) + \nu(t-1))']
\]

\[
= BJ[C_0^Z - V - R]J'
\]

where we have exploited the independence relationships (12), (13), and (36). Now, letting

\[
C_1^Y \equiv E[Y(t)Y(t-1)]
\]

and noting that \( C_1^Z = C_1^Y \) as a consequence of (5), we can write

\[
B = C_1^ZJ'(J[C_0^Z - V - R]J')^{-1}
\]

Thus, we can obtain an estimate of \( B \) by substituting estimates of \( C_1^Z, C_0^Z, V, \) and \( R \) into (98).

### 3.3 Estimation of \( C_0^Z, C_1^Z, \) and \( C_0^Y \)

As shown above, in order to obtain estimates of the Kalman-filter model parameters, we need estimates of the covariance matrices \( C_0^Z, C_1^Z, \) and \( C_0^Y \). We estimate these matrices by MOM. In particular, let

\[
\hat{c}_0(Z(s_i), Z(s_j)) \equiv \frac{1}{T} \sum_{t=1}^{T} (Z(s_i; t) - \hat{\mu}_Z)(Z(s_j; t) - \hat{\mu}_Z)
\]

(99)
where

\[ \hat{\mu}_Z \equiv \frac{1}{nT} \sum_{i=1}^{n} \sum_{t=1}^{T} Z(s_i; t), \]  

is the estimate of the "grand" mean associated with the Z process. Then,

\[ \hat{\mathbf{C}}_0^Z \equiv [\hat{c}_0(Z(s_i), Z(s_j))]_{i,j=1,...,n}. \]  

Similarly, the (i, j)-th element of the lag-one covariance matrix is estimated by

\[ \hat{\mathbf{C}}_1^Z \equiv [\hat{c}_1(Z(s_i), Z(s_j))]_{i,j=1,...,n}. \]  

Finally, given an estimate of \( \mathbf{R} \) (47) and \( \mathbf{C}_0^Z \), we obtain the covariance matrix estimate of the Y process:

\[ \hat{\mathbf{C}}_0^Y \equiv \hat{\mathbf{C}}_0^Z - \hat{\mathbf{R}}. \]  

4 Selection of Model Basis Functions

As stated previously, we can choose any set of basis functions \( \{\phi_n(s)\} \), as long as they are complete, orthonormal, and are defined at any location \( s \) in domain \( D \). Thus, there are many possible choices for these functions. For instance, we could choose eigenfunctions based on our \textit{a priori} physical understanding of the system of interest. In a multivariate context, the theoretical eigenfunctions of the complete set of hydrodynamical equations which govern atmospheric motions could, in principle, be selected. More realistically, one could choose the eigenfunctions of some simplified form of the hydrodynamical equations of motion (e.g., the shallow water equations or perhaps the quasigeostrophic system). In a univariate context, one could choose physical basis functions based on general partial differential equations which can be related to certain kinds of physical phenomena (e.g., the eigenfunctions of the physically based covariance models of Whittle (1954) or Vecchia (1985)). Or, if we know little about the governing dynamics of a phenomenon of interest, we could choose some general basis set, either
empirical (e.g., EOFs) or specified (e.g., orthogonal polynomials, wavelets). Theoretically, it makes no difference which approach we take. However, certain choices are more advantageous from a practical standpoint. As discussed below, we focus our presentation on the EOF basis set.

4.1 The EOF Basis Set

In two spatial dimensions, we chose the EOF basis because it has a long history of use in the atmospheric sciences and more importantly, as will be discussed below, because it has certain optimality properties with regard to truncation. The use of EOFs in spatial prediction has been considered by Cohen and Jones (1969), Creutin and Obled (1982), Obled and Creutin (1986), Shriver and O'Brien (1995), and Reynolds et al. (1996). Creutin and Obled (1982) point out that the EOF approach to spatial prediction naturally accounts for anisotropic and heterogeneous covariance structure. For a recent discussion of EOFs and spatial prediction, see Guttorp and Sampson (1994). A comprehensive overview of EOFs, related to their use as a summarization tool in diagnostic studies of large atmospheric data sets, can be found in Preisendorfer (1988). As discussed by Buell (1972), when data are evenly distributed in space (i.e., gridded), EOF analysis is essentially equivalent to principal component analysis as defined in multivariate statistics.

Because we are assuming a spatially continuous observation and state process, we must obtain the EOF basis through a Karhunen-Loève (K-L) expansion (e.g., see Papoulis 1965, p.457-461). Given some spatio-temporal process \( X(s; t) \) with \( s \in D, \ t \in \{1, 2, \ldots \} \), suppose,

\[
E[X(s; t)] = 0, \tag{105}
\]

and define the covariance matrix as

\[
E[X(s; t)X(r; t)] = c^X_0(s, r), \tag{106}
\]

which need not be stationary in space, but is assumed to be invariant in time. The K-L
expansion allows the covariance function to be decomposed as follows:

\[ c_0^X(s, r) = \sum_{k=1}^{\infty} \lambda_k \psi_k(s) \psi_k(r), \quad (107) \]

where \( \{\psi_k(\cdot) : k = 1, \ldots, \infty\} \) are the eigenvectors and \( \{\lambda_k : k = 1, \ldots, \infty\} \) are the associated eigenvalues of the Fredholm integral equation

\[ \int_D c_0^X(s, r) \psi_k(s) \, ds = \lambda_k \psi_k(r), \quad (108) \]

and

\[ \int_D \psi_k(s) \psi_l(s) \, ds = \begin{cases} 1 & \text{for } k = l, \\ 0 & \text{otherwise}. \end{cases} \quad (109) \]

Assuming completeness, we can then expand \( X(s; t) \) according to

\[ X(s; t) = \sum_{k=1}^{\infty} f_k(t) \psi_k(s), \quad (110) \]

where we call \( \{\psi_k(s) : s \in D\} \) the \( k \)-th EOF and often refer to the associated time series \( f_k(t) \) as the \( k \)-th principal component time series, or "amplitude" time series. This time series is derived from the projection of the \( X \) process onto the EOF basis,

\[ f_k(t) = \int_D X(s; t) \psi_k(s) \, ds, \quad (111) \]

and it is easy to verify that these time series are uncorrelated; that is,

\[ E[f_i(t) f_k(t)] = \delta_{ik} \lambda_k, \quad (112) \]

where \( \delta_{ik} \) is one when \( i = k \), and zero otherwise.

If we truncate the expansion (110) at \( J \),

\[ X_J(s; t) \equiv \sum_{k=1}^{J} f_k(t) \psi_k(s), \quad (113) \]

then it can be shown (e.g., Freiberger and Grenander 1965; Davis 1976) that the EOF decomposition minimizes the variance of the truncation error, \( E\{[X(s; t) - X_J(s; t)]^2\} \), and is thus optimal in this regard when compared to all other basis sets.
4.2 Implementation of the EOF Basis

Data are always discrete. Therefore, in practice we must solve numerically the Fredholm integral equation (108) to obtain the EOF basis functions. Cohen and Jones (1969) and Buell (1972, 1975) give numerical quadrature solutions to this problem. The numerical quadrature approaches for discretizing the integral equation succeed in that they give estimates for the eigenfunctions and eigenvalues that are weighted in some manner according to the spatial distribution of the data locations, but only for the eigenfunctions at locations \( \{s_1, \ldots, s_n\} \) for which there are data. In our case, the eigenfunctions are assumed to be non-stochastic. Thus, we could apply some relatively simple interpolation scheme to the eigenfunctions (obtained through quadrature) to obtain estimates at locations for which we do not have data. Similar to the "finite element" approaches for numerical integration used in engineering, Obled and Creutin (1986) demonstrate elegantly that this interpolation procedure can be linked to the numerical discretization by means of a set of canonical basis functions. We follow the approach outlined in Obled and Creutin (1986).

We define a canonical basis set as

\[
\{e_i(s) : i = 1, \ldots, n\},
\]

such that

\[
e_i(s_l) = \delta_{il} ; \quad i, l = 1, \ldots, n,
\]

where recall that \( \delta_{il} \) is one when \( i = l \) and zero, otherwise. In other words, the function \( e_i(s_l), i = 1, \ldots, n, \) must equal one at location \( s_l \), and zero at every other data location. It is clear then that these basis functions have very local support. In two spatial dimensions, possible choices for basis functions include piecewise constant functions (i.e., equal to one in a neighborhood of \( s_l \) defined by an appropriate polygon region), facetlike linear functions (i.e., equal to one at \( s_l \) and linearly decreasing to zero at each neighboring data location), and thin-plate spline functions (i.e., equal to one at \( s_l \) and smoothly decreasing to zero at neighboring locations, but in a non-linear manner). In fact, these three basis sets are spline functions of increasing order, related to their "smoothness" (see, e.g., Chui 1988).
We selected the facetlike linear basis set for our discretization scheme. In two dimensions this requires a fixed triangulation of the observation network. One such triangulation is the well-known Delaunay triangulation (e.g., see Cressie 1993, p.373-374), which has received much attention because when it is used for planar interpolation, the greatest distances over which interpolations must be carried out are smaller than for any other triangulation. Given such a triangulation, consider an arbitrary triangle $\triangle_{ijk}$ in the network with vertices at $\{s_i, s_j, s_k\}$. It is straightforward to show (e.g., Mori 1983, Obled and Creutin 1986) that if we are given some location $s$ in $\triangle_{ijk}$ (or on its edge), then we obtain

\begin{align}
  e_i(s) &= \frac{(y_j - y_k)x - (x_j - x_k)y + (x_jy_k - x_ky_j)}{2A_i}, \\
  e_j(s) &= \frac{(y_k - y_i)x - (x_k - x_i)y + (x_ky_i - x_iy_k)}{2A_j}, \\
  e_k(s) &= \frac{(y_i - y_j)x - (x_i - x_j)y + (x_iy_j - x_jy_i)}{2A_k},
\end{align}

where

\begin{align}
  A_i &\equiv (1/2)[(x_j - x_i)(y_k - y_i) - (x_k - x_i)(y_j - y_i)] \\
  A_j &\equiv (1/2)[(x_k - x_j)(y_i - y_j) - (x_i - x_j)(y_k - y_j)] \\
  A_k &\equiv (1/2)[(x_i - x_k)(y_j - y_k) - (x_j - x_k)(y_i - y_k)],
\end{align}

and where we have assumed that, in Cartesian coordinates, the locations are represented by $s_i = (x_i, y_i), s_j = (x_j, y_j), s_k = (x_k, y_k)$, and $s = (x, y)$. Note that $|A_i| = |A_j| = |A_k|$, which is equal to the area of triangle $\triangle_{ijk}$.

Now, suppose we have some spatio-temporal process $X(s; t)$ that we observe at discrete spatial locations $s \in \{s_1, \ldots, s_n\}$ and at time $t \in \{1, 2, \ldots\}$, and we would like to find a basis-function interpolation of $X$ at location $s_0$ and time $t$. We define this interpolated process according to

\[ \tilde{X}(s_0; t) \equiv \sum_{i=1}^{n} X(s_i; t)e_i(s_0). \]

Note that if the piecewise constant canonical basis set is chosen, this is equivalent to letting $\tilde{X}(s_0; t)$ equal the value of $X(\cdot; t)$ at the measurement location nearest to $s_0$ (i.e., the Thiessen
or Voronoi polygon method; see, e.g., Cressie 1993, p.374-375). If facetlike linear functions
are chosen, this is equivalent to the Delaunay triangulation interpolation method (e.g., Cressie

Then the covariance function of this interpolated process is, for \( s, r \in D, \; t \in \{1, 2, \ldots\} \),

\[
c^\mathcal{X}_D(s, r) = \mathbb{E}[\mathcal{X}(s; t) \mathcal{X}(r; t)]
\]

\[
= \sum_{i=1}^{n} \sum_{j=1}^{n} \mathbb{E}[X(s_i; t) X(s_j; t)] e_i(s) e_j(r)
\]

\[
= \sum_{i=1}^{n} \sum_{j=1}^{n} c^X(s_i, s_j) e_i(s) e_j(r),
\]

where we have assumed temporal invariance and that \( X \) (and thus, \( \mathcal{X} \)) has zero mean. We
can then perform a K-L expansion on the interpolated process to obtain,

\[
\int_D c^\mathcal{X}_D(s, r) \tilde{\psi}_k(r) \, dr = \tilde{\lambda}_k \tilde{\psi}_k(s),
\]

where the eigenfunctions \( \{ \tilde{\psi}_k : k = 1, 2, \ldots \} \) are also linear combinations of \( \{e_i(s) : i = 1, \ldots, n\} \),

\[
\tilde{\psi}_k(s) = \sum_{i=1}^{n} g_{ik} e_i(s),
\]

for \( k = \{1, \ldots\} \). Now, from (115) we see that

\[
g_{ik} = \tilde{\psi}_k(s_i), \; \text{for} \; i = 1, \ldots, n; \; k = 1, \ldots.
\]

That is, \( \{g_{ik}\} \) are effectively the eigenfunction values of the interpolated process at locations
where we have data. They differ from \( \{\psi_k(s_i)\} \) due to the discretization. Now, upon substitu­
tion of (125) and (128) into (126), we obtain for \( k = 1, \ldots, n \):

\[
\int_D \sum_{i=1}^{n} \sum_{j=1}^{n} c^\mathcal{X}_D(s_i, s_j) e_i(s) e_j(r) \sum_{l=1}^{n} g_{lk} e_l(r) \, dr = \tilde{\lambda}_k \sum_{i=1}^{n} g_{ik} e_i(s)
\]

\[
\sum_{i=1}^{n} e_i(s) \left\{ \sum_{j=1}^{n} \sum_{l=1}^{n} c^\mathcal{X}_D(s_i, s_j) g_{lk} \int_D e_j(r) e_l(r) \, dr \right\} = \tilde{\lambda}_k \sum_{i=1}^{n} g_{ik} e_i(s)
\]

\[
\sum_{i=1}^{n} e_i(s) \left\{ \sum_{j=1}^{n} \sum_{l=1}^{n} c^\mathcal{X}_D(s_i, s_j) E_{il} g_{lk} \right\} = \tilde{\lambda}_k \sum_{i=1}^{n} g_{ik} e_i(s),
\]
where
\[ E_{jl} \equiv \int_{D} e_j(r) e_l(r) \, dr. \] (132)

Term-by-term comparison of the coefficients of \( e_i(s), i = 1, \ldots, n \) yields \( n \) equations of the form
\[ \sum_{j=1}^{n} \sum_{l=1}^{n} C^X_{ij}(s_i, s_j) E_{jl} g_{lk} = g_{ik} \hat{\lambda}_k, \] (133)

which we can write in matrix notation as
\[ C^X_0 E G = G \hat{\Lambda}, \] (134)

where the matrices are given by
\[
\begin{align*}
C^X_0 & \equiv [c^X_{ij}(s_i, s_j)]_{i,j=1,\ldots,n} \quad (135) \\
E & \equiv [E_{ij}]_{i,j=1,\ldots,n} \quad (136) \\
G & \equiv [g_{ik}]_{i,k=1,\ldots,n} \quad (137) \\
\hat{\Lambda} & \equiv [\text{diag}(\hat{\lambda}_k)]_{k=1,\ldots,n}. \quad (138)
\end{align*}
\]

Given the covariance matrix \( C^X_0 \) and the \( E \) matrix, we can solve the eigensystem (134) for \( G \) and \( \hat{\Lambda} \).

As we have noted, the elements of \( G \) correspond to the eigenfunctions at each measurement location, considering the effect of the discretization. Then the eigenfunction values \( \tilde{\psi}_k(s), k = 1, \ldots, n \), at any location \( s \) are found using the interpolation formula (127). As shown by Obled and Creutin (1986), these interpolated eigenfunctions satisfy the orthonormality requirement since
\[
\int_{D} \tilde{\psi}_k(r) \tilde{\psi}_l(r) \, dr = \int_{D} \sum_{i=1}^{n} g_{ik} e_i(r) \sum_{j=1}^{n} g_{jl} e_j(r) \, dr = \sum_{i=1}^{n} \sum_{j=1}^{n} g_{ik} E_{ij} g_{jl} = \delta_{kl}. \] (139)

Therefore, in order to solve the eigensystem (134) we must determine the elements of the matrix \( E \). Given an arbitrary triangle \( \Delta_{ijk} \) from a specified triangulation of the observation
network, it can be shown (e.g., Mori 1983; Obled and Creutin 1986) that for the facetlike linear function canonical basis set, the contribution to the element $E_{ij}$ corresponding to triangle $\Delta_{ijk}$ is given by

$$\int_{\Delta_{ijk}} e_i(s)e_j(s) \, ds = (1/6)|\Delta_{ijk}|, \quad (142)$$

where $|\Delta_{ijk}|$ is the area of the triangle $\Delta_{ijk}$. The contribution to the element $E_{ij}(i \neq j)$ corresponding to triangle $\Delta_{ijk}$ is

$$\int_{\Delta_{ijk}} e_i(s)e_j(s) \, ds = (1/12)|\Delta_{ijk}|. \quad (143)$$

Contributions corresponding to triangles that do not have $s_i$ or $s_j$ as one of its vertices are zero. Thus, an algorithm for generating the $E$ matrix goes as follows:

- Label each observation location with an integer from the set $\{1, 2, \ldots, n\}$, corresponding to positions in the $n \times n$ matrix $E$.
- Initially set each element of $E$ to zero.
- Find a triangulation of the observation location network (e.g., with a Delaunay triangulation).
- Calculate the area of each triangle in the network. For a given triangle $\Delta_{ijk}$ with $i, j, k \in \{1, 2, \ldots, n\}$, refer to this area as $|\Delta_{ijk}|$.
- For each triangle $\Delta_{ijk}$, add $|\Delta_{ijk}|/6$ to the diagonal elements $E_{ii}$, $E_{jj}$, and $E_{kk}$ and add $|\Delta_{ijk}|/12$ to the nondiagonal elements $E_{ij}$, $E_{ji}$, $E_{ik}$, $E_{ki}$, $E_{jk}$, and $E_{kj}$.

Thus, we need only a triangulation and the areas of the associated triangles to obtain $E$.

For the model (1),(2),(3), we are interested in the eigenfunctions of the $Y_K$ process (3), which we obtain through the $Y$ process (2). Then, after obtaining the matrix $E$ for the observation network, we use the estimate of $C_0^X$ (104) in place of $C_0^X$ in (134) and solve for $G$ and $\tilde{A}$. The matrix $\Phi$ in (28) is then set equal to $G$. We can then interpolate the elements of $\Phi$ to locations where we do not have data by using (127).
5 Simulation Example

This section describes the results obtained from the implementation of the spatially descriptive, temporally dynamic (SDTD) model presented in the preceding sections. In particular, the model is applied to a simulated spatio-temporal data set. In addition, the results from the SDTD model are compared to the those obtained from a simple kriging analysis applied separately to the spatial field at each time (i.e., assuming no dynamical structure in time).

5.1 Description of Simulation

For the simulation, we assume a separable spatio-temporal model consisting of a first-order Markov process in time, with spatially colored noise:

\[ X(s; t) = \gamma X(s; t - 1) + \eta(s; t), \]

where \( \gamma \) is an autoregressive parameter (assumed to be 0.75 in the simulation), and \( \eta(s; t) \) is a spatially colored noise process. We let \( s \) be defined at grid nodes on a 17 by 17 grid with uniform grid spacing (equal to 0.125 in both the x- and y-directions), as shown in Figure 1a. In addition, we let \( t \) take integer values from 1 to 150. We then assume that this process \( X \) is contaminated with measurement error according to the measurement equation

\[ Z(s; t) = X(s; t) + \epsilon(s; t), \]

where \( \epsilon(s; t) \) is assumed to be Gaussian white noise with zero mean and variance \( \sigma^2 = 0.015 \).

The colored noise process \( \eta(s; t) \) is found at each time \( t \) by generating a grid of Gaussian random deviates, on which we apply a windowed spatial moving average. Specifically, \( \eta(s; t) \) is the average of all the Gaussian random deviates within a specified radius \( r \) of the location \( s \). Clearly, as this radius increases, there is more spatial dependence. This method of calculating the spatial noise is easier to implement than the matrix decomposition methods described, for example, in Cressie (1993; Section 3.6.1). The covariance function corresponding to this moving average approach is isotropic, stationary, and very similar in structure to the spherical covariance function (Cressie 1993, p.61). In this simulation, we choose the radius \( r \) to be 0.625,
which gives very strong spatial dependence. Biases near the edge of the simulation grid due to the truncation of the moving window are accounted for by defining a larger grid for the determination of \( \eta \) than used in the simulation.

The simulation is performed so that the process is known at all locations on the grid, and at all times. Then, 40 observation locations are chosen at random, with the exception that no locations are allowed within a .75 by .75 square centered in the middle of the grid. This "hole" will be one of the areas at which we will be interested in obtaining predictions. The "observation" locations are shown in Figure 1b. Thus, the simulated values at these locations are considered to be the "data".

As described in Section 4.2, a triangulation of the observation location network is needed for the EOF basis-set implementation of the SDTD model. The Delaunay triangulation of the data locations, as obtained from an algorithm by S. Fortune (Fortune 1987), is shown in Figure 1b.

Our goal is to predict \( \tilde{Z} \) at spatial locations where we do not have data. Predictions are made for three different sections of the simulation grid: the entire grid (referred to hereafter as grid "A"), a grid covering the data "hole" in the center of the grid (referred to as grid "B"; see Figure 1a), and a cross-section in the x-direction at location zero in the y-direction (see Figure 1a).

To implement the SDTD model, we must choose a truncation parameter \( \nu \) and measurement error estimate \( \hat{\sigma}_e^2 \). The truncation parameter was chosen to be seven, based on an examination of the eigenvalues of the estimated matrix \( \hat{C}_\nu \) [e.g., see (77)]. Then, based on a plot of empirical covariances of the \( Z \)-process (Figure 2), we selected the estimated measurement error \( \hat{\sigma}_e^2 \) to be 0.011. A discussion of the choice of different values for the estimated measurement error is given below.

As described in Section 3.1.2, estimates of the \( \nu \)-process covariance matrix \( \hat{V} \) were found and a model was fitted. Figure 3 shows the estimated \( \nu \) covariances at different lags, the "bin" averages of those covariances, and a model fit. Note the negative covariances in the region near
a spatial lag of 0.5. This structure is common in meteorological variables. Thiébaux (1976) discusses several covariance models that can be used in this setting. Of these, we chose the so-called “cosine-modified Gaussian” model,

\[ c_v(h; a, b, g, c_v(0)) = [b \cos(ah) + c_v(0) - b]e^{-ah^2}, \]  

where \(a, b, g,\) and \(c_v(0)\) are model parameters \((c_v(0)\) is the variance at lag zero). In our case, we specify \(c_v(0)\) based on (83) and then estimate the remaining parameters via the weighted least squares approach (81). Figure 3 shows the fitted model. As noted in Section 3.1.2, we have the option of using the modeled covariances according to (146) or simply assuming that \(v\) is white noise. Although the analyses presented here were performed under both assumptions, only the results for the white noise case are presented. The results for both approaches were similar, but objective validation statistics (see Section 5.2.1 below) showed that the white noise assumption leads to marginally better predictions with these data.

### 5.2 SDTD Model Results with Simulated Data

To examine the temporal characteristics of the SDTD predictions, we compare the predicted time series at a given location \(\hat{X}(s; \cdot)\) with the true signal \(X(s; \cdot)\) and the noisy signal \(Z(s; \cdot)\). Figure 4a shows this comparison at an observation location \((-0.5, 0.125)\), and Figure 4b shows the comparison at a location \((0,0)\) where we do not have data. The Kalman filter predictions at both locations do a good job of tracking the true signal and filtering the measurement error. However, in typical Kalman filter fashion, they both have some difficulty predicting the extreme peaks and valleys of the series.

Although informative, the time series comparison given above does not provide information on the model’s ability to predict in space. A visually powerful means of considering both space and time is to examine a spatial cross section as it varies in time (which we refer to as an \(x-t\) plot). Figure 5 shows a \(x-t\) contour plot for the noisy signal (Figure 5a), the true signal (Figure 5b), and the predicted signal (Figure 5c) given the noisy data. The cross-section was taken at \((y = 0)\) as shown in Figure 1a. The SDTD model has done an excellent job of capturing the
essence of the spatio-temporal signal from relatively noisy observations. This achievement is even more striking when we consider that only three of the 17 spatial locations in this cross-section were observation locations. However, there are differences between the predicted and the true signals. Not surprisingly, the predicted signal is smoother than the true signal. In addition, there are times when the predicted signal is too strong (e.g., $t = 40$) and others where it is too weak (e.g., $t = 110$).

We now consider the SDTD model's ability to predict in two spatial dimensions and in time. Unfortunately, without the aid of computer animation, such a depiction is difficult. However, in Figure 6 we show surface plots of the predictions on the full grid (grid A) "stacked" in time. The left column of Figure 6 shows the true signal $X(\cdot; t)$ for $t = 75$ to $t = 78$. The right column of Figure 6 shows the corresponding prediction from the SDTD model. Clearly, the predictions are much smoother than the true fields. However, the predictions have done an excellent job of capturing the "spatial trends" in the true signal. In addition, the prediction has captured the "valley" in the true signal relatively well, with the exception of time $t = 78$, which does not properly capture the location of the valley. In general, the model does seem to be capturing the dynamical nature of the underlying process.

The square root of the mean-squared prediction errors (MSPEs) (see Eqn. 63) for this simulation are given in Figure 7. Note that since there are no missing observations, the MSPE is constant across time. As is the case with kriging predictors, the MSPE is lowest around data locations. Typically, we would expect the MSPE to be significantly larger in data sparse areas such as the "hole" in the center and at the edges of our simulation grid. However, the SDTD model appears to be doing a good job in this region since the MSPEs are not significantly larger than at nearby measurement locations.

### 5.2.1 Objective Validation Statistics

The preceding discussion of the performance of the SDTD model predictions has been qualitative. For a quantitative measure of the model's precision and accuracy, we consider the
following three validation statistics:

\[ CR_1(t) = \frac{1}{m} \sum_{j=1}^{m} \left\{ \frac{(X(s_j; t) - \hat{X}(s_j; t))}{\hat{\sigma}_X(s_j; t)} \right\}, \tag{147} \]

\[ CR_2(t) = \left[ \frac{1}{m} \sum_{j=1}^{m} \left\{ \frac{(X(s_j; t) - \hat{X}(s_j; t))^2}{\hat{\sigma}_X(s_j; t)^2} \right\} \right]^{1/2}, \tag{148} \]

and

\[ CR_3(t) = \left[ \frac{1}{m} \sum_{j=1}^{m} \left\{ \frac{(X(s_j; t) - \hat{X}(s_j; t))^2}{\hat{\sigma}_X(s_j; t)^2} \right\} \right]^{1/2}, \tag{149} \]

where \( \hat{X}(s_j; t) \) is the prediction of the process \( X \) at location \( s_j \) and time \( t \), and where \( s_j \) is defined at each location in the prediction grid. Furthermore, \( \hat{\sigma}_X(s_j; t) \) is the corresponding model-estimated standard deviation of the MSPE. These validation statistics are modified from the corresponding cross-validation statistics used by Carroll and Cressie (1996) and outlined in Cressie (1993, p.102). As noted in those sources, \( CR_1(t) \) provides an estimate of the unbiasedness of the predictors for each time and should be very close to 0; \( CR_2(t) \) gives a measure of the accuracy of the mean squared prediction errors and should be very close to 1; and \( CR_3(t) \) is a check of the "goodness of prediction", similar to the PRESS statistic used in the evaluation of multiple regression analysis (e.g., Draper and Smith 1981). One would like \( CR_3(t) \) to be small so that the predicted values are close to the true values. One can then look at the time series of these statistics. For an "average" view of each, one could also look at the time mean of these statistics. We will take the latter approach in this presentation.

As shown in Table 1, for the case of the SDTD model analysis as presented above, the \( \bar{CR}_1, \bar{CR}_2, \) and \( \bar{CR}_3 \) statistics (where the "bar" denotes the time mean) are .016, 1.024, and .087, respectively, for grid B (i.e., covering the "hole" region). As a comparison, these values are .015, 1.134, and .089, respectively, for predictions on grid A (i.e., the entire simulation grid). This is somewhat surprising since we would expect the predictions over the "hole" region to be worse since there are no observations there. Thus, an apparent strength of the SDTD model and the EOF implementation is that predictions can be made reasonably well over such large gaps in data.
The SDTD analysis was run with several different values of $\delta^2$ and $\sigma^2$, as well as different values of the truncation parameter $K$. The values selected for this presentation (i.e., $\delta^2 = .011$ and $\sigma^2 = .005$) were chosen based on an ad hoc comparison of the values of the validation statistics for different scenarios. For instance, such a comparison provided the justification for using the white noise representation for the covariance function of the $\nu$ process (83), rather than the model (146). However, the selection of model parameters by this approach is made more difficult since we have little guidance on how to partition the two error variances $\sigma^2$ and $\sigma^2_\nu$ (i.e., they are non-identifiable). Further effort should be directed at finding optimal partitions.

5.3 Comparison to Other Methods

The validation statistics outlined above provide an objective way in which to compare the accuracy and precision of two or more different prediction approaches. A simple approach to spatial prediction given spatio-temporal data is to perform some sort of optimal spatial average (i.e., kriging) independently at each time. Since we are assuming that we know our simulated process has zero mean, we could use the optimal estimation procedure known in geostatistics as simple kriging (e.g., Cressie 1993, p.110). Since our simulated data include measurement error, we must use simple kriging in the presence of such error. Such a formulation is not known to exist in the literature. Consequently, we present the method in Appendix B. Simple kriging can then be used as a benchmark with which to compare the SDTD results on the simulated data. The choice of simple kriging for this comparison is further warranted by the fact that the SDTD model prediction equation (53) has a simple kriging-like component to account for the residual ($\nu$) noise process, as discussed in Section 2.1.

5.3.1 Comparison of Simple Kriging and the SDTD Model

The measurement error for the simple kriging analysis was chosen to be the same value (i.e., $\delta^2 = 0.011$) as that used in the SDTD analysis reported above. Choosing the same value for each analysis makes for a better comparison of the two methods. Figure 2 shows the empirical
covariance estimates of the data $Z$, as well as the fitted covariance model. A spherical model was chosen for lags higher than .15, and an exponential model was selected for lags 0 to 0.15. An average of the time-averaged variances at each data location was chosen as the estimate of the covariance at lag 0 (equal to 0.0354 in this analysis). As a simplification, the same covariance model is applied at all values of $t$. Although this assumption seems severe, Carroll and Cressie (1996) show that such an assumption works quite well for the prediction of snow water equivalent.

Table 1 shows the validation statistics for both the SDTD and kriging predictors. For grid B (the central “hole” region), the SDTD predictions are clearly less biased (from $CR_1$), and the overall predictive fit (from $CR_3$) is better than for the simple kriging case. The ratio of the $CR_3$ statistics between the two methods shows that the SDTD approach is approximately 10% more accurate in its predictions than the simple kriging approach. The kriging method is slightly better at capturing the empirical MSPE via the modeled MSPE (from $CR_2$), although both are quite good. For grid A (the entire region), the SDTD analysis is less biased, better able to capture the MSPE, and gives a better fit (by approximately 15 %) than the simple kriging analysis. Thus, the SDTD model is performing noticeably better than the simple kriging approach.

<table>
<thead>
<tr>
<th>Method</th>
<th>Grid</th>
<th>$CR_1$</th>
<th>$CR_2$</th>
<th>$CR_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDTD</td>
<td>A</td>
<td>0.0148</td>
<td>1.1337</td>
<td>0.0885</td>
</tr>
<tr>
<td>SK</td>
<td>A</td>
<td>0.0343</td>
<td>1.4251</td>
<td>0.1053</td>
</tr>
<tr>
<td>SDTD</td>
<td>B</td>
<td>0.0160</td>
<td>1.0235</td>
<td>0.0870</td>
</tr>
<tr>
<td>SK</td>
<td>B</td>
<td>0.0948</td>
<td>0.9995</td>
<td>0.0964</td>
</tr>
</tbody>
</table>

The standard deviation of the MSPE for the simple kriging analysis is given in Figure 8. There are several interesting features of this plot as compared to the standard deviation of the MSPE for the SDTD analysis (Figure 7). In particular, the prediction errors are significantly lower around the measurement locations in the kriging analysis than in the SDTD analysis.
However, the SDTD analysis has significantly lower MSPE values in the data “hole” at the grid center, and in the region near the edges of the simulation grid. These are regions where kriging traditionally performs poorly. Thus, it is clear that the SDTD method has improved on traditional kriging predictors in areas where data coverage is less.

6 South China Sea Precipitation Example

In this section, the SDTD model is applied to a “real world” example. In particular, we have chosen to apply this model to a precipitation data set covering the South China Sea (SCS) region of southwestern Asia. Precipitation was chosen because it is a variable for which reliable spatial predictions are typically difficult to obtain. This difficulty arises because precipitation variability encompasses such a wide range of spatial and temporal scales, and because the physical characterization of the processes leading to these scales of variability and their interactions are relatively poorly understood. Specifically, we selected the SCS region because it is representative of the interaction of these scales of variability, and because this region includes effects from both midlatitude and tropical weather systems (e.g., Chen and Chen 1995). In addition, the lack of precipitation data over the SCS provides a good test of the SDTD model’s ability to predict in regions with sparse spatial sampling.

6.1 Data

Monthly precipitation data were obtained from the National Climatic Data Center (NCDC) operated by the National Oceanic and Atmospheric Administration (NOAA). The data were from the first version of the Global Historical Climatology Network (GHCN) surface baseline data set. This data set was created by a joint effort of the NCDC and the Carbon Dioxide Information Analysis Center at the Oak Ridge National Laboratory in 1992 for the purposes of providing a data set to be used to monitor and detect climate change (Vose et al. 1992). Over 7,500 precipitation stations are included in the GHCN, with data extending back into the 1600’s. All of the data have a quality control flag that gives an indication of possible serial
and spatial continuity problems.

We selected 135 stations around the SCS for the period 1959 to 1988, as shown in Figure 9. With the exception of three stations, all of the stations chosen for this analysis had high quality data for at least 85% of the time periods between January 1959 and December 1988. The three stations on the coast of Vietnam were chosen for the analysis, even though they did not meet this 85% criterion (the data were not available after 1975). These stations were included because it was thought that their presence on the western coast of the SCS would help define the EOF basis functions used in the analysis.

The goal of this analysis is then to predict the monthly precipitation over the SCS at locations and times where there are no data. We have selected a prediction grid that covers the majority of the SCS and that has uniform grid point separations of 2° in latitude and longitude. This prediction grid is shown in Figure 9.

6.2 Exploratory Data Analysis

Precipitation amounts can vary greatly from one geographical region to another. Thus, we expect that precipitation variability may be a function of the mean precipitation amount. This is indeed the case with our data set as presented in Figure 10. This figure shows a plot of the natural log of the mean versus the natural log of the variance of precipitation (time-averaged at each observation location). The linear relationship evident in this plot is quite striking for "real" data. An ordinary least squares (OLS) fit, weighted by the number of observations used to calculate the respective means and variances, is shown in Figure 10 as well. The slope of this OLS best-fit line is 1.548 and the intercept is 1.099. This linear relationship (in logs) can easily be shown to be equivalent to a power of the mean model given by:

\[ \sigma^2(s_i) = 3.000 \hat{\mu}(s_i)^{1.548}, \]  

(150)

where \( \sigma^2(s_i) \) and \( \hat{\mu}(s_i) \) are the estimated variance and mean at data location \( s_i \), respectively. The fact that the variance is a function of the mean invalidates the homogeneity of variance assumptions inherent in the SDTD model development. Therefore, we must perform a variance
stabilizing transformation such that transformed data have constant variance (e.g., Snedecor and Cochran 1989, p.286-287). This procedure is outlined below.

6.2.1 Variance Stabilizing Transformation and Data Preparation

Assume we are given data $X$ such that the variance is dependent on the mean in the following sense:

$$\sigma^2(\mu) = k \mu^\beta, \quad (151)$$

where $\sigma^2(\mu)$ is the variance of $X$, $\mu$ is the mean of $X$, and $k$ and $\beta$ are unknown parameters. We then seek the transformation $f(X)$ that gives constant variance. It can easily be shown that expanding $f(X)$ in a Taylor series about $\mu$ and requiring $\text{var}(f(X))$ to be constant leads to the following relationship:

$$f(X) \propto X^{1-\beta/2}. \quad (152)$$

In our case, we have estimated $\beta$ to be 1.548, and let $k$ equal 1.0, so the appropriate variance stabilizing transformation is

$$f(X) = X^{0.226}, \quad (153)$$

which is very close to the familiar 4-th root transformation.

In practice, after applying the transformation (153) to the precipitation data, we must remove the seasonal mean effect. This is done by calculating the time mean for each of the 12 months of the year, for each station. Then, the appropriate monthly mean is subtracted from the truncated data. These means must also be estimated at locations where we do not have data if we are to predict at such locations. We can obtain these estimates by applying the Delaunay triangulation machinery developed for estimating the basis functions at locations where we do not have data (see Section 4.2).

After running the Kalman filter implementation of the SDTD model, we must transform the predictions and MSPEs back to the original scale. It is well known that such a transformation induces a bias in the prediction (e.g., Cressie 1993, p.135-138). Therefore, we must correct for this bias. In our case, recall that we have defined the Kalman filter predictor in (53) to
be \( \hat{Y}(s; t|t) \). Also, in the derivation of the SDTD model we assumed our data were given by the \( Z \) process, which is taken to have zero mean and homogeneous variance. Now, we further assume that these data \( Z \) were obtained through a variance stabilizing transformation on the original data \( X \) [i.e., \( Z = f(X) \)] and that we are interested in predicting the smooth process \( W \) on the original scale, corresponding to smooth process \( Y \) on the transformed scale. That is, we would like to obtain \( \hat{W}(s; t|t) \) from the Kalman filter prediction \( \hat{Y}(s; t|t) \). Analogous to Cressie (1993, p.137) we can use Taylor series expansions to obtain the following approximate relationship for the unbiased predictor:

\[
\hat{W}(s; t|t) \approx \hat{f}(\hat{Y}(s; t|t)) + (1/2)\hat{f}''(\hat{\mu}_Y(s; t))\hat{\sigma}_Y^2(s; t),
\]

where \( \hat{f}(\cdot) \equiv f^{-1}(\cdot) \), \( \hat{\mu}_Y(s; t) \) is the estimate of the seasonal mean of the transformed data, and \( \hat{\sigma}_Y^2(s; t) \) is the MSPE of the \( Y \) process as given by (63). It is also easy to show that the MSPE for the \( W \) process is given approximately by

\[
\hat{\sigma}_W^2(s; t) \approx \left\{ \hat{f}'(\hat{\mu}_Y(s; t)) \right\}^2 \hat{\sigma}_Y^2(s; t).
\]

In our case, the function \( f(\cdot) \) is defined by (153), and so the function \( \hat{f}(\cdot) \) is defined as the inverse of (153), namely \( \hat{f}(Z) = Z^{1/0.226} \).

### 6.3 Implementing the SDTD Model

In order to implement the SDTD model, we must acquire a triangulation of the observation network. First, we transform our map coordinates to an equal area projection. In particular, we use the cylindrical equal area projection described in Pearson (1990, p.129-132). This transformation is needed because the discretization of the continuous EOF analysis depends on weights that are based on the areas of the triangles in the network, as described in Section 4.2. Thus, we do not want a map projection with non-equal areas, which would bias our determination of the appropriate weights. The Delaunay triangulation on this equal area projection, as determined by the algorithm of Fortune (1987), is shown in Figure 11.

We expect that the data are contaminated by measurement error since they are collected and disseminated by such a large variety of jurisdictions. To examine this, we plot the estimated
empirical semi-variogram in Figure 12. As is evident in this plot, there is a “nugget effect” associated with these data, thus implying microscale variability and/or measurement error. We assume that the entire nugget effect is due to measurement error, and choose a value of \( \hat{\sigma}^2 = 0.03 \).

Next, we examine the eigenvalues of the estimated matrix \( \hat{C}_0^{Y'} \) to help determine the truncation value \( K \). We selected \( K = 25 \) since the first 25 eigenvalues imply that the estimated matrix \( \hat{C}_0^{Y'} \) would then account for approximately 90% of the variance of \( \hat{C}_0^{Y'} \). Sensitivity analyses show that the results are relatively robust to the choice of this parameter, so long as it is reasonably large.

As described in Section 3.1.2, estimates of the \( \nu \)-process covariance matrix \( \hat{V} \) were found. Figure 13 shows the estimated \( \nu \) covariances at different lags, as well as the “bin” averages of those covariances. We note the large spike at lag zero, and the steep decline at higher lags. Also note the negative covariance feature near lags of 500km, which was also present in the simulated data (Figure 3). Based on the fact that the SDTD predictions for the simulated data showed better results under the assumption of a white noise covariance structure for the \( \nu \) process, we took that approach here as well. Then, we estimated \( \hat{\sigma}^2 = 0.07 \) by the approach suggested in Section 3.1.2 [see (83)].

### 6.4 SDTD Model Results with Precipitation Data

The SDTD model was run with the transformed precipitation data described in Section 6.2.1 and the predictions were transformed back to the original scale for presentation. Figure 14 shows time series plots of the predictions at three locations for the 10 year period from January 1979 to December 1988: (a) a location on the southern coast of China near (114°E, 22°N); (b) a location in the middle of the SCS at (114°E, 12°N); and (c) a location along the northwestern coast of Borneo near (114°E, 4°N). In addition to the predicted precipitation (solid line), these figures show the monthly mean precipitation (dotted line), and Figures 14a and 14c show the observed precipitation (dashed line). In each case, the predictions appear to have captured the appropriate structure in the time variability of precipitation. Although
some of the extreme peaks are clearly missed by the predicted time series (e.g., the extreme event in 1982 in Figure 14a), in general, the predictions are able to capture the "direction" of the deviation from the seasonal mean. Although not shown, the Kalman filter successfully predicts missing values in the time series.

We now consider the prediction over the grid shown in Figure 1 to cover the SCS. For illustration, we present the results for 1979. This year was very active meteorologically in the region, with a strong SCS monsoon, Mei-Yu front, and 30-60 day oscillation (e.g., see Chen and Chen 1995). Figure 15 shows surface plots of the predicted precipitation (left column) and the associated (square) root MSPE (right column) for March, April, and May of 1979. Note that in March, the precipitation shows two peaks, one in the north and one in the south, with a minimum over the SCS. The root MSPE plot corresponds similarly to these peaks and valleys as expected since (155) shows that the transformation of the MSPE is dependent on the mean. Thus, areas with larger mean precipitation will have larger MSPEs, and areas with small means will have smaller MSPEs. The northern peak corresponds to the convection associated with the Mei-Yu front and the southern peak corresponds to that associated with the Intertropical Convergence Zone (ITCZ). Figures 16 and 17 show the surface plots of predicted precipitation and MSPE standard deviations for the summer (June, July, August) and fall (September, October, November), respectively. Notice that throughout the spring (March, April, May) months, the central SCS shows a relative minimum in predicted precipitation. By July, the ITCZ has begun to move northward, leading to larger precipitation amounts over the central SCS. After reaching its maximum intensity in August, the ITCZ begins to retreat to the south. By November, the ITCZ is firmly entrenched in the southern region, and the north is very dry. This migration is also apparent in satellite-derived precipitation estimates for the same time period (e.g., Chen and Chen 1995). Thus, the SDTD model appears to capture the dynamic evolution of the precipitation over the data-sparse SCS.


7 Conclusion

In this investigation we have presented a new spatio-temporal statistical model that considers the influence of both spatial and temporal variability. The model is temporally dynamic in that it exploits the unidirectional flow of time in an autoregressive framework, and is spatially descriptive in that no causative interpretation is associated with its spatially colored noise. The inclusion of a measurement equation naturally leads to the development of a spatio-temporal Kalman filter. The Kalman filter implementation allows us to predict in time and in space, and to account for missing data.

We demonstrated this method by applying it to a simulated spatio-temporal data set. The model was shown to capture the temporal dynamic structure as well as the spatial structure of the simulated data, although a certain amount of smoothing in the predictions was evident. A comparison with the predictions obtained from a simple kriging analysis applied separately to each time showed that, for this simulation, the proposed approach was generally superior in its predictive skill.

In addition, the model was applied to 30 years of monthly precipitation data from the South China Sea region of Asia. The model seems to capture the dynamic evolution of the spatial processes associated with the precipitation in this region.

There is much that can be done to further the development of this approach. In particular, we should conduct additional simulations to test the performance of this model under different conditions. For instance, it is suspected that as the temporal dependence decreases, the proposed model may not perform any better than the simple kriging approach. Additional study of the effect of different partitions of the measurement error and the error associated with the \( \nu \) process would also be useful.

An investigation of the application of different basis functions should be performed. It was noted in Section 4 that any complete and orthonormal basis set can be used in the model implementation. Other than the EOF basis used here, potential basis sets include orthogonal polynomials and wavelets. We have implemented a Legendre polynomial basis set in a simula-
tion of spatio-temporal data with one spatial dimension. The results are encouraging, and the method is in many ways more pleasing since the triangulation and EOF discretization are not needed. Wavelets have high potential in this regard as they have compact support and fast algorithms exist for their implementation.

We also note that the evaluation of this model was concerned with spatial prediction, rather than temporal prediction. Clearly, the ability to predict in space and time is a major strength of this model, one that is not at all prevalent in the literature. This has great potential for meteorological investigations where a "first-guess" prediction can be useful in numerical weather prediction. The statistical approach presented here could be used for the first-guess of variables which are not modeled well by short-term integrations of the numerical weather prediction models (e.g., water vapor and precipitation). We suspect that for such temporal predictions to be useful, the model should be extended to include additional time lags. Such an extension should be straightforward, mainly taking into account additional lag covariance matrices.

It would also be useful to allow the measurement locations to vary in time. In this case, for example, we could perform spatial prediction of sea surface temperatures that are obtained from transient ocean ships, as well as stationary buoy observations.

In addition, we could explore the possibility of including additional variables (say, precipitation and temperature together) in the prediction. Such a multivariate approach should be a straightforward extension of the current model. In particular, the state-space formulation of the model easily can be easily modified to allow a multivariate approach.

We could also include explanatory variables to aid in the prediction. For instance, if we wanted to predict precipitation over the central United States, we would probably want to consider the effect of sea surface temperatures in the Pacific. So, although the state variable in our model would still be precipitation, we would include sea surface temperature as a predictor, but it would not be predicted. This approach should be a straightforward extension of the current model.
Finally, from a statistical standpoint, perhaps the most challenging endeavor would be to implement this model in a hierarchical Bayesian framework. Given that the Kalman filter can be interpreted from a Bayesian perspective, the estimation of model parameters given the data, as applied in this presentation, corresponds to an empirical Bayes approach. Alternatively, we could go the additional step and assign prior distributions to the model parameters. This is the hierarchical Bayesian approach. We must then decide what kind of prior information we should use. One option would be to specify some diffuse prior, thereby reflecting our potential ignorance of the prior distribution. A more physically interesting approach would be to make use of the governing system of equations of the climate system (if they are known). In other words, we recognize that although climate models do not give anywhere near a complete description of the climate system, they do, by definition, operate under the same basic physical laws as the "true" climate system. So, perhaps we could use a climate simulation to obtain our prior knowledge about certain parameters in the spatio-temporal statistical model. We could then employ the hierarchical Bayesian approach with these priors and obtain the corresponding posterior distributions. The study of the similarities and differences between these prior and the posterior distributions is a potentially rich source of physical information about the climate system.
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Appendix A: The Spatio-Temporal Kalman Filter

This section outlines the derivation of the spatio-temporal Kalman filter. The approach used here follows a univariate derivation given in Meinhold and Singpurwalla (1983). We assume normality throughout.

Recall from (35) and (32) that the measurement and state equations are given by

\[ Z(s; t) = \phi(s)'a(t) + \nu(s; t) + \epsilon(s; t) \]  \hspace{1cm} (A. 1)
\[ a(t) = Ha(t - 1) + J\eta(t), \]  \hspace{1cm} (A. 2)

where we recall that

\[ R = \text{var}[\epsilon(t)] \]  \hspace{1cm} (A. 3)
\[ V = \text{var}[\nu(t)] \]  \hspace{1cm} (A. 4)
\[ Q = \text{var}[\eta(t)]. \]  \hspace{1cm} (A. 5)

We are interested in the joint distribution of \((a(t)', Z(t)')\) conditional on \(Z^*(t - 1)\), where

\[ Z^*(t - 1) \equiv [Z(t - 1), \ldots, Z(1)]. \]  \hspace{1cm} (A. 6)

Consider Bayes' theorem:

\[ P(a(t) | Z(t), Z^*(t - 1)) \propto P(Z(t) | a(t), Z^*(t - 1)) P(a(t) | Z^*(t - 1)), \]  \hspace{1cm} (A. 7)

where the first term on the right-hand side is the "likelihood" and the second term on the right-hand side is the "prior" distribution. At time \(t - 1\), our knowledge about \(a(t - 1)\) is given by:

\[ (a(t - 1) | Z^*(t - 1)) \sim N(\hat{a}(t - 1 | t - 1), P(t - 1 | t - 1)), \]  \hspace{1cm} (A. 8)

where

\[ \hat{a}(t - 1 | t - 1) \equiv \text{E}[a(t - 1) | Z^*(t - 1)] \]  \hspace{1cm} (A. 9)
\[ P(t - 1 | t - 1) \equiv \text{var}[a(t - 1) | Z^*(t - 1)]. \]  \hspace{1cm} (A. 10)
Prior to observation \( Z(t) \), the "best" prediction of \( a(t) \) is given by the state equation (A.2). Thus, we obtain

\[
\hat{a}(t \mid t-1) = E[a(t) \mid Z^*(t-1)] \quad (A.11)
\]

\[
= E[Ha(t-1) + J\eta(t) \mid Z^*(t-1)] \quad (A.12)
\]

\[
= E[Ha(t-1) \mid Z^*(t-1)] \quad (A.13)
\]

\[
= H\hat{a}(t-1 \mid t-1), \quad (A.14)
\]

and

\[
P(t \mid t-1) = \text{var}[a(t) \mid Z^*(t-1)] \quad (A.15)
\]

\[
= \text{var}[Ha(t-1) + J\eta(t) \mid Z^*(t-1)] \quad (A.16)
\]

\[
= HP(t-1 \mid t-1)H' + \text{var}(J\eta(t)) \quad (A.17)
\]

\[
= HP(t-1 \mid t-1)H' + JQJ'. \quad (A.18)
\]

Note that we have used the fact that \( \eta(t) \) is uncorrelated with \( Z^*(t-1) \). Then, the "prior" distribution is given by

\[
(a(t) \mid Z^*(t-1)) \sim N(\hat{a}(t \mid t-1), P(t \mid t-1)). \quad (A.19)
\]

Now, we assume that \( Z(t) \) has been observed. Then, we want to determine the posterior distribution from (A.7). First, we need to find the "likelihood" distribution \( P(Z(t) \mid a(t), Z^*(t-1)) \). We define the one-step prediction error for \( Z(t) \) as:

\[
e(t) \equiv Z(t) - \hat{Z}(t \mid t-1), \quad (A.20)
\]

where

\[
\hat{Z}(t \mid t-1) \equiv E[Z(t) \mid Z^*(t-1)] \quad (A.21)
\]

\[
= E[\Phi a(t) + \nu(t) + e(t) \mid Z^*(t-1)] \quad (A.22)
\]

\[
= E[\Phi a(t) \mid Z^*(t-1)] \quad (A.23)
\]

\[
= \Phi \hat{a}(t \mid t-1), \quad (A.24)
\]
and where we have used the fact that \( \nu(t) \) and \( \epsilon(t) \) are uncorrelated with \( Z^*(t-1) \). Thus,

\[
e(t) = Z(t) - \Phi \hat{a}(t | t-1).
\]  
(A. 25)

If \( \Phi, H, \) and \( \hat{a}(t-1 | t-1) \) are assumed known, then observing \( Z(t) \) is equivalent to observing \( e(t) \). Now, we use the measurement equation (A.1) to write

\[
e(t) = \Phi(a(t) - \hat{a}(t | t-1)) + \nu(t) + \epsilon(t).
\]  
(A. 26)

Thus,

\[
E[e(t) \mid a(t), Z^*(t-1)] = E[\Phi(a(t) - \hat{a}(t | t-1)) \mid a(t), Z^*(t-1)]
\]  
(A. 27)

\[
= \Phi(a(t) - \hat{a}(t | t-1)),
\]  
(A. 28)

where we have used the fact that \( \nu(t) \) and \( \epsilon(t) \) are both uncorrelated with \( a(t) \) and \( Z^*(t-1) \).

Then, using (A.3) and (A.4) we obtain the distributional relationship:

\[
(e(t) \mid a(t), Z^*(t-1)) \sim N(\Phi(a(t) - \hat{a}(t | t-1)), R + V).
\]  
(A. 29)

We can now obtain the posterior distribution by making use of certain properties of the multivariate normal distribution. It is well known that if \( e(t) \) and \( a(t) \) are jointly multivariate normal, then we can write the conditional distribution as (e.g., see Johnson and Wichern 1992, p.138):

\[
(e(t) \mid a(t), Z^*(t-1)) \sim N(\mu_e + \Sigma_{ee}^{-1}(a(t) - \mu_e), \Sigma_{ee} - \Sigma_{ee} \Sigma_{aa}^{-1} \Sigma_{ae}).
\]  
(A. 30)

where, in general, \( \mu_e \) is the mean of \( u \), and \( \Sigma_{uv} \) is the covariance between \( u \) and \( v \). Note, in our case,

\[
\mu_e \equiv E[e(t) \mid a(t), Z^*(t-1)]
\]  
(A. 31)

\[
= E[Z(t) - \hat{Z}(t \mid t-1) \mid a(t), Z^*(t-1)]
\]  
(A. 32)

\[
= E[Z(t) \mid Z^*(t-1)] - \hat{Z}(t \mid t-1)
\]  
(A. 33)

\[
= 0.
\]  
(A. 34)
It can then be shown that
\[ \Sigma_{ee} = \Phi P(t \mid t-1), \tag{A. 35} \]
where we make use of the orthogonality of the predictor and the residual, as is well known from linear projection theory. Then, it can be easily shown that
\[ \Sigma_{ee} - \Sigma_{ee}^{-1} \Sigma_{ee} = \Sigma_{ee} - \Phi P(t \mid t-1) \Phi' \tag{A. 36} \]
\[ = R + V. \tag{A. 37} \]
Therefore,
\[ \Sigma_{ee} = R + V + \Phi P(t \mid t-1) \Phi'. \tag{A. 38} \]
Once again, we can make use of the multivariate normal distribution and obtain the conditional distribution (i.e., the “posterior” distribution):
\[ (a(t) \mid e(t), Z^*(t-1)) \sim N(\hat{a}(t \mid t), P(t \mid t)), \tag{A. 39} \]
where
\[ \hat{a}(t \mid t) = \hat{a}(t \mid t-1) + K(t)[Z(t) - \Phi \hat{a}(t \mid t-1)] \tag{A. 40} \]
\[ P(t \mid t) = \Phi P(t \mid t-1) - K(t) \Phi P(t \mid t-1), \tag{A. 41} \]
and the Kalman gain \( K(t) \) is given by
\[ K(t) = P(t \mid t-1) \Phi'[R + V + \Phi P(t \mid t-1) \Phi']^{-1}. \tag{A. 42} \]
One-step ahead predictions are then given by the “prior” distribution (A.19) to be
\[ \hat{a}(t \mid t-1) = E[a(t) \mid Z^*(t-1)] \tag{A. 43} \]
\[ = H\hat{a}(t-1 \mid t-1) \tag{A. 44} \]
\[ P(t \mid t-1) = \text{var}[a(t) \mid Z^*(t-1)] \tag{A. 45} \]
\[ = HP(t-1 \mid t-1)H' + JQJ'. \tag{A. 46} \]
Appendix B: Simple Kriging in the Presence of Measurement Error

This appendix shows the derivation of the simple kriging equations in the presence of measurement error. The setting is a purely spatial one.

Consider the noisy spatial process $Z(\cdot)$ with zero mean, such that

$$Z(s) = Y(s) + \epsilon(s),$$

where $Y(\cdot)$ is a zero mean smooth spatial process and $\epsilon(\cdot)$ is a white noise error process. We seek a linear predictor of the smooth process $Y$ at some location $s_0$ of the form

$$\hat{Y}(s_0) = \sum_{i=1}^{n} \lambda_i Z(s_i),$$

where $\{s_i : i = 1, \ldots, n\}$ are measurement locations, and $\lambda_i, i = 1, \ldots, n$ are unknown parameters.

First, consider the case where $s_0 \neq s_i; i = 1, \ldots, n$. Then, the mean squared prediction error is defined as

$$\sigma_{SK}^2(s_0) \equiv E[\sum_{i=1}^{n} \lambda_i Z(s_i) - Y(s_0)]^2$$

$$= E[\sum_{i=1}^{n} \lambda_i Z(s_i) - Y(s_0) + \epsilon(s_0)]^2$$

$$= \lambda^T C^Z \lambda - 2\lambda^T c(s_0) + c(s_0, s_0) - \sigma_{\epsilon}^2,$$

where

$$\lambda \equiv (\lambda_1, \ldots, \lambda_n)'.$$

$$c(s, r) \equiv E[Z(s)Z(r)]$$

$$c(r) \equiv (c(r, s_1), \ldots, c(r, s_n))'$$

$$C^Z \equiv [c(s_i, s_j)]_{i,j=1,\ldots,n}$$

$$\sigma_{\epsilon}^2 = E[\epsilon(s)\epsilon(s)].$$

We then seek to minimize the mean squared prediction error (B.5) with respect to the $\lambda$'s. Thus, taking the derivative of (B.5) with respect to $\lambda$ and equating the result with zero gives

$$\lambda' = c(s_0)'[C^Z]^{-1}.$$
Plugging this into (B.5) then gives the mean squared prediction error:

\[ \sigma_{SK}^2(s_0) = c(s_0, s_0) - c(s_0)'[C^{-1}]^{-1}c(s_0) - \sigma^2. \]  

(B.12)

Now, consider the case where \( s_0 = s_i \) for some \( i \). For demonstration, let \( s_0 = s_1 \). Then, the mean squared prediction error is

\[ \sigma_{SK}^2(s_1) = E\left[ \sum_{i=1}^{n} \lambda_i Z(s_i) - Y(s_1) \right]^2 \]  

(B.13)

\[ = E\left[ \sum_{i=1}^{n} \lambda_i Z(s_i) - Z(s_1) + \epsilon(s_1) \right]^2 \]  

(B.14)

\[ = \lambda'\Sigma \lambda - 2\lambda'\bar{c}(s_1) + c(s_1, s_1) - \sigma^2, \]  

(B.15)

where

\[ \bar{c}(s_1) \equiv c(s_1) - (\sigma^2, 0, \ldots, 0)'. \]  

(B.16)

Minimizing the mean squared prediction error (B.15) as before gives

\[ \lambda' = \bar{c}(s_1)'[\Sigma^{-1}]^{-1}. \]  

(B.17)

Plugging this into (B.15) then gives the mean squared prediction error:

\[ \sigma_{SK}^2(s_1) = c(s_1, s_1) - c(s_1)'[\Sigma^{-1}]^{-1}\bar{c}(s_1) - \sigma^2. \]  

(B.18)

Thus, considering both cases, we can write the simple kriging equations in the presence of measurement error as

\[ \lambda' = \bar{c}(s_0)'[\Sigma^{-1}]^{-1}. \]  

(B.19)

\[ \sigma_{SK}^2(s_0) = c(s_0, s_0) - c*(s_0)'[\Sigma^{-1}]^{-1}c*(s_0) - \sigma^2, \]  

(B.20)

where

\[ c*(s_0) \equiv \begin{cases} c(s_0) & \text{if } s_0 \neq s_i \text{ for } i = 1, \ldots, n \\ \bar{c}(s_0) & \text{if } s_0 = s_i \text{ for } i = 1, \ldots, n, \end{cases} \]  

(B.21)

and \( \bar{c}(s_0) \) is given by (B.16). In general, \( \bar{c}(s_i) \) is simply equal to \( c(s_i) \) with the \( i \)-th element replaced by \( c(s_i, s_i) - \sigma^2 \).
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Figure 1  (a) Simulation grid “A” (•), prediction grid “B” (+), and prediction cross-section (○); (b) Observation locations for simulated data (*) and Delaunay triangulation of observation network.
Figure 2 Estimated covariances of simulated Z process (+); "bin" averages (o); and the weighted least squares fitted covariance model, which is taken to be exponential from lag 0 to lag .125, and spherical from lag .125 to lag 3.

Figure 3 Estimated covariances of the \( \nu \) process from the simulation (+); “bin" averages (o); and the weighted least squares fitted covariance model (Eqn. 146).
Figure 4  Predicted time series $\hat{Y}$ (solid line), true time series $Y$, and the associated noisy time series $Z$ for the simulation at locations: (a) (-0.5, .125), a measurement location, and (b) (0,0), a non-measurement location.
Figure 5  Simulation x-t contour plots at location y = 0 for the (a) noisy process $Z$, (b) true signal $Y$, and (c) prediction $\hat{Y}$ of the true signal given the noisy observations. Positive contours are indicated by the solid lines and negative contours are indicated by the dashed lines. The contour interval is 0.1.
Figure 6 For the simulated data, the left side shows 3-d surface plots of the true signal $Y(\cdot,t)$ at times $t = 75, 76, 77, 78$; the right side shows the corresponding prediction $\hat{Y}(\cdot,t)$ of the true signal.
Figure 7  The SDTD mean squared prediction error standard deviations for the simulated data set. The contour interval is 0.005.
Figure 8  The simple kriging mean squared prediction error standard deviations for the simulated data set. The contour interval is 0.005.

Figure 9  Observation locations (*) and prediction grid (+) for the South China Sea precipitation example.
Figure 10 Natural log of precipitation (mm) mean vs. the natural log of the precipitation variance and the weighted least squares fit. Means and variances are calculated over time at each observation location.

Figure 11 Delaunay triangulation of precipitation observation locations on a cylindrical equal area map projection.
Figure 12  Robust semi-variogram estimate of the transformed precipitation data (·) and “bin” averages (*). Each dot represents the average of variogram estimates over time.

Figure 13  Estimated covariances of the $\nu$ process for the transformed precipitation process (·) and “bin” averages (*).
Figure 14  Time series plots for three locations over the 10-year period from January 1979 to December 1988: (a) a location on the southern coast of China near (114°E,22°N), (b) a location in the middle of the South China Sea (114°E,12°N), and (c) a location along the northwestern coast of Borneo near (114°E,4°N). The predicted precipitation (mm) is indicated by a solid line, the noisy observation (mm) [for (a) and (c)] by a dashed line, and the estimated seasonal mean precipitation (mm) by the dotted line.
Figure 15  The left side shows 3-d surface plots of the precipitation prediction (mm) for March, April, and May of 1979; the right side shows the corresponding mean squared prediction error standard deviations.
Figure 16  The left side shows 3-d surface plots of the precipitation prediction (mm) for June, July, and August of 1979; the right side shows the corresponding mean squared prediction error standard deviations.
Figure 17  The left side shows 3-d surface plots of the precipitation prediction (mm) for September, October, and November of 1979; the right side shows the corresponding mean squared prediction error standard deviations.
GENERAL CONCLUSION

Meteorological and climatological processes typically show variability over both space and time. Consequently, scientists who study these processes require spatio-temporal models that can characterize this variability. Such characterizations then help the scientists to make inference about the nature of the processes, and eventually aid in their prediction. Thus, my goal in this dissertation has been to help bridge the gap between the need for advanced spatio-temporal statistical methods in the atmospheric sciences, and the development of such methods in the statistical sciences.

The dissertation consists of a background chapter followed by three additional chapters, each of which represents an independent paper. The background chapter is an overview of spatio-temporal statistical methods commonly used in the atmospheric sciences, from a statistical point of view. The first paper uses some simple harmonic analysis ideas to make spatial inference about a possible physical mechanism for the observed semiannual oscillation in the Northern Hemisphere extratropical height field. The second paper uses some advanced cyclostationary time series techniques to explore the seasonal variability of lower stratospheric mixed Rossby-gravity waves over the tropical Pacific. Finally, the third paper presents a new spatio-temporal statistical model that can be used to predict in both space and time. The results from each of these studies are described briefly below.

In the first chapter, a comprehensive overview of spatio-temporal methods that have received attention in the atmospheric science literature is presented. In particular, the focus is on the Empirical Orthogonal Function (EOF), Principal Interaction Pattern (PIP), Principal Oscillation Pattern (POP), and spatio-temporal Canonical Correlation Analysis (CCA) methods.
Particular attention is given to the physical and statistical considerations that must be made when applying these techniques to data. Specifically, these include the consideration of discrete or continuous space, the inclusion of measurement error, whether the application is prognostic or diagnostic, and whether the goal is spatial prediction, temporal prediction, or smoothing. We also consider what it is that is being optimized in a particular method, whether a dynamical component is appropriate, and whether Bayesian (i.e., Kalman filter) ideas should be considered. In general, most of these issues must be considered simultaneously. Unfortunately, this is rarely done in practice. Throughout the paper, we present several potential questions that are deserving of additional research. These generally are concerned with continuous space applications, and with the inclusion of measurement error in the analysis.

In the second chapter (i.e., the first paper) simple harmonic analysis is used to make diagnostic inference about the spatial variation of the semiannual component of the atmospheric general circulation. In particular, based on an examination of the spatial distribution of the maximum semiannual oscillation (SAO) amplitudes in the Northern Hemisphere (NH) extratropical 500-hPa height field, we concluded that this oscillation exhibits a very dominant zonally asymmetric east-west spatial structure. This led us to conclude that the stationary eddies inherent in the NH general circulation might be a useful tool with which to explain the SAO. Indeed, a comparison between the stationary eddies and the SAO showed that the NH midlatitude SAO can be explained almost entirely by the spatial and temporal asymmetries in the annual variation of the stationary eddies. It was suggested that the mechanism for the SAO in the NH extratropics is simply a result of land-sea contrasts, similar to the well-known explanation of the Southern Hemisphere (SH) SAO. However, the NH SAO is likely due to east-west contrasts between the continental land masses and oceans in the NH, while the SH SAO is due to the north-south contrast between the Antarctica land mass and the surrounding ocean. Thus, we have unified the conceptual view of the atmospheric SAO in both hemispheres. It was suggested that additional research should be focused on modeling studies with which these hypotheses could be verified, as well as additional focus on the NH polar SAO.
The third chapter (i.e., the second paper) is concerned with the seasonal variability of mixed Rossby-gravity waves (MRGWs) in the lower stratosphere over the tropical western Pacific. The study of these waves is important because they are believed to be a critical forcing mechanism of the quasi-biennial oscillation (QBO) in the tropical stratosphere. Recent observational studies have suggested that MRGWs generally do not show semiannual variability, but rather have a single seasonal peak, depending on geographic location. However, since these waves are believed to be associated with tropical convective activity, and since this convective activity exhibits semiannual peaks, we hypothesized that MRGWs should show semiannual peaks. Thus, we employed some relatively sophisticated time series analysis techniques to study the seasonal variability of these waves. These analyses used long time records of wind data in the lower stratosphere at four tropical Pacific observation stations. Specifically, seasonally varying cross-spectral analysis suggested that there are significant twice-yearly peaks in the $u$-wind power and the mean squared coherence between the $u$- and $v$-winds, with peaks occurring in the winter-early spring and in summer-early fall. In addition, the seasonally varying phase associated with the mean squared coherence analysis suggested that there is convergence of horizontal momentum flux associated with these waves, and that the sign of the convergence is opposite during the two seasonal maxima. This convergence of momentum flux in MRGWs has not been identified previously and deserves additional research effort. Furthermore, an autoregressive cyclic spectral estimate showed that the frequency of the maximum $u$-wind power in the MRGW frequency band shifts seasonally. This shift may be related to the seasonal variation of MRGWs, although further effort is required to prove such a claim.

In the fourth chapter (i.e., the third paper), a new spatio-temporal statistical model is proposed that attempts to consider the influence of both temporal and spatial variability. This model is mainly concerned with prediction, unlike the traditional spatio-temporal methods used in the atmospheric science literature (and outlined in the first chapter of this dissertation), which were primarily designed for diagnostic applications. The model is developed within the framework of continuous space and discrete time. The model then assumes a first-order
Markov temporal dynamic structure in conjunction with a spatially descriptive colored noise process. With the inclusion of a measurement error equation, we developed a spatio-temporal Kalman filter prediction algorithm that allowed us to predict in time and at spatial locations at which we do not have observations. The model prediction equation is quite general and includes a simple kriging analog as a special case. The model was shown to predict well with a simulated spatio-temporal data set, and was shown to be superior to simple kriging applied independently at each time. The model was then applied to a large precipitation data set in the South China Sea region. Predictions of precipitation over the data-sparse South China Sea seemed to capture the dynamic variation of the spatial precipitation field. Since this work is quite new, there are many possible avenues for future research. These were outlined in the paper.
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