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Prediction of blood back spatter from a gunshot in bloodstain pattern analysis

Abstract
A theoretical model for predicting and interpreting blood-spatter patterns resulting from a gunshot wound is proposed. The physical process generating a backward spatter of blood is linked to the Rayleigh-Taylor instability of blood accelerated toward the surrounding air, allowing the determination of the initial distribution of drop sizes and velocities. Then the motion of many drops in air is considered with governing equations accounting for gravity and air drag. Based on these equations, a numerical solution is obtained. It predicts the atomization process, the trajectories of the back-spatter drops of blood from the wound to the ground, the impact angle, and the impact Weber number on the ground, as well as the distribution and location of bloodstains and their shape and sizes. A parametric study is undertaken to predict patterns of backward blood spatter under realistic conditions corresponding to the experiments conducted in the present work. The results of the model are compared to the experimental data on back spatter generated by a gunshot impacting a blood-impregnated sponge.
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A theoretical model for predicting and interpreting blood-spatter patterns resulting from a gunshot wound is proposed. The physical process generating a backward spatter of blood is linked to the Rayleigh-Taylor instability of blood accelerated toward the surrounding air, allowing the determination of the initial distribution of drop sizes and velocities. Then the motion of many drops in air is considered with governing equations accounting for gravity and air drag. Based on these equations, a numerical solution is obtained. It predicts the atomization process, the trajectories of the back-spatter drops of blood from the wound to the ground, the impact angle, and the impact Weber number on the ground, as well as the distribution and location of bloodstains and their shape and sizes. A parametric study is undertaken to predict patterns of backward blood spatter under realistic conditions corresponding to the experiments conducted in the present work. The results of the model are compared to the experimental data on back spatter generated by a gunshot impacting a blood-impregnated sponge.
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I. INTRODUCTION

A blood-spatter pattern is a collection of bloodstains produced by drops of blood that have traveled through the air, from a source location to a target surface. One of the main issues in forensic analysis of blood-spatter patterns is to determine where a blood spatter originates from. This serves the purpose in crime scene reconstruction of determining the position of the source of blood. This type of knowledge is expected by the analyst communities [1] as it provides a deeper understanding of what occurred during the crime. The position of the source of blood is typically obtained by backward reconstruction of the trajectories, from the target to the source. A sound fluid-mechanical theory of drop atomization, trajectories, and impact would be relevant to the interpretation of blood spatters resulting from gunshot wounds such as the infamous case of Phil Spector, where the question arose of if blood from the back spatter could travel a distance of approximately 1.8 m [2]. Backward reconstruction of drop trajectories is typically based on the inspection of bloodstains and on a model for the flight of drops [3].

The terminology used for trajectory reconstruction is illustrated in Fig. 1. The three-dimensional region of origin of a blood spatter is called the area of origin and its normal projection onto a horizontal plane is the area of convergence. The area of convergence corresponds to the projection of the trajectories on a horizontal plane. To determine the area of origin, bloodstain pattern analysis (BPA) experts use the angle of impact $\alpha$ from several stains using visual inspection [3]. This angle is the acute angle at which a blood drop impacts the deposition surface, e.g., a floor [see Fig. 1(b)]. Four different angles of impact are denoted by $\alpha_1$-$\alpha_4$ in Fig. 1(a). As an example, Fig. 1(a) shows the area of origin as the region near the head of the victim, while the area on the floor supporting the feet of the victim is the area of convergence.
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FIG. 1. (a) Reconstruction of the trajectories associated with four bloodstains using straight trajectories versus ballistic trajectories and the geometry (locations of the stains, of the victim, and the impact angles). Panel (a) is reproduced from teaching material graciously provided by H. McDonell. Drop size is assumed to be 3 mm, implying velocities in the 5.3–7.5 m/s range. (b) Definition of the angle of drop impact $\alpha$ and directional (sideways) angle $\gamma$, which is equal to the angle between the vertical plane containing the drop trajectory and another vertical plane containing the bullet trajectory and the target.

As stated in 1939 in Ref. [4], reconstructing trajectories is very difficult and still is today. A first-order approach to reconstruct trajectories is to assume that the drops travel in a straight line [1]. Reconstruction methods based on straight trajectories, such as the method of strings or the trigonometric method, have been used in crime scene reconstruction since at least the 1950s [5] and implemented in software routinely used in crime scenes analysis [6–10]. There is abundant BPA literature on the uncertainties associated with the choice of stains and their inspection to determine the angle of impact and area of origin, as reviewed in Ref. [3]. The actual trajectories are curved, due to the effect of gravity, which is amplified by the air drag. Since gravity and drag act, respectively, vertically and parallel to the trajectory, it is valid to assume that the projection of the trajectories on a horizontal plane consists of straight lines. This justifies the use of straight lines to determine the region of convergence.

However, the use of straight lines to predict the vertical position of the source, i.e., the region of origin, involves a systematic error. For instance, [11,12] report errors in the determination of the region of origin. Similarly, [13] verifies experimentally that the method of strings “[overestimates] the height of the point of origin and the error associated with this technique is significant (50% on average).”

Recently, BPA research has proposed methods to reconstruct curved trajectories. Reference [14] describes “a method of reconstructing the area of origin in a nonlinear manner” and incorporates the effects of drag in trajectory calculations using probability densities. A statistical procedure [15] based on aggregate statistics and the basic equations of projectile motion have been shown to determine the area of origin of a blood spatter for cases when the spatter is launched within a narrow range of polar angles. Since ballistic reconstruction involves the knowledge of impact velocity and drop size, a significant amount of recent BPA work has focused on obtaining that information by inspecting the stains, as proposed in Ref. [16]. The authors of [17] reconstructed drop trajectories using ballistic calculations, considering gravity and drag forces, and determined the region of origin with about four times higher accuracy than under the assumption of straight trajectories.

It should be emphasized that none of the existing theories used for predictions of blood trajectories address basic questions such as what the physical mechanism of drop formation in blood spatter is and how it determines the drop size distribution and the initial velocities and angles. Even though a
drop size can be reconstructed from an available bloodstain, the initial drop velocity and direction cannot be established this way, which adds additional unknowns in any method of prediction of drop trajectory. In fact, the key element of the problem is in these initial conditions rather than in predicting trajectories, albeit the methods of predicting trajectories should also be upgraded to account for the collective effect on the air drag experienced by drops in dense clouds.

Spatter originates from blood at body temperature (\(\sim 37 \, ^\circ C\)), while drops typically travel through colder air and impact a colder surface. The issue of the cooling of blood drops in flight and during impact [18] has never been addressed in the context of BPA. This issue might be important because the physical properties of blood vary considerably. When cooled down from 37 \(^\circ C\) to 20 \(^\circ C\), blood viscosity and surface tension increase by 60\% and 27\%, respectively. Such significant changes of physical properties affect the Reynolds and Weber numbers, which might affect in-flight atomization, as well as drop spreading and splashing on impact. A related issue is the evaporation of drops during flight, which might be most important for small drops traveling at high velocities because their surface-to-volume ratios are high.

There are four additional obstacles to the ballistic reconstruction of blood drop trajectories. Namely, (i) the area of drop origin can be distinct from the area of origin of blood spatter because the drop generation process can involve a sequence of topological changes (secondary, tertiary, etc., atomization in flight), for example, during the breakup of liquid sheets [19]. (ii) Air through which blood drops fly is not always at rest; sometimes air plays an active role in the drop transport. For instance, experiments involving respiration-caused blood spatter have demonstrated the importance of understanding the role of the surrounding air [20], which helped carrying submillimeter drops further away than occurs in still air. (iii) When spatters have a predominant direction, such as for gunshot back-splatter patterns, the trajectory reconstruction approach for earlier drops requires one to account for the formation flight effect, important in spatters generated from a jet or stream of blood (arterial gushing, expectorate, or gunshot). For instance, in situations when blood spatter is caused by a bullet entering a body, e.g., as in the case of Phil Spector allegedly murdering Lana Clarkson by a gunshot into her open mouth, multiple blood drops issued at a high speed of the order of 10 m/s or more, formed a rapidly moving turbulent two-phase jet entraining air. Similar situations are familiar in relation to sprinkler jets, where it was shown that drop motion is dominated by the collective effect, which diminishes the effect of air drag [21,22]. (iv) Blood is a non-Newtonian liquid that is a suspension of red and white blood cells and platelets in lymph. Blood is known to be a shear-thinning fluid that can be described by the power-law model in simple shear flows. Also, viscoelastic properties of blood were revealed experimentally in Ref. [23]. To what extent the non-Newtonian rheological properties of blood affect blood spatter, especially the initial atomization stage, is currently unknown.

In this work a rigorous fluid dynamical model of backward blood-spatter formation as a result of a bullet-inflicted wound is proposed. Also, a fluid dynamical model to predict motion of dense blood drop clouds from the origin to the ground is formulated, implemented, and compared to the experimental data.

II. EXPERIMENT

The back-splatter patterns on paper substrate (55.7 \(\times\) 70.9 cm\(^2\)) were created in an indoor shooting range at the Fort Dodge Police Department in Iowa, USA. Swine blood (USDA) with 40\% hematocrit was absorbed in a sponge target (8 \(\times\) 4.8 \(\times\) 11 cm\(^3\)), which was suspended on a frame at a known distance from the floor. For each experiment, a single bullet was shot toward the center of the blood-soaked sponge target by a well-trained shooter with a Glock 23 [0.40 caliber, hollow-point bullet (Speer); see Fig. 2(a)]. Relative humidity within the room was 39.0\% and the temperature for both the room and blood was 23 \(^\circ C\). The paper substrate was located on the floor between the shooter and the target to collect back-splatter drops of blood. Two initial bullet inclination angles relative to the horizon were used in the experiments discussed in the present work, namely, \(\delta = 0^\circ\) and 60\° [see Fig. 2(b)].
FIG. 2. (a) Geometry of a 0.40 caliber hollow-point bullet. (b) Sketch of the experimental setup with the horizontal paper substrate used to collect back-spatter blood drops. The Y axis directed into the figure and the coordinate trihedron XYZ is located on the floor under the center of the sponge target, approximately at the location of the bullet impact.

Each test performed was denoted using the following nomenclature: The first position denotes the paper substrate orientation (H standing for horizontal), the second position indicates the initial bullet inclination angle (e.g., a0 denotes a zero bullet inclination angle $\delta = 0^\circ$), and the third position describes the horizontal distance from the gun barrel exit to the target in cm. For example, H-a0-D300 stands for a horizontal paper sheet (located on the floor) in the case of the initial bullet inclination angle $\delta = 0^\circ$ and the distance from the gun barrel exit to the target is 300 cm. Trial numbers for each test case were appended at the end of the experimental nomenclature, e.g., as -#1 and -#2. Table I summarizes all the experimental tests with the trial parameters listed.

The blood used in this study was purchased from the National Animal Disease Center, in Ames, IA. The anticoagulant used was 1% heparin. The hematocrit of the blood was 39%. The room temperature was $23.6^\circ C$. Because blood is a shear-thinning fluid, the determination of viscosity is of interest. As the velocity of the blood resulting from the bullet impact is high, the viscosity at high shear rate ($2000 \text{s}^{-1}$) is to be implied. The viscosity of the blood can be estimated based on the previous viscosity measurement (Table II). From the data in Table II, the viscosity at a shear rate of $2000 \text{s}^{-1}$ can be expressed as a linear function of temperature and hematocrit using the expression $\mu(2000) = 2.9155 - 0.796T + 0.068H$. Accordingly, the estimated blood viscosity in this experiment was 3.69 cP.

### III. THEORY

#### A. Blood back spatter as a result of the Rayleigh-Taylor instability

Bullet impact phenomena are short-term events taking place on the scale of 3 $\mu$s or even shorter, estimated with the depth of penetration of about 1 cm and the velocity of about 340 m/s. In such cases, viscous forces are always negligible compared to the inertial ones, as the Reynolds number is of the order of $10^7$. Moreover, in the impact hydrodynamics when pressure is high and flow

<table>
<thead>
<tr>
<th>Experiment</th>
<th>$\delta$ (deg)</th>
<th>$D_g$ (cm)</th>
<th>$H_0$ (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H-a0-D300</td>
<td>0</td>
<td>300</td>
<td>68.6</td>
</tr>
<tr>
<td>H-a60-D150</td>
<td>60</td>
<td>150</td>
<td>226</td>
</tr>
</tbody>
</table>

TABLE I. Experimental trial parameters; additional nomenclature is defined in Fig. 2(b).
TABLE II. Viscosity measurement at different temperatures and hematocrits.

<table>
<thead>
<tr>
<th>Blood sample No.</th>
<th>Temperature (°C)</th>
<th>Hematocrit (%)</th>
<th>Viscosity (cP): ( \mu = 53.485(\dot{\gamma})^{-0.344} )</th>
<th>Power-law fit curve for viscosity versus shear rate</th>
<th>( R^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>23.5</td>
<td>42 ± 1</td>
<td>4.29 at 1870 s(^{-1}) ( \mu = 11.099(\dot{\gamma})^{-0.172} )</td>
<td>0.994</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>27</td>
<td>34 ± 1</td>
<td>3.32 at 2381 s(^{-1}) ( \mu = 9.193(\dot{\gamma})^{-0.13} )</td>
<td>0.9672</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>27.1</td>
<td>37.5 ± 1</td>
<td>3.57 at 2352 s(^{-1}) ( \mu = 8.783(\dot{\gamma})^{-0.106} )</td>
<td>0.9442</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>26</td>
<td>44 ± 1</td>
<td>4.12 at 2472 s(^{-1}) ( \mu = 15.107(\dot{\gamma})^{-0.185} )</td>
<td>0.9713</td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>26</td>
<td>44 ± 1</td>
<td>3.91 at 2536 s(^{-1}) ( \mu = 9.462(\dot{\gamma})^{-0.116} )</td>
<td>0.9476</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>25.6</td>
<td>44 ± 1</td>
<td>4.08 at 2479 s(^{-1}) ( \mu = 9.462(\dot{\gamma})^{-0.116} )</td>
<td>0.9476</td>
<td></td>
</tr>
</tbody>
</table>

processes are short, the effect of any rheological behavior (viscous or non-Newtonian) is always negligibly small compared to the pressure impulse, and only the inertial effects play a role, while the initial flow field is potential, with the potential being determined by the impulse [24]. Then, under the conditions of the Lagrange theorem, which are fully applicable in the present case, the flow field will stay potential during its subsequent evolution [25]. Therefore, the splash of blood resulting from a bullet impact can effectively be considered in the framework of the inviscid potential flow approximation, as in the classical Wagner problem [24–29].

In the experiments in Sec. II a bullet impacted a blood-impregnated sponge with open porosity and very low hydraulic resistance. The situation therefore effectively resembles the situation of a bullet impacting a pool of blood, which then splashes. It is assumed that there is no significant difference whether blood is being emitted from a free surface or from a highly porous sponge with open porosity during the stage of interest when pressure is high and flow processes are short. It is also assumed that the mechanical behavior of a real skin (a porous organ containing blood vessels including capillaries) hardly matters and thus blood splashing from a free surface seems to be a plausible model of real gunshot back spatters.

Denote the flow potential by \( \phi \) and consider the axisymmetric Laplace equation, which it should satisfy in blood back-spatter flow generated by a bullet impact

\[
\nabla^2 \phi = \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \phi}{\partial r} \right) + \frac{\partial^2 \phi}{\partial z^2} = 0,
\]

with \( r \) and \( z \) being the radial and axial coordinates, respectively. Note that the \( z \) axis corresponds to the direction of bullet impact and is directed from the free surface into the liquid bulk.

The front part of the bullet used in the experimental part of the present work is a truncated cone, which is a transitional shape between a cone and a blunt body. In the present work, the theoretical approach is developed and tested for a purely conical bullet shape (see Fig. 3) as a first approximation. A theory for a blunt bullet impact is beyond the scope of the present work. It should be emphasized that in both cases (available in reality, separately, or as transitional shapes) back spatter of blood will be traced to the Rayleigh-Taylor instability, as is shown below.

In the present case a bullet is considered as a slender body of revolution and effectively acts as a system of sources of strength \( q \) distributed along its main axis. In such cases the resulting potential can be found as [25]

\[
\varphi(r,z) = -\frac{1}{4\pi} \int \frac{q(\xi)}{\sqrt{(\xi - z)^2 + r^2}} d\xi,
\]

where the integration is conducted over the bullet axis, with \( \xi \) being the axial dummy variable and \( q \) a function of the velocity and shape of the bullet.

When the bullet tip has reached depth \( h(t) \) below the free surface, with \( t \) being time, the condition that the surface is free is accommodated by the mirror reflection of the submerged conical part of
the bullet. This allows one to introduce the integration limits as follows:

$$\varphi(r, z) = -\frac{1}{4\pi} \int_{-h}^{h} \frac{q(\xi)}{\sqrt{(\xi - z)^2 + r^2}} d\xi.$$  

(3)

It should be emphasized that the free surface is assumed to be located at $z = 0$, approximately at the same place where it was at the moment of the bullet impact, which is a good approximation for sufficiently slender bullets.

The strength of the sources distributed over the submerged and mirror-reflected axis of the bullet is established using the fact that the bullet surface is impenetrable for blood and thus

$$\frac{\partial \varphi}{\partial r} \bigg|_{\text{bullet surface}} = \frac{1}{2\pi} \frac{q(\xi)}{r_{\text{bullet surface}}}.$$  

(4)

Since at the bullet surface the normal component of blood motion is equal to the normal component of the bullet velocity, one can find from Eq. (4) that

$$\frac{1}{2\pi} \frac{q(\xi)}{r_{\text{bullet surface}}} = \begin{cases} \theta \dot{h} & \text{for } 0 \leq \xi \leq h \\ -\theta \dot{h} & \text{for } -h \leq \xi \leq 0 \end{cases},$$  

(5)

where the dot over $h$ denotes time differentiation and $\theta$ is the semiangle of the bullet tip. Accordingly,

$$q(\xi) = \begin{cases} 2\pi r_{\text{bullet below surface}} \times \theta \dot{h} & \text{for } 0 \leq \xi \leq h \\ 2\pi r_{\text{bullet above surface}} \times (-\theta \dot{h}) & \text{for } -h \leq \xi \leq 0 \end{cases}.$$  

(6)

Note that the conical geometry of the bullet tip yields

$$r_{\text{bullet below surface}} = (h - \xi) \tan \theta \approx (h - \xi) \theta \quad \text{for } 0 \leq \xi \leq h,$$

$$r_{\text{bullet above surface}} = (h + \xi) \tan \theta \approx (h + \xi) \theta \quad \text{for } -h \leq \xi \leq 0.$$  

(7)

Note also that Eq. (7) becomes less accurate for bullet tips significantly different from a thin cone, albeit still qualitatively true. Then Eqs. (6) and (7) yield

$$q(\xi) = \begin{cases} 2\pi \theta^2 (h - \xi) \times \dot{h} & \text{for } 0 \leq \xi \leq h \\ -2\pi \theta^2 (h + \xi) \times \dot{h} & \text{for } -h \leq \xi \leq 0 \end{cases}.$$  

(8)

After the distribution of the sources (and also sinks corresponding to the mirror image of the submerged bullet tip) are found, Eqs. (3) and (8) result in the following expression for the flow
potential:

$$\varphi(r,z) = -\frac{1}{2} \theta^2 \hat{h} \int_0^h \frac{h - \xi}{\sqrt{(\xi - z)^2 + r^2}} d\xi + \frac{1}{2} \theta^2 \hat{h} \int_{-h}^0 \frac{h + \xi}{\sqrt{(\xi - z)^2 + r^2}} d\xi. \quad (9)$$

Blood velocity at the free surface (where it is splashed against the direction of bullet motion) is found as

$$v_z|_{z=0} = \frac{\partial \varphi}{\partial z} \bigg|_{z=0} = -\theta^2 \hat{h} \left[ \frac{h}{r} + \ln \frac{r}{h + \sqrt{h^2 + r^2}} \right]. \quad (10)$$

For example, at the free surface in contact with the penetrating bullet, i.e., at \(r = \theta h\), at the moment of impact when \(\dot{h} = V_0\), with \(V_0\) being the bullet impact velocity, Eq. (10) yields

$$\frac{\partial \varphi}{\partial z} \bigg|_{z=0, r=\theta h} = -\theta^2 \hat{h} \left[ \frac{1}{\theta} + \ln \frac{\theta}{1 + \sqrt{1 + \theta^2}} \right] \approx -\theta \hat{h} = -\theta V_0. \quad (11)$$

This back-spatter velocity is negative since it is directed against the positive bullet velocity \(V_0\) and, moreover, it is much lower than the latter, since for slender bullets \(\theta \ll 1\). If one takes for the estimate \(\theta = 0.24\) (which corresponds to the semiangle of 14°) and a bullet velocity of 340 m/s, the initial back-spatter velocity is \(\sim 80\) m/s.

Evaluating the integrals in Eq. (9) and using the first of Eqs. (7) allows one to find the potential distribution at the surface of the submerged bullet tip

$$\varphi_{\text{bullet surface}} = -\frac{1}{2} \theta^2 \hat{h} \left[ -2(h - z) \ln \theta + 2z + (h - z) \ln 4 + h \ln \left( \frac{z^2}{h^2 - z^2} \right) + z \ln \left( \frac{h - z}{h + z} \right) \right]. \quad (12)$$

The nonsteady Bernoulli equation in the slender-body approximation yields the pressure \(p\) at the bullet surface as

$$p_{\text{bullet surface}} = -\rho \frac{\partial \varphi_{\text{bullet surface}}}{\partial t}, \quad (13)$$

where \(\rho\) is the blood density. The drag force \(F\) experienced by the penetrating bullet in the slender-body approximation is found using the integral over the axially symmetric wetted surface of a slender conical bullet

$$F = -2\pi \theta^2 \int_0^h p_{\text{bullet surface}}(h - z) dz. \quad (14)$$

Then Eqs. (12)–(14) yield

$$F = \lambda \pi \theta^4 \rho \hat{h}^3 h^2 + \frac{\pi}{3} \theta^4 \rho \hat{h} h^3, \quad (15)$$

where the dimensionless factor

$$\lambda = \ln 2 \theta + 1. \quad (16)$$

It should be emphasized that for a slender bullet \(\lambda < 0\) and thus the force \(F < 0\), i.e., acting against the direction of bullet motion. Note also that the first term on the right-hand side in Eq. (15) expresses the shape drag, whereas the second one expresses the added-mass drag.

The second law of Newton for the bullet motion reads

$$m \ddot{h} = F, \quad (17)$$
where \( m \) is the bullet mass. Substituting the expression for the drag force from Eq. (15) into Eq. (17), the equation describing bullet motion when it penetrates the blood is found

\[
\frac{d^2 h}{dt^2} = \frac{\lambda \pi \theta^4 \rho (dh/dt)^2 h^2}{m - \lambda \pi \theta^4 \rho h^3/3},
\]

which should be solved subjected to the initial conditions

\[
t = 0: \quad h = 0, \quad \frac{dh}{dt} = V_0.
\]

Using Eq. (10), the acceleration of the free liquid surface \( A \) is found as

\[
A = \frac{\partial v_z |_{z=0}}{\partial t} = -\theta^2 \frac{d^2 h}{dt^2} \left[ \frac{1}{r} + \ln \frac{r}{h + \sqrt{h^2 + r^2}} \right] - \theta^2 \left( \frac{dh}{dt} \right)^2 \left[ \frac{1}{r} + \frac{1}{\sqrt{h^2 + r^2}} \right].
\]

The estimates based on Eqs. (18)–(20) show that at \( dh/dt \sim V_0 = 340 \text{ m/s} \), the bullet deceleration \( d^2 h/dt^2 \sim -121 \text{ m/s}^2 \). Accordingly, for \( h \sim r \sim 1 \text{ cm} \), the second term on the right-hand side in Eq. (20) is much larger than the first one and thus the acceleration of the liquid surface that results in back spatter is

\[
A \approx -\theta^2 V_0^2 \left( \frac{1}{r} + \frac{1}{\sqrt{h^2 + r^2}} \right) \approx -\frac{\theta^2 V_0^2}{r}.
\]

It should be emphasized that blood moves with the acceleration \( A \) toward air. Since the blood density is higher than the air density, such flow is prone to the Rayleigh-Taylor instability [30]. Accordingly, the fastest growing wavelength of such instability that determines the drop size \( l_\ast \) can be found as

\[
l_\ast = \frac{2\pi}{\sqrt{\rho |A(r)|/\sigma}} w
\]

(with \( w \) being a dimensionless factor), whereas the drop velocity, according to Eq. (10), is given by

\[
v_z |_{z=0} = -\theta^2 V_0 \frac{h}{r}.
\]

Note that in Eqs. (21)–(23) \( r \geq \theta h \). Note also that the fastest growing wavelength of the Rayleigh-Taylor instability determines only the order of magnitude of the drop size, while the factor \( w \), which is of the order of 1, is needed in Eq. (22) for an exact match. Its choice is discussed in Sec. IV.

Equation (23) shows that the most important information pertaining to the bullet is the semiangle of its tip \( \theta \) and the bullet impact velocity \( V_0 \). Sensitivity of the results to the uncertainty in these values is not presently addressed and is considered as a task for future work.

Denote the blood drops originating from the zone \( b_i \leq r/h \leq b_{i+1} \) (with \( b_i \) being dimensionless numbers increasing with \( i \)) as a bin \( i \). The mass \( M_i \) of the blood drops in the back spatter originating from this bin during time \( \tau = ch/V_0 \) is found as

\[
M_i = \tau \int_{b_i}^{b_{i+1}} |v_z |_{z=0}| 2\pi r dr = 2\pi \rho (h\theta)^2 (b_{i+1} - b_i)c
\]

(with \( c \) being a dimensionless factor), whereas the number of drops \( n_i \) in such a bin is approximately equal to

\[
n_i = \frac{M_i}{\rho \pi l_\ast^3/6},
\]

where the characteristic drop size \( l_\ast \) is assumed to be the diameter. Note that the characteristic time of the back spatter could be taken as the characteristic time of the Rayleigh-Taylor instability, which would yield in the present case \( \tau \sim (\sigma/\rho)^{1/4} h^{1/4}/V_0^{3/2} \). This estimate is, however, quite uncertain,
since multiple-drop formation might take several characteristic times and be different for different radial coordinates \( r \). Therefore, a uniformly valid time scale \( \tau = c h / V_0 \) is used, which introduced the factor \( c \) in Eq. (24). Its choice is discussed in Sec. IV.

**B. Trajectories in the blood drop cloud**

One can assume that drops of different size groups and initial velocities form subfamilies (bins, as termed in the previous section), each following different trajectories. This means that the original cloud of blood drops of different sizes resulting from the Rayleigh-Taylor instability consists not of a continuous spectrum of drop sizes, but of an approximate discrete one, which is a reasonable approximation when many different sizes are involved. In other words, a discrete distribution replaces the so-called diffusion approximation for the drop-size distribution. Then each group of drops (each bin) interacts with the other groups through air and develops its own trajectory according to the laws of mechanics. Consider one of these bins and pose the problem that allows one to describe its trajectory in back spatter starting from the initial wound. Assume that drops of this size group form a continuum that can be considered as a pseudogas moving through air (it should be emphasized that this pseudogas possesses an effective density but not a viscosity). Then air and the pseudogas form a system of two interpenetrating continua, which is known to be an effective approach in the fluid mechanics of two-phase flows [31]. Denote a parcel of drops originating from a bin by \( i \) and moving with an entrained air as a blob \( \text{i} \). Introduce the instantaneous averaged velocity of the blob \( i \) by \( u_i \) and the instantaneous averaged velocity of air accompanying this blob due to the entrainment in motion by all its drops by \( U_i \). The interaction of an individual drop with the surrounding air corresponds to the air drag force \( F_{D,i} \), which can be introduced using the drag coefficient \( C_{D,i} \) [31],

\[
C_{D,i} = \frac{F_{D,i}}{(1/2)\rho_a(u_i - U_i)|u_i - U_i|\pi l_i^2},
\]

where \( \rho_a \) is the air density. The drag coefficient is a function of the Reynolds number for an individual drop \( \text{Re}_i = u_i^2 l_i / \nu_a \), with \( \nu_a \) being the kinematic viscosity of air. The following correlation for the drag coefficient is used in the present case and applied to individual drops in the blob \( i \) [3,32]:

\[
C_{D,i} = 0.28 + \frac{6}{\text{Re}_i^{0.5}} + \frac{21}{\text{Re}_i} \quad \text{for} \ 0.1 \leq \text{Re}_i \leq 4000.
\]

This formula is used in BPA research and other fluid mechanical applications [3,32] and its accuracy and the range of validity is comparable to those of the standard drag curve given by the Schiller-Neumann formula. Note also that in the simulations discussed in Sec. IV the values of \( \text{Re}_i \) were always in the range of validity of Eq. (27), from 0.1 to 4000.

Then the momentum balance of air in the air-drop blob projected onto the tangent of the trajectory is given by

\[
\frac{d}{dt}(\rho_a V U_i) = \sum_i n_i C_{D,i} \left( \frac{1}{2} \rho_a (u_i - U_i)|u_i - U_i|\pi l_i^2 \right),
\]

Here \( V \) is the volume of air in the air-drop blob. It should be emphasized that the effect of gravity on air motion is immaterial compared to the drop motion discussed below, i.e., the gravity effect on the motion of an air-drop blob is determined by its effect on the drop motion, while air is entrained via the interfacial drag force as in Eq. (28) and the viscous suction of air into the blob discussed below.

The momentum balance of drops of a chosen size group in the air-drop blob is

\[
M_i \frac{du_i}{dt} = -F_{D,i} \tau - M_i g \mathbf{k},
\]
where \( \tau \) is the unit vector tangent to the trajectory, \( g \) is gravity acceleration, and \( k \) is the unit vector of the vertical direction. Projecting Eq. (19) onto the tangent \( \tau \) to the trajectory yields

\[
M_i \frac{d\dot{u}_i}{d\dot{t}} = -n_i C_{D,i} \frac{1}{2} \rho_a (u_i - U_i)|u_i - U_i| \pi l_{i_0}^2 - M_i g \frac{dH}{u_i dt},
\]

where \( H \) is the current elevation of the blob relative to the ground. On the other hand, the momentum balance of drops of a chosen size group (bin) in the air-drop blob [Eq. (29)] projected onto the normal to the trajectory yields

\[
\frac{d^2 H}{dt^2} = -g \left[ u_i^2 - \left( \frac{dH}{dt} \right)^2 \right] + \frac{1}{u_i} \frac{dH}{dt} \frac{du_i}{dt}.
\]

A moving air-drop blob acts on the surrounding air as an axisymmetric air jet occupying the same space. The outside air experiences suction toward the jet core sustained by the viscous forces. The mass of air passing through the jet cross section in unit time \( G \) increases due to the suction proportional to the location along the trajectory characterized by the arc length \( \xi \) [33],

\[
G = 2\pi \rho_a \int_0^\infty U y dy = 8\pi \mu_a \xi,
\]

with \( \nu_a = \mu_a/\rho_a \) being the kinematic viscosity of air.

An air-drop blob has a characteristic size of \( V^{1/3} \) and it takes time \( V^{1/3}/u_i \) to pass the cross section. Therefore, \( V = V(V^{1/3}/u_i) \) and thus the blob volume increases in time as

\[
V(t) = \left[ 8\pi \nu_a \frac{\xi(t)}{u_i(t)} \right]^{3/2}.
\]

In turbulent jetlike motion the kinematic viscosity \( \nu_a \) is in fact the eddy viscosity. In the framework of the semiempirical Prandtl mixing length theory it is possible to show that \( \nu_a = \kappa_1 u_{i0,\text{max}} V_{\text{blood}}^{1/3} \), where \( u_{i0,\text{max}} \) and \( V_{\text{blood}} \) are the maximal initial velocity of a drop bin and volume of blood in the back spatter (\( V_{\text{blood}} = \sum_i M_i/\rho \)), respectively, and the semiempirical constant \( \kappa_1 = 0.16-0.19 \) [33]. Accordingly, Eq. (34) for the air-drop volume can be transformed to

\[
\frac{V(t)}{V_{\text{blood}}} = \kappa \left[ \frac{\xi(t)}{u_{i0,\text{max}} V_{\text{blood}}^{1/3}} \frac{u_i(t)}{u_{i0}(t)} \right]^{3/2}, \quad \kappa = 0.255-0.33.
\]

The current arc length corresponding to the blob location along the trajectory is found as

\[
\frac{d\xi}{dt} = u_i,
\]

and the current horizontal coordinate of the blob is governed by the equation

\[
\frac{dX}{dt} = \sqrt{\left( \frac{d\xi}{dt} \right)^2 - \left( \frac{dH}{dt} \right)^2}.
\]
follow different trajectories and will be deposited at different places, thus forming a blood-spatter pattern and the above-mentioned equations determine their mutual interaction (through air) in flight.

Having in mind a numerical solution of the system of governing equations, the equations are rendered dimensionless using the following scales: The initial drop velocity (determined by the Rayleigh-Taylor instability discussed in Sec. III A) \( u_{i0, \text{max}} = \theta^2 V_0 / b \) (the maximal initial velocity corresponds to bin \( i = 1 \)) is used as a scale for air and drop velocities \( U_i \) and \( u_i \); the initial volume of the drop blob (also determined by the Rayleigh-Taylor instability discussed in Sec. III A) \( V^{1/3}_{\text{blood}} \) is used as a scale for the arc length \( \xi \), the horizontal and vertical locations of the blob \( X \) and \( H \), respectively, and for the drop size \( l^* \) (also determined by the Rayleigh-Taylor instability discussed in Sec. III A); \( V_{\text{blood}} \) is used as a scale for the air volume in the blob \( V \); \( V^{1/3}_{\text{blood}} / u_{i0, \text{max}} \) is used as a scale for time \( t \). Dropping overbars over most of the dimensionless parameters for brevity, Eqs. (28), (30), (31), and (35)–(37) are transformed to the dimensionless form

\[
\frac{dU_i V}{dt} = \left( \sum_{i=1}^{N} n_i \right) \frac{1}{2} C_{D,i}(u_j - U_j)\frac{u_1 - U_j}{u_1} \pi l^2_i, \\
\frac{d u_i}{dt} = -\frac{1}{2} n_i C_{D,i} \frac{\rho a}{\rho} \frac{(u_i - U_j)u_i - U_j}{u_i} \pi l^2_i - \frac{1}{Fr^2} \frac{f}{u_i}, \\
\frac{d H}{dt} = f, \\
\frac{d \xi}{dt} = u_i, \\
\frac{d X}{dt} = \sqrt{\left( \frac{d \xi}{dt} \right)^2 - \left( \frac{d H}{dt} \right)^2}, \\
\frac{d f}{dt} = -\frac{1}{Fr^2} \frac{(u_i^2 - f^2)}{u_i} + \frac{f d u_i}{dt} / u_i, \\
V(t) = \kappa \left[ \frac{\xi(t)}{u_i(t)} \right]^{3/2}, \quad \kappa = 0.255 - 0.33, \\
V(t) = \kappa \left[ \frac{\xi(t)}{u_i(t)} \right]^{3/2}, \\
\frac{d H}{dt} = f. \\
\frac{d \xi}{dt} = u_i, \\
\frac{d X}{dt} = \sqrt{\left( \frac{d \xi}{dt} \right)^2 - \left( \frac{d H}{dt} \right)^2}.
\]

It should be emphasized that Eq. (38) approximately expresses the fact that air entrainment is dominated by the fastest moving drops “leading” the cloud, as was previously demonstrated regarding the two-phase flows characteristic of sprinkler jets and diesel sprays [21,22]. A similar phenomenon is commonly implied regarding the formation flight (or \( V \) formation) of a geese flock [34]. Equation (38) is integrated directly for the product \( U_i V \). Also, \( f \) in Eqs. (40) and (41) is an auxiliary variable used to split the second-order equation into two first-order ordinary differential equations.

The governing equations (38)–(44) and the expression (27) incorporate the following dimensionless groups, the Reynolds and the Froude numbers, \( \text{Re}_i \) and \( \text{Fr} \), respectively:

\[
\text{Re}_i = \text{Re}_0 u_i \tilde{l}_s, \quad \text{for } \text{Re}_0 = \frac{u_{i0, \text{max}}^2 V^{1/3}_{\text{blood}}}{v_a}, \quad \text{Fr}^{-2} = \frac{g V^{1/3}_{\text{blood}}}{u_{i0, \text{max}}^2},
\]

where \( \tilde{l}_s = l_s / V^{1/3}_{\text{blood}} \). Solutions of Eqs. (38)–(44) are subjected to the initial conditions

\[
t = 0: \quad U_i = 0, \quad u_i = \frac{u_{i0}}{u_{i0, \text{max}}}, \quad \xi = 0, \quad X = 0, \quad H = \tilde{H}_0, \quad f = \frac{u_{i0}}{u_{i0, \text{max}}} \sin \psi, \quad V = 0,
\]

where \( \tilde{H}_0 = H_0 / V^{1/3}_{\text{blood}} \), with \( H_0 \) being the initial elevation and \( \psi \) the initial inclination angle from the horizontal. More details about \( \psi \) are given in the following section. The governing equations (38)–(44) with the initial conditions (46) are solved numerically using the Kutta-Merson method.
with an automatically chosen and variable time step depending on the requested accuracy of four digits after the decimal point.

C. Sideways dispersion of back-spatter blood drops

To predict the sideways dispersion of a blood spatter, consider a circular cross section of the conical part of a bullet by a surface normal to its main axis. Denote by \( \Phi \) the angular positions over the circle, with \( \Phi = 0 \) corresponding to the rightmost point on the right-hand side, \( \Phi = \pi/2 \), to the uppermost point on the top, etc. Blood drops are spattered in planes incorporating the cone generatrices, while each such plane corresponds to a given value of \( \Phi \). The splash direction at the moment of impact can differ from the bullet generatrix by an angle \( \Delta \theta \) due to the flowerlike opening of hollow-point bullets, bullet mushrooming, the effect of the sponge (and skin, in reality), etc. (see Fig. 3).

Assume first that blood is splashed exactly over the generatrix of the conical part of the bullet, i.e., \( \Delta \theta = 0 \). Then, by straightforward geometrical considerations (see Fig. 3) it is possible to show that the trajectory family corresponding to a certain value of \( \Phi \) has the initial angle of inclination to the horizon \( \psi \) given by the formula

\[
\psi = \psi_0 + \Delta \psi,
\]

where the following notation for \( \psi_0 \) and \( \Delta \psi \) is adopted:

\[
\sin \psi_0 = \sin \theta \sin \Phi, \quad \sin \Delta \psi = \frac{\sin \delta}{\sqrt{1 + \tan^2 \theta \cos^2 \Phi}}.
\]

Equations (47) and (48) finalize the initial conditions (46). Then trajectories of drops corresponding to all bins \( i \) (having the same initial angle of inclination \( \psi \) for any direction \( \Phi \) of interest) can be found by numerical integration of the system (38)–(44) subjected to the initial conditions (46). Thus, for each drop its horizontal landing distance \( X/\Phi \) from the origin can be predicted. The corresponding \( X \) and \( Y \) coordinates on the floor [the longitudinal coordinate \( X \) belongs to the central plane (\( \Phi = \pi/2 \) or \( \Phi = 3\pi/2 \)), while \( Y \) is the lateral coordinate reckoned from this plane (see Fig. 2)] are found as

\[
X = X_\Phi \frac{\cos \delta \cos \theta}{\sqrt{\cos^2 \delta \cos^2 \theta + \sin^2 \theta \cos^2 \Phi}},
\]

\[
Y = X \frac{\tan \theta \cos \Phi}{\cos \delta}.
\]

It should be emphasized that if \( \Delta \theta \neq 0 \), then \( \theta \) in Eqs. (49) and (50) should be replaced by \( \pm (\theta + \Delta \theta) \) for the upper and lower trajectory families, respectively [see Fig. 3(a)].

IV. RESULTS AND DISCUSSION

There are at least three main parameters of interest arising from the experimental sets of data that characterize back spatter resulting from a gunshot. These data are the total number of stains, the average areas of the individual stains, and the total stain area, which are all functions of the drop landing position. Also, the drop impact angle and the corresponding Weber number are the important parameters to be determined. In addition, the cumulative percentages of different parameters are of significant interest, as discussed below. Each experimental trial described in Sec. II had its back-spatter stain pattern virtually dissected into strips normal to the projection of the bullet trajectory on the floor at certain locations from the target (see Fig. 4). This means that along this trajectory the floor was covered with paper incorporating all of these strips that collected blood drops landing there. The data collected on each strip for a certain parameter were lumped as a data point corresponding to a certain distance from the target. Counting the number of stains and measuring their respective area on each strip produced an average value and standard deviation of the data point resulting from such a strip. The strips were discretized such that the uncertainty of the measurements
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FIG. 4. Strips used for the processing of the experimental data. The strips were chosen to minimize uncertainty by being as small as possible, yet not too small to become meaningless. It was found that 5-cm strips (in the X direction) are the optimal size.

of parameters of interest is minimized and the resolution remains fine enough to create a wide range of data. In particular, both the experimental (and the corresponding theoretical) strips were 5 cm wide in the direction from the target to the shooter.

Additionally, the cumulative percentage plots based on the experimental data (not dissected into strips) are of interest for the BPA community:

\[
C = \frac{\sum_{j=1}^{K \leq N} P_j}{\sum_{j=1}^{N} P_j} \times 100\%.
\]  

(51)

where \( C \) denotes the cumulative percentage, \( P_j \) is the parameter of which the cumulative percentage is being calculated, \( N \) is the total number of data values for this parameter, and \( K \) is the current boundary parameter (less than or equal to \( N \), which forces the last value for the cumulative percentage to always be \( \leq 100\% \)). Note that the parameter chosen for \( P_j \) corresponds to the \( j \)th landing location on the ground, in order of \( X \) distance to the source. An advantage of cumulative distributions is that they do not use strips and do not depend upon image scanner resolution since weighting is done by the parameter of interest. The cumulative distribution is essentially invariant to the size of the minimum image pixel and therefore beneficial for BPA regardless of the equipment used.

To mitigate the experimental data noise due to processing aspects such as imaging resolution, only the bloodstains with an area greater than 0.375 mm\(^2\) are considered. For consistency, this rule was followed for both the experimental data as well as the theoretical predictions. The experimental stain area resulting from a single-drop impact was determined by the pixel density found via a purpose-built in-house program. The theoretically predicted stain area resulting from a single-drop impact is found from the spread factor \([35–37]\)

\[
\chi = 0.61 \left( \frac{W_{e,\text{impact}}}{O_{h,\text{impact}}} \right)^{0.166},
\]  

(52)

where \( \chi = D_{\text{max}}/l_s \), with \( D_{\text{max}} \) being the final stain diameter and the final (impact) Weber and Ohnesorge numbers being, respectively,

\[
W_{e,\text{impact}} = \frac{\rho l_s u_i^2 \text{impact}}{\sigma}, \quad O_{h,\text{impact}} = \frac{\sqrt{W_{e,\text{impact}}}}{\text{Re}_i}.
\]  

(53)
FIG. 5. (a) Experimental bloodstains in back spatter formed on a vertical paper sheet. (b) Horizontal paper sheet. Note that the elongated shape of some stains in (a) is mostly due to the angle of impact, rather than due to the drop sliding down the surface after impact.

Here $\rho$ and $\sigma$ are the density and surface tension of blood, respectively, and $Re_i$ is the drop Reynolds number from the first part of Eq. (45). The impact velocity $u_{i,\text{impact}}$ is taken as the velocity magnitude, not the component that is normal to the impacted surface. The reason for this is that the normal component of velocity, $U_H$, for the horizontal deposition case, is largely due to the relatively large impact angles. These large angles mean that drops impact practically vertically and the stain should be almost circular. This is opposite of the vertical deposition cases where the normal component of velocity is $U_V$, which is small and the trajectory hits a vertical substrate tangentially creating elliptic stains. Therefore, the spread factor of Eq. (52) can be greatly underestimated if normal velocity components are used for the vertical deposition cases, since $U_V$ is much smaller than $U_H$. Experimental evidence supports the idea of using the impact velocity magnitude in Eqs. (52) and (53), since large elliptical stains are associated with the tangential velocity component, as Fig. 5 and [38] show. It should be emphasized that the relation between the ellipticity of bloodstains and their immediate deformation upon impact is known in forensic literature [4,6,7,11]. A comparison between computational fluid dynamics and high-speed visualization of the deformation stages and final stain shape during oblique impact of blood drops is shown in Fig. 10 of [3]. As a matter of fact, there is a plausible relationship between the ellipticity of the stain and the angle of impact [3,4,6,7,11]. It should be emphasized that in the present experiments sufficient experimental data were collected only on the horizontal surface (the floor), therefore, only this case is discussed here.

Several governing parameters characteristic of the experiment, namely, bullet velocity and penetration depth into blood at the moment of backward splashing, as well as the semimajor axis of the bullet cone that changes during the impact of a hollow-point bullet (such as the one used here) are known only with an order-of-magnitude accuracy. Therefore, a single set of these parameters was chosen to uniformly match the horizontal data sets in the trial H-a0-D300, i.e., the data collected on the floor along the bullet trajectory when shooting was horizontal and parallel to the floor. The parameters found from this matching were the bullet impact velocity $V_0 \approx 300$ m/s, semimajor axis of the bullet cone $\theta \approx 0.16$ rad ($\sim 9^\circ$), the depth of the bullet penetration corresponding to the main blood splash $h \approx 1$ cm, the dimensionless factor in Eq. (22) $w = 0.9$, and the dimensionless factor in Eq. (24) $c = 0.001$. For both sets of comparisons this set of parameters was kept unchanged. Note also that the azimuthal angle over the cross section of the bullet $\Phi$ was set to increment at $\pi/2$ around the entire cone.

The bins $b_i \leq r/h \leq b_{i+1}$ were chosen to be equal, since the majority of the drops inevitably result from a few bins sufficiently close to the line of the bullet intersection with the free surface encompassing the blood mass. Thus, the choice of these bins, rather than their different widths, was carefully explored in the preliminary simulations.
The splash direction can differ from the bullet generatrix due to the flowerlike opening of hollow-point bullets at the moment of impact, the effect of the sponge (and body, in reality), the effect of muzzle gases and the bullet wake [39], etc. Therefore, the deviation angle $\Delta \theta \approx 40^\circ$ was introduced (see Fig. 3). For example, this means that for the trajectory family corresponding to $\Phi = \pi/2$ (the top generatrix of the bullet) the initial angle of inclination is $\psi = \delta + \theta + \Delta \theta$, whereas for the trajectory family corresponding to $\Phi = 3\pi/2$ (the bottom generatrix of the bullet) the initial angle of inclination is $\psi = \delta - \theta - \Delta \theta$.

The comparison of the experimental data acquired on the floor in the experiments at two angles of bullet impact onto the target, namely, of the data sets H-a0-D300 and H-a60-D150, corresponding to $\delta = 0^\circ$ and $60^\circ$, respectively, is shown in Figs. 5 and 6. Both figures have four panels, one for each of the parameters of interest as previously described, namely, panel (a) is the number of stains, panel (b) is the average stain area, panel (c) is the total stain area, all of which are functions of the final stain landing distance from the target, and panel (d) is the cumulative percentage for the stain area as a function of the individual drop stain area. The experimental data in panels (a) and (b) represent combinations of two trials under identical conditions, i.e., the dark blue diamonds were found by averaging the number of droplets or area on each strip and the error bars represent the corresponding standard deviation.
FIG. 7. Numerical predictions versus experimental data set H-a60-D150 corresponding to the bullet impact angle $\delta = 60^\circ$. The light blue squares represent experimental trial H-a60-D150-#1, orange triangles represent experimental trial H-a60-D150-#2, and red circles depict the numerical results. The dark blue diamonds represent the average of the two trials.

Figures 6 and 7 show a certain agreement (at least, at the order of magnitude) between the experimental and numerical data for all the parameters of interest. It should be emphasized that the comparison of the two experimental data sets corresponding to the same conditions and denoted by #1 and #2 reveals significant error bars for the data, practically incorporating the theoretical predictions [see Figs. 6(b) and 7(b)]. Note also that the theoretical predictions in Figs. 6(d) and 7(d) are serrated because of the discretization of the drop size $l_*$ [see Eqs. (21)–(24)] in the numerical simulations.

The cumulative percentage of Eq. (51) can be calculated for any property of interest, for example, for the number of stains and drop impact angle $\alpha$ (the notation recommended in Refs. [3,40]; see Fig. 1). The corresponding numerical results are shown together with the experimental data in Fig. 8, with the relatively low repeatability of the data from trial to trial under the same conditions clearly visible once again. Still, Figs. 8(a) and 8(b) show that the theory and the experiments are in generally good agreement, albeit the theory underpredicts the cumulative percentage of the number of stains at low values of $X$ close to the front surface of the target. This might stem from secondary effects such as the arrival of the elastic rarefaction wave from the rear surface of the target causing issuing of additional secondary blood ejecta, the effect not accounted for by the present theory.

The impact angle and drop impact Weber number $W_{e,\text{impact}}$ are important for the BPA community since a set of approaches based on the analysis of these parameters has already been developed [3]. The theoretical predictions for the drop impact Weber number are shown in Fig. 9, where it can be
FIG. 8. Cumulative percentage for the number of stains and cumulative percentage for the impact angle. (a) and (c) Comparison of the predictions with the data sets H-a0-D300-#1 and H-a0-D300-#2. (b) and (d) Comparison of the predictions with the data sets H-a60-D150-#1 and H-a60-D150-#2. The colored symbols have the same meaning as in Figs. 6 and 7, i.e., the blue squares are for trial 1, orange triangles are for trial 2, and large red circles are for the theoretical predictions.

FIG. 9. Predicted impact Weber number for (a) H-a0-D300 and (b) H-a60-D150.
seen that for either bullet impact angle considered, the larger drops correspond to the higher impact Weber numbers.

Visualizing the stain distribution on the floor, as in Fig. 10, would provide important insight into the physical mechanisms of the back spatter. It should be emphasized that each theoretical point in Fig. 10 corresponds to a bin of drops [which might consist of one or more drops (see Sec. III)]. The theoretical predictions in Fig. 9 correspond to four generatrices of the bullet surface, \( \Phi = 0, \pi/2, \pi, \) and \( 3\pi/2 \). Note that the generatrices \( \Phi = 0 \) and \( \pi \) form the uppermost and lowermost sets of red circles in Fig. 10. It should be emphasized that the numerical results underpredict the spreading distance \( X \) in Fig. 10(b) for the case H-a60-D150-#2 and agree much better for the case H-a60-D150-#1 [similarly to the corresponding results in Figs. 8(b) and 8(d)]. A significant difference between the two experimental trials implies the effect of some additional factors, e.g., an inaccuracy in the reported bullet impact angle related to its deviation from the nominal value of \( \delta = 60^\circ \).

V. CONCLUSION

Experiments on back spatter of blood conducted in the present work shed some light on drop deposition on the floor. The theoretical and numerical model proposed in this work puts formation of blood drops in back spatter after a bullet impact in the framework of the Rayleigh-Taylor instability and predicts the resulting drop sizes and initial velocities in reasonable agreement with the experimental data. It should be emphasized that this theory explains the mechanism of blood drop formation in blood spatter resulting from a bullet impact and predicts the initial drop sizes and velocities. The drop cloud originating from a wound entrains a significant mass of air due to the action of viscous forces. As a result of this collective effect, air drag acting on individual drops in the cloud is significantly reduced, which is fully accounted for in the proposed model in addition to the gravity force. In calculations of the back spatter of blood this collective effect is accounted for. The theory predicted stain-size distributions, the number of stains, the average and total stain areas, cumulative percentages of the stain area and of the number of droplets, and drop impact angles and Weber numbers in certain agreement with the experimental data on back-spatter drop deposition on the floor for primary droplets with stains larger than 0.375 mm\(^2\). The cumulative percentage for the drop impact angle relative to the floor and the corresponding impact Weber number are parameters important in the framework of the analysis techniques already available to the BPA community. It should be emphasized that the prediction of the angle of blood drop impact at the surface, as well
as of the impact Weber number by the present theory, provides the initial conditions for the impact, spreading, possible splashing [36], or penetration into the substrate [41], and drying phenomena that all affect the shape of bloodstains and their patterning associated with drying [3]. Importantly, the patterns associated with gunshots that are the topic of this work involve stains, the shape of which mainly depends on deformations during impact. As such, those blood patterns are different from blood drop patterns from sessile drops recently studied [42,43], where the shape and structure of stains were mostly caused by slow deformations associated with wetting and drying. Note also that the proposed theory of blood drop motion in air allows for a reverse calculation aimed at establishing the spatter origin based on the stain distribution on the surface. A further endeavor of the theory would be the experimental validation of the theoretical prediction of the initial velocities of blood drops in back spatter, as they are issued from the front surface of the target. The preliminary validation of this type has already been conducted by measuring such velocities from the videos available in Ref. [44]. For the videos, the measured velocities of the back-spatter blood drops at the location where they were recognizable were in the 1–1.5 m/s range, while the predicted ones in the present work are in the 0.41–1.55 m/s range.
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