Establishing a frame of reference for measuring disaster resilience

Christopher W. Zobel
*Virginia Tech*

Cameron A. MacKenzie
*Iowa State University*, camacken@iastate.edu

Milad Baghersad
*Florida Atlantic University*

Yuhong Li
*Old Dominion University*

Follow this and additional works at: https://lib.dr.iastate.edu/imse_pubs

Part of the Operational Research Commons, and the Systems Engineering Commons

The complete bibliographic information for this item can be found at https://lib.dr.iastate.edu/imse_pubs/271. For information on how to cite this item, please visit http://lib.dr.iastate.edu/howtocite.html.

This Article is brought to you for free and open access by the Industrial and Manufacturing Systems Engineering at Iowa State University Digital Repository. It has been accepted for inclusion in Industrial and Manufacturing Systems Engineering Publications by an authorized administrator of Iowa State University Digital Repository. For more information, please contact digirep@iastate.edu.
Establishing a frame of reference for measuring disaster resilience

Abstract
Due to the increasing occurrence of disruptions across our global society, it has become critically important to understand the resilience of different socio-economic systems, i.e., to what extent those systems exhibit the ability both to resist a disruption and to recover from one once it occurs. In order to characterize this ability, however, one must be able to quantitatively measure the relative level of resilience that a given system displays in response to a disruptive event. Such a measurement should be easily understandable and straightforward to implement, but it should also utilize a consistent frame of reference so that one can properly compare the relative performance of different systems and assess the relative effectiveness of different resilience investments. With this in mind, this paper presents an improved approach for measuring system resilience that supports better decision making by providing both consistency and flexibility across different contexts. The theoretical basis for the approach is developed first, and then its advantages and limitations are illustrated in the context of several different practical examples.

Keywords
Predicted resilience, Disaster operations management, Quantitative modeling, Decision support

Disciplines
Operational Research | Systems Engineering

Comments

This article is available at Iowa State University Digital Repository: https://lib.dr.iastate.edu/imse_pubs/271
Establishing a frame of reference for measuring disaster resilience

Christopher W. Zobel
Department of Business Information Technology, Virginia Tech, Blacksburg, VA

Cameron MacKenzie
Department of Industrial and Manufacturing Systems Engineering, Iowa State University, Ames, IA

Milad Baghersad
Department of Information Technology & Operations Management, Florida Atlantic University, Boca Raton, FL

Yuhong Li
Department of Information Technology and Decision Sciences, Old Dominion University, Norfolk, VA

Abstract
Due to the increasing occurrence of disruptions across our global society, it has become critically important to understand the resilience of different socio-economic systems, i.e., to what extent those systems exhibit the ability both to resist a disruption and to recover from one once it occurs. In order to characterize this ability, however, one must be able to quantitatively measure the relative level of resilience that a given system displays in response to a disruptive event. Such a measurement should be easily understandable and straightforward to implement, but it should also utilize a consistent frame of reference so that one can properly compare the relative performance of different systems and assess the relative effectiveness of different resilience investments. With this in mind, this paper presents an improved approach for measuring system resilience that supports better decision making by providing both consistency and flexibility across different contexts. The theoretical basis for the approach is developed first, and then its advantages and limitations are illustrated in the context of several different practical examples.

Keywords:
Predicted resilience; Disaster operations management; Quantitative modeling; Decision support

1. Introduction
The National Academies' Committee on Science, Engineering, and Public Policy defines disaster resilience to be the ability to prepare and plan for, absorb, recover from, or more successfully adapt to actual or potential adverse events [1]. This definition encapsulates both proactive and reactive capabilities and activities, and it applies to individuals and businesses and communities both on a physical level and on a socio-economic level. The inherent richness and complexity of the concept of resilience provides the opportunity for researchers in many different disciplines to characterize and quantify different aspects of resilient behavior from their own perspective. This makes the concept both useful and accessible across a wide variety of different discipline-specific contexts.

The last few years have seen a rise in the relative impact of disasters on our global society [2], and it thus is becoming increasingly important to understand not only what makes a system resilient but also how one might act to improve its capacity for resilience. In order to develop such an understanding, however, we must first be able to determine a baseline level of resilience and then assess the extent to which an investment in time and resources has improved that baseline resilience. This, in turn, implies that we must define a quantitative measure of resilience that can serve as the basis for such a comparison.

From an engineering perspective, a common approach for assessing disaster resilience is to look at the physical characteristics of a system, and to consider how system loss evolves over time by studying the extent to which the system is initially damaged and the amount of time needed for it to regain its normal functionality [3–7]. On the socio-economic side of things, there are also many studies that adopt a social sciences perspective and focus instead on less dynamic indicators of a community's overall capacity for resilient behavior, such as a home ownership, crime rate, medical capacity, and employment [8–10]. The resilience framework discussed below is derived from the first of these two perspectives, and it thus focuses on characterizing the dynamic loss and recovery experienced by a system during a disaster event. As part of the discussion, however, we will show that the approach can
easily be adapted to help analyze socio-economic indicators of resilient behavior, and thus that it is applicable across a broad variety of contexts.

Whether a decision maker is analyzing different systems after a disaster in order to compare the extent to which they were affected, or simulating different disaster-related scenarios in order to assess the predicted effectiveness of different resilience investments, having a shared frame of reference will ensure more valid and actionable results. The approach below thus seeks to clarify and strengthen the theoretical and practical basis for quantitatively measuring resilience by explicitly providing for a specific frame of reference to support the proper comparison of different resilience outcomes [11]. It does so by building on the "predicted resilience" measure of Zobel [11,12], which was developed to compare the resilience of different potential (i.e., predicted) scenarios in a simulation environment.

The original predicted resilience measure allows decision makers to proactively compare the expected effectiveness of different (future) resilience investments in advance of an actual disruption, but it also can be used descriptively to characterize observed resilience behaviors both during and after a disaster [7,13]. The main contribution of this paper is to examine and extend several of the predicted resilience measure’s fundamental assumptions about measuring loss and recovery time, and then to rigorously derive specific parameter thresholds that allow for extending the general approach to a wider variety of situations. The overall focus of these extensions is on improving the general technique so that it can be used more broadly and effectively to support decision makers in their efforts to quantify and compare the relative resilience of different systems or scenarios.

We begin our discussion with a brief overview of the literature on quantifying disaster resilience and a look at the background and motivation for the original “predicted resilience” measure. We then provide an in-depth discussion of the threshold parameters that extend the theoretical and practical relevance of the original measure by providing a valid and consistent frame of reference for resilience
calculations. In order to explore the implications of adopting these parameters, and to demonstrate the usefulness of the new framework, we then use the new resilience measure to illustrate three different instances of resilient behavior associated with the impacts of Superstorm Sandy on New York City. Finally, we conclude with a discussion of the managerial implications of the approach and provide several possible further extensions.

2. Background and Motivation

2.1. Measuring Resilience

A variety of approaches have been developed for characterizing and measuring disaster resilience from different perspectives. Within the social sciences, for example, a significant amount of research has been focused within the area of community resilience [8]. Such research often involves identifying measurable indicators of a community’s capacity for resilient behavior, such as the percentage of the population who are non-native speakers and the ratio of large businesses to small businesses within the community [10,14,15]. These individual indicators are then normalized and assigned weights in order to create a single aggregated measure of community resilience [8]. In part because such indicator variables do not tend to change significantly over time, the results are mixed in terms of how well approaches such as this can describe a community’s response to, and recovery from, an actual disaster event [15–18].

The study of supply chain resilience tends to focus on the ability of firms and supply chains to return to normal operations following a disruptive event [19–22], and it also often involves defining indicators, in order to either qualitatively or quantitatively characterize a firm’s capacity for such resilience [23–26]. In particular, metrics that account for the network of suppliers, firms, and customers can be particularly important for assessing supply chain and business resilience [27–29]. Other approaches, in turn, have
focused less on measuring supply chain resilience directly and more on assessing the factors that contribute to supply chain resilience [30,31].

From an engineering perspective, quantifying resilience typically involves measuring the performance of an engineered system over time with a particular focus on the system performance during and after the disruptive event [3,5,32]. Several different approaches have been taken to quantify resilient behavior in this context, including assessing resilience as a time-dependent measure of the ratio of restored performance to total lost performance [33,34], and assessing uncertainty by modeling multiple possible performance trajectories [35–38]. Network resilience has also been explored in the context of understanding interdependencies among infrastructure components, in order to measure loss of functionality following a disruption and/or the time until the entire network recovers [34,39].

We focus in this paper on a particular type of engineering-based approach for measuring resilience that is based on the theoretical concept of the disaster resilience triangle [3–5,40] (see Figure 1). Given a time series response curve that represents some important measure of system performance, Figure 1 provides an illustration of both the immediate effect of a sudden impact disaster and the system’s subsequent response behavior. The area above that response curve then can be used as a quantitative measure of the loss of resilience in the system due to the occurrence of a specific disaster event [3].

![Figure 1](image.png)

**Fig 1.** The original resilience triangle (adapted from [3])
Bruneau et al. [3] introduced the notion that such a curve may be used to represent either a physical characteristic of the system (such as the relative percent of households in a community that have electric power during the week after a major storm) or a social or organizational or economic characteristic (such as the relative level of employment during the year after a major hurricane). This allows the concept to be applied in a variety of different contexts in order to help capture some of the complexity and multi-dimensional nature of overall system resilience.

Cimellaro, Reinhorn, and Bruneau [41] and Zobel [11] extended the original idea of Bruneau et al. [3] by defining a direct measure of resilience in terms of the area beneath the time series curve. A number of other research efforts also expanded on Bruneau’s initial work by looking at considerations such as uncertainty [42], multi-dimensionality [4], slow-onset disasters [43], multi-event disasters [44], and non-linear disaster recovery [7].

The discussion below builds on the work of Zobel [11,12], which focuses on characterizing the tradeoffs between the loss suffered by the system due to a disaster event and the subsequent system recovery time, by using the relative area beneath the curve. Given a parameter, $T^*$, which is typically chosen to represent the maximum allowable recovery time for the process being modeled, Zobel defines predicted disaster resilience to be the relative amount of functionality retained by the system over time. This is equal to the ratio of the area beneath the curve for the disrupted system to the area beneath the curve if no disruption has taken place (See Figure 2), and it is calculated as follows:

$$R(X, T) = \frac{T^* - \frac{XT}{2}}{T^*} = 1 - \frac{XT}{2T^*}, \quad X \in [0,1], \quad T \in [0,T^*].$$

where $X$ is the initial loss in system performance as a fraction and $T$ is the time until recovery. It is important to note that equation (1), in keeping with Bruneau et al.'s [3] resilience triangle, assumes instantaneous loss and a constant rate of recovery. This implies that, in addition to $T^*$, equation (1)
depends only on the product of the initial loss \( (X) \), as a percentage of total available functionality, and the length of time to recovery \( (T) \). Consequently, given the same maximum recovery time, two different systems (or two characteristics of the same system) may have exactly the same calculated resilience value even though they have very different levels of initial resistance and very different recovery times.

To explicitly capture these tradeoffs between loss and recovery, and to characterize their relationship to system resilience, Zobel [11] identified a simple transformation of equation (1) into a series of parallel hyperbolic curves. This new representation, in which each curve symbolizes the set of \((X, T)\) values that corresponds to a single level of resilience, provides a visual indication of the relative contribution of both loss and recovery time to the single, calculated resilience value.

In order to extend this technique and enable it to be applied to multiple consecutive events, with non-linear recovery behaviors, Zobel and Khansa [44] generalized equation (1) by adopting a piecewise linear response curve to capture the timing of the different events. This maintained the ability to use the resilience tradeoff curves to represent the interplay between loss and recovery time, but involved switching to average loss \( \bar{X} \) over the duration of the disruption instead of initial loss as the variable of interest (See equation (2)). This simple change, however, allows for a more generalized equation for resilience that no longer assumes either instantaneous loss or linear recovery behavior. Furthermore,
because average loss is independent of the trajectory of the recovery process, it also allows the concept to be applied in the context of more general, non-piecewise linear response curves:

$$R(\bar{X}, T) = \frac{T^* - \bar{X}T}{T^*} = 1 - \frac{\bar{X}T}{T^*}, \quad \bar{X} \in [0, 1], \ T \in [0, T^*].$$ (2)

This more generalized measure of resilience will be the basis for the discussion that follows.

From a theoretical standpoint, the resilience curves illustrated in Figure 3 provide a simple yet descriptive approach for quantifying and visualizing resilience, and thus they enable different systems to be compared with respect to how well they react to a disaster. Each resilience curve (contour line) demonstrates the tradeoff between the average loss $\bar{X}$ and the time until recovery $T$ with greater resilience occupying the lower left-hand corner of the figure. This provides support for a decision maker to analytically compare the results of investing in different resilience-building strategies, so that it is possible to make a more informed decision about the best approach for strengthening their system.
MacKenzie and Zobel [45] extend the model in equation (2) to determine how best to allocate resources in order to optimize system resilience.

2.2. Adjusting Resilience Values

Regardless of the functional form of any given quantitative resilience measure, it is extremely important to recognize that such a measure will only be useful if it produces results that a decision maker can accept as reasonable. For example, consider the following:

Suppose that 30% of the houses in a community lose power (and thus heat) after a major snowstorm, but recovery begins immediately and all power is restored after three days. If the $T^*$ value, as given in (2), is set at seven days, then the calculated resilience for the community in this situation (assuming a constant rate of recovery) would be around 94%. However, given that there was a relatively large number of households without power, and given the significant impact that power loss during a snowstorm has on families and on the community, the town's emergency manager might be more likely to feel that the actual exhibited amount of resilience was closer to a lower value, such as 75%, thus leaving more perceived room for improvement (and more leverage for convincing the town council to press for infrastructure improvements before the next storm). Such a scenario suggests that a theoretically calculated resilience value might need to be recalibrated, i.e. adjusted upward or downward, based on a decision maker’s perceptions about how much resilience the system actually exhibited in response to the disruption. This can be done by adjusting the frame of reference within which that resilience behavior is being measured. Once a proper frame of reference is determined for that particular resilience context, it can serve as the basis for all future analysis of behavior within that context by that decision maker. The ability to implement such adjustments can make the resilience measure a much more useful, and thus more relevant, tool in the long run.
In order to address this opportunity, Zobel [12] originally introduced an approach for modeling differing perceptions about resilience, such as these, which used the *perceived* level of resilience to adjust a set of calculated values in order to better match expectations. This approach allows for adjusting the reported value of the overall level of resilience, as well as the values associated with the sub-measures of loss and recovery time, by incorporating an appropriate set of parameters into equation (1). In the following discussion, we further explore this notion of adjusting resilience, but we do so from a slightly different perspective that focuses specifically on the value of the T* parameter. In particular, by relaxing the typical assumption that T* represents the maximum possible (or acceptable) recovery time, we can provide a decision maker with more flexibility in determining the relative resilience of different systems. This, in turn, leads to the opportunity to significantly strengthen the applicability of the resilience quantification approach to a number of additional situations.

We begin our discussion by defining the broader context within which an appropriate value for T* can be established, and we show that within an appropriate range the actual value of this parameter can vary without affecting the relative ranking of any resilience values that are calculated from it. We follow this by showing that an equivalent threshold parameter, X*, can be defined for the value of X, and then demonstrate that this leads to opportunities for applying the concept of quantitative resilience measurement in a much more generalized context.

3. Exploring the T* parameter

Before we consider the theoretical basis for how one might adjust the value of the T* parameter in our generalized resilience equation (equation (2)), it is important to recognize that there may be situations in which the decision maker cannot adjust the parameter’s value because it is assigned a fixed value, either at the organizational level or at the industry level. For example, as a result of performing a Business Impact Analysis an organization will typically define a threshold parameter, called the
maximum tolerable period of disruption (MTPD), for key products and their critical activities [46–48]. The MTPD is analogous to the T* parameter in that it represents the “time frame within which the impacts of not resuming activities would become unacceptable to the organization” [49]. Because it is defined at the organizational level, however, an individual decision maker who adopts the MTPD for use in calculating resilience, as the value for T*, will not typically have the flexibility to change it.

The discussion below focuses on the T* parameter as defined by Zobel [11,12]. However, a number of other research efforts have also proposed similar concepts for quantitatively measuring resilience. For example, Ouyang et al. [50,51] explicitly use a fixed large value of T in order to compare the resilience of multiple events. Adjetey-Bahun et al. [52] also use a fixed parameter T that represents the length of the simulation study over which they are collecting multiple observations of resilient systems. Zhao et al. [53] use the term maximum tolerable recovery time and Li et al. [54] use the term maximum allowable recovery time to refer to threshold parameters that are similar to the MTPD. Zhang et al. [55] specifically define a T* parameter to represent the “largest rapidity” value to be considered in their calculations, and Kong et al. [56] provide a t* value that they use as “the specific time set for resilience assessment.” Finally, both Gong et al. [57] and Zhao et al. [58] use a parameter t_n that defines the time at which performance assessment ends.

Previous research has recommended choosing a large enough value for T* to effectively exceed the maximum observed recovery time for any system being analyzed [7,12,53–55]. If this is so, then the process of dividing by T* in equation (2) will always normalize the resilience measure to a value between zero and one. Just given this heuristic recommendation, however, the actual choice of T* could be somewhat arbitrary, since many different values could satisfy the recommendation that T* exceed the maximum observed recovery time. This implies that, given the same initial loss and the same recovery trajectory, two different decision makers could choose different values of T* in equation (2), and receive different calculated resilience values for exactly the same system. In order to compare the performance
of two different systems within the same context, therefore, it is critical that those systems are compared on the basis of a shared $T^*$ value.

3.1. Justifying a shared $T^*$ value

We easily can show that it is necessary to include a shared $T^*$ in our equation for resilience, in some form, by directly considering the result of not doing so. Suppose, for example, that we define a related alternate measure that includes only the area under the response curve between time 0 and time $T$, without mention of $T^*$:

$$R'(\bar{X}, T) = T - \bar{X}T = T(1 - \bar{X}) \quad \bar{X} \in [0,1], \ T \geq 0. \quad (3)$$

This equation represents the difference between complete functionality for a length of time $T$ and the area above the disrupted curve for which resilience is to be measured $\bar{X}T$. This provides a very straightforward way of calculating the total amount of functionality retained over time, while allowing one to compare the resilience of different systems subject to the same disruptive event. At the same time, however, such a measure also could lead to inconsistent results. Suppose, for example, that one system has an initial loss of functionality of 50% with a constant rate of recovery that takes 6 weeks, and a second identical system has an initial loss of 40% with constant recovery for 3 weeks. The total loss suffered by the first system (i.e., the area of the resilience triangle) is then 1.5, which is greater than the total loss suffered by the second system (0.6). However, since each calculation uses its own value of $T$, the calculated resilience value of the first system (4.5) is actually greater than that of the second (2.4). Given that resilience represents the ability to resist against and then recover from a disruption, one would expect that a comparison of any two similar systems (over the same time period and subject to the same disruption) should result in the system with less actual total loss being assigned a higher value for its measured resilience. This equation implies that a decision maker should actually lengthen the time until recovery $T$ in order to improve resilience, which is nonsensical.
This issue is caused by the use of two different time frames to compare the two systems, and it easily can be resolved by specifying a shared time frame with respect to which the loss is assessed. We may therefore simply subtract the loss, in each case, from the total area representing complete functionality for a defined common period \( T^* \) (i.e., where the total area is \((1-X_{t_{init}})T^*\), given \( X_{t_{init}} = 0 \):

\[
R''(\bar{X}, T) = T^* - \bar{X} T \quad \bar{X} \in [0,1], \ T \geq 0
\]  

(4)

Given this adjustment, the system with more loss will always be the one with a lower level of resilience since \( \bar{X}(1)T(1) > \bar{X}(2)T(2) \Rightarrow T^* - \bar{X}(1)T(1) < T^* - \bar{X}(2)T(2) \) for any value of \( T^* \).

However, because resilience, as we have defined it, represents the ability to resist and recover from a disaster event, it does not make sense for a resilience measure to take on negative values. This means that the value of \( T^* \) must always be greater than \( \bar{X} T \) for any choice of \( \bar{X} \) and \( T \). Choosing \( T^* \) to be equal to the maximum (observed or actual) value of \( T \) guarantees that it will always be large enough, but smaller values also may satisfy this constraint because of the moderating effect of the average loss. Our generalized measure of resilience that was presented in equation (2) is then simply a normalization of equation (4), achieved by dividing \( R'' \) by \( T^* \). This not only restricts the measure to the \([0,1]\) interval but also serves to make resilience unitless, as is customary in practice.

In a broader sense, although this discussion demonstrates that a shared \( T^* \) value is important for consistency across a single decision-making context, different \( T^* \) values may be appropriate in different contexts, and the actual value of \( T^* \) can be chosen to meet a decision maker’s needs, as long as it satisfies the constraint discussed above. As \( T^* \) is increased, the associated calculated resilience values will also increase, although their relative ranking will stay the same. Having the flexibility to change the value of \( T^* \) gives an opportunity to fine-tune the actual resilience values to better match the decision maker’s perceptions about what they should be, and the result is similar to that of adjusting the \( \alpha \) parameter discussed in [12]. Having this flexibility also allows for analyzing hypothetical situations, such
as a “black swan” event that results in a substantially longer recovery time than was previously observed for a given system. Although increasing $T^*$ to enable calculating the system’s resilience to such an event will also increase the relative resilience of that system to all previously analyzed events, the rescaled resilience values will still be comparable, even in the new context, because their relative rank ordering will remain the same.

3.2. $T^*$ for different types of systems

It is important to recognize that even given the ability to adjust $T^*$ to match a decision maker’s perceptions about system behavior, the calculated resilience value from equation (2) still might not appropriately reflect the actual performance of a given system if the context is too broad. For example, if the same $T^*$ is used to compare systems that typically take months to recover, such as physical infrastructure elements, against systems that typically take minutes or hours to recover, such as communications networks or power grids, then the systems with the much shorter recovery times will tend to have significantly higher resilience values, simply because they suffer far less relative loss. It is reasonable to expect, however, that one would want to be able to talk about the relative resilience of buildings with respect to each other and the relative resilience of computer networks with respect to each other, and to have a system that measures 95% resilience, for example, in a consistent manner in each case. This implies that we must allow for assigning a different $T^*$ value to each type of system.

In order to equate the resilience level of multiple types of systems in the context of the same disruptive event, we therefore must slightly adjust the formulation for resilience that was introduced in equation (2). We accomplish this by simply letting $T^*_{c}$ be a fixed choice of $T^*$ for a given class, $c$, of systems that each have an equivalent range of recovery times. We may then rewrite the resilience formula as follows, for any given class $c$:

$$R_c(\bar{X}, T) = \frac{T_{c}^* - \bar{X}}{T_{c}^*} = 1 - \frac{\bar{X} T}{T_{c}^*} \quad \bar{X} \in [0,1], \quad T \in [0, T_{\text{max}}], \quad T_{c}^* \geq \bar{X} T_{\text{max}}$$ (5)
where $T_{\text{max}}$ is the largest value of $T$ that is of interest. This allows resilience to be compared consistently both within a given class of systems, as well as between different classes of systems, where each class has its own corresponding $T^*_{c}$ value. The resulting resilience values will always be unitless and measured on the interval $[0, 1]$, regardless of whether they refer to a physical infrastructure component, or a communication network, or a socioeconomic system measure.

Different individual decision makers or organizations may each choose different $T^*_{c}$ values for the same class of systems, in order to reflect their varying perceptions about what, for example, 95% resilience actually means. The key, however, is to ensure that the perceived resilience assessment is internally consistent for all relevant decision makers, across all systems that are assigned to that particular class.

4. Defining $X^*$

Our discussion so far has been representing loss and recovery time using two different types of measure. The average loss, $\bar{X}$, measures the unitless percentage of system functionality lost, whereas the recovery time, $T$, measures the number of time units elapsed until recovery. If we select $T^* \geq T_{\text{max}}$, however, then the ratio $T/T^*$ represents the corresponding percentage of total recovery time taken, relative to $T^*$. Equation (2) (and, by extension, equation (5)) thus allows us to instead graph $\bar{X}$ against the ratio, $T/T^*$, each defined on the interval $[0,1]$. This, in turn, makes it straightforward to compare on the same plot the relative resilience of systems with different $T^*$ values. What this also does, however, is suggest the possibility of further incorporating a more general analogous upper bound for the loss, $X^*$, into the resilience equation.

With this in mind, let $X^*$ represent a fixed amount of loss against which the average loss of different systems can be compared, such that $X^* \geq \bar{X}_{\text{max}}$. Equation (2) then becomes:
\[ R(\bar{X}, T) = \frac{X^* T - \bar{X} T}{X^* T} = 1 - \frac{\bar{X}}{X^*} \quad \bar{X} \in [0, X^*], \ T \in [0, T^*] \]

(6)

If \( X^* = 1 \), representing 100% loss of system functionality as a worst-case scenario, then equation (6) reduces to the original equation (2) and equation (5). Assuming here that both \( X^* \) and \( T^* \) are upper bounds on their respective variables simplifies both the implementation and interpretation of the resilience measure. In general, however, this assumption could be relaxed as long as the product of \( X^* \) and \( T^* \) is greater than the largest possible value of \( \bar{X} T' \). We may now adjust the resilience curves from Figure 3 to incorporate the addition of \( X^* \) into the resilience equation, along with the ratio between \( T \) and \( T^* \), giving a more generalized version of the original resilience curves (See Figure 4).

We can also further generalize both equation (6) and Figure 4 by incorporating \( T^*_c \) and then introducing a corresponding \( X^*_c \), in order to reflect that a given class of systems may share the same \( X^* \) value. This provides the following:

\[ R_c(\bar{X}, T) = 1 - \frac{\bar{X}}{X^*_c T^*_c} \quad \bar{X} \in [0, X^*_c], \ T \in [0, T^*_c] \]

(7)
for each class of systems, $c \in C$. Due to its generality, this can also be applied to calculating the resilience of different dimensions of the same complex system.

In our discussion above, we referred to the maximum tolerable period of disruption (MTPD) from the business continuity management (BCM) literature as being similar to the $T^*$ parameter. The BCM literature also discusses the concept of the minimum business continuity objective (MBCO), which is more closely related to the $X^*$ parameter but plays a slightly different role. Whereas $X^*$ would typically represent an upper bound on the total amount of loss possible, so that no individual loss values are expected to exceed it, the MBCO is explicitly defined to be a lower bound on the range of “acceptable” operating conditions for a given organization [46]. The MTPD is then an upper bound on the length of time that the system’s operations remain at an unacceptable level below the MBCO [46] (See Figure 5).

![Fig 5. Graphical representation of MTPD and MBCO (adapted from [46])](image)

4.1. Justifying $X^*$
The importance of $X^*$, from a practical perspective, can be illustrated by recognizing that a system can effectively fail well before it loses all functionality. For example, if a communications network has guaranteed its customers a certain minimum amount of throughput, then this minimum value may become the threshold against which acceptable levels of functionality are compared, rather than a throughput of zero. Similarly, if an automobile is damaged in an accident, the level of damage above which the vehicle would be replaced instead of repaired is almost certainly less than 100%. In each of these cases, defining $X^*$ to be a value less than 100% allows for calculating the relative resilience of different systems with respect to their actual intended behavior and not some arbitrary notion of "total" loss.

Perhaps more importantly, however, the inclusion of $X^*$ as an upper bound on $\bar{X}$ more effectively supports the application of the resilience curves to other contexts, particularly situations in which a disruption in the original system is exhibited as a percentage gain in "functionality" of $\bar{X}$, relative to $X^*$, rather than a percentage loss of $\bar{X}$. For example, a surge in emergency room visits would require a hospital to exhibit resilient behavior in order to respond to the resulting disruption in normal operations. In this case, the ratio of the two parameters allows for them both to take on negative values without changing the range of $R(\bar{X}, T) \in [0,1]$ or necessitating a new approach to graphing the tradeoffs between loss and recovery time.

Practically, one can elicit $X^*$ and $T^*$ from a decision maker in a manner similar to how one assesses a value or utility function for a single attribute in multicriteria decision making [59]. For a given attribute, the decision maker is asked to select a level that represents the truly unsatisfactory point at which that attribute provides no value. That unsatisfactory point is then assigned a value or utility of 0, and any level of the attribute worse than that point also receives a value or utility of 0 [60]. Similarly, in the context of assessing resilience, a decision maker can set $X^*$ to be the level of performance that is truly unsatisfactory or unacceptable and for which they effectively receive no value. A decision maker can
then also identify the length of recovery time, $T^*$, which is truly unsatisfactory and beyond which any other recovery time is also unsatisfactory. Repeating this exercise for each class of systems allows us to compare resilience among those different systems because the product $X^*T^*$ reflects an equally unsatisfactory situation in each case, within the mind of the decision maker.

5. Application / Case Study

To demonstrate the generality of the proposed method for calculating the resilience of a system, we now provide three different examples that each have unique characteristics. These three examples show that the proposed approach can be applied to the calculation of resilience in a variety of settings.

Among all of the natural hazards that have significantly affected New York City over the last 20 years, Superstorm Sandy, which made landfall on October 29, 2012, had one of the most significant impacts. In order to illustrate the benefit of using $X^*$ and $T^*$ to adopt specific frames of reference and define the relative resilience of different systems, we will look at and compare several different aspects of the impacts of Sandy on New York City. In the examples below, we choose values for $T^*$ and $X^*$ that are based on historical data, either directly or indirectly, in order to establish a solid initial foundation for comparison. As previously discussed, and as revisited below, these values could be adjusted, if necessary, in order to better fit a decision maker’s preferences about the most appropriate frame of reference to be used.

5.1. Electrical power outages

As a result of Superstorm Sandy, the Con Edison electrical power infrastructure network was disrupted for nearly two weeks across different parts of the city [7]. As the primary electrical service provider in New York City, Con Edison served a total of approximately 3.3 million customers, and at one point during the storm more than 750,000 of these customers were without electric power. Table 1 gives the
reported outages for each day, beginning on the day before the storm made landfall and continuing until full recovery was achieved, based on press releases issued on those days.

According to Kenward et al. [61], a power outage can be formally defined as a large electrical disturbance during which at least 50,000 customers lose power for at least an hour. For the sake of our analysis, we consider smaller disturbances to fall within the range of “normal” operating conditions (i.e., satisfying intended system performance). Setting a lower threshold for loss such as this is analogous to defining a minimum business continuity objective (MBCO) value, as discussed above, and it allows us to more clearly identify and characterize the extreme conditions due to the storm. The resulting net loss data is given in the last column of Table 1.

Table 1
Con Edison customers without power.

<table>
<thead>
<tr>
<th>Date</th>
<th>Customers without power</th>
<th>Amount above 50,000</th>
</tr>
</thead>
<tbody>
<tr>
<td>10/28/2012</td>
<td>No outages reported</td>
<td>0</td>
</tr>
<tr>
<td>10/29/2012</td>
<td>68,700</td>
<td>18,700</td>
</tr>
<tr>
<td>10/30/2012</td>
<td>779,000</td>
<td>729,000</td>
</tr>
<tr>
<td>10/31/2012</td>
<td>720,000</td>
<td>670,000</td>
</tr>
<tr>
<td>11/1/2012</td>
<td>674,000</td>
<td>624,000</td>
</tr>
<tr>
<td>11/2/2012</td>
<td>570,000</td>
<td>520,000</td>
</tr>
<tr>
<td>11/3/2012</td>
<td>280,800</td>
<td>230,800</td>
</tr>
<tr>
<td>11/4/2012</td>
<td>177,000</td>
<td>127,000</td>
</tr>
<tr>
<td>11/5/2012</td>
<td>156,800</td>
<td>106,800</td>
</tr>
<tr>
<td>11/6/2012</td>
<td>117,900</td>
<td>67,900</td>
</tr>
<tr>
<td>11/7/2012</td>
<td>70,050</td>
<td>20,050</td>
</tr>
<tr>
<td>11/8/2012</td>
<td>65,000</td>
<td>15,000</td>
</tr>
<tr>
<td>11/9/2012</td>
<td>28,300</td>
<td>0</td>
</tr>
<tr>
<td>11/10/2012</td>
<td>19,637</td>
<td>0</td>
</tr>
<tr>
<td>11/11/2012</td>
<td>Specific numbers not available</td>
<td>0</td>
</tr>
<tr>
<td>11/12/2012</td>
<td>No outages reported</td>
<td>0</td>
</tr>
</tbody>
</table>

In 1977, the entire electrical grid for Con Edison in New York City had lost power for up to 25 hours in different parts of the city [62]. In response, many improvements were made to the system, including efforts to improve system readiness for emergencies, efforts to improve command and control
capabilities, and revisions of the overall system design [62]. Although the subsequent disruption due to Superstorm Sandy ultimately affected fewer customers overall, the outages due to Sandy lasted for a much longer period of time. Since the outage in 1977 was effectively resolved within a single day, the total system-wide loss that it represented does not necessarily provide a good threshold against which to compare the Sandy loss. Instead, because the loss due to Sandy occurred after changes were made post-1977, we take the Sandy results as the basis against which to compare any future losses.

We may therefore set \( X^* \) to be equal to the maximum daily loss observed during that storm: 729,000 (net beyond the 50,000 threshold). Since the last day before the first instances of power loss were reported was October 28th and it was reported that there were no more instances of loss on November 12th, we set \( T^* = 16 \). Applying these thresholds to the data in Table 1 and taking the average loss from October 29th to November 8th generates a resilience value of \( R = 0.732 \), where \( \bar{X} = 284,477 \) and \( T = 11 \). The corresponding response curve representing the loss and recovery of electrical power is given in Figure 5.

![Electrical power functionality curve for Superstorm Sandy](image)

**Fig 5.** Electrical power functionality curve for Superstorm Sandy
Had X* been set equal to the loss of Con Edison's entire customer base in New York City (3.3M), the measured resilience would have been 0.941. As discussed in [12], however, even though the given resilience measure is a relative and not an absolute value, it is important to have it provide a reasonable indicator of the amount of loss suffered over time, relative to the worst case scenario. Using this larger resilience value could be considered more beneficial to the power company because it implies a robust response, but it is somewhat misleading since it does not reflect the relative significance of the impact of the event. Setting X* to the maximum historical loss value better captures the impact of the storm relative to past behavior and it more clearly shows the opportunity to improve the future response.

The difference between these two scenarios clearly illustrates the importance of explaining and justifying the choice of X* and T*, particularly if there is no standardized approach for determining their values in a given situation. In order for a resilience measurement to be validated by someone other than the original decision maker, the context within which it was originally calculated must be made clear. This information can help to resolve any differences in the interpretation of the results.

5.2. Socio-economic dimensions

In the case of Con Edison's electrical network, 100% functionality was defined to be any service level where fewer than 50,000 customers in the network were without power. Resilience was then measured with respect to the average percent of functionality lost over time, relative to the difference between this level and the X* threshold. The following two examples provide a very different, yet still relevant, context within which to analyze resilience, and help to illustrate that the approach is broadly applicable. Both of the examples discussed below are based on using the number of non-emergency 311 service requests over time as an indicator of different aspects of the community's resilience to the storm [13,63]. All 311 requests received in New York City since 2004 are available through its Open Data initiative (https://nycopendata.socrata.com/), and the data consists of highly structured multi-
dimensional records that represent more than 100 different types of complaints assigned to specific agencies for processing (See [63] for more details).

We focus here on two specific types of complaints that can be used to represent aspects of the city's resilience from a socio-economic perspective: Street Light Condition, which serves as an indicator of the mobility of the population, and Damaged Tree, which provide an indication of the population's concerns about both safety and quality of life. For both types of complaint, the individual request data from the three years preceding Superstorm Sandy (2009-2011) was used to generate a 95% prediction interval for the number of requests the City would have received if the storm had not actually occurred. See [63] for more details on calculating the 95% prediction interval. In each case, the deviation from "100%" performance is then measured with respect to the extent to which the number of complaints either exceeded the upper bound of that interval or fell short of its lower bound. The same time frame was chosen for analysis as was used for the power loss data: October 28th to November 12th, 2012.

5.2.1. Street Light Condition

With respect to the Street Light Condition complaint type, the number of service requests fell within the predicted range except for a few days during the actual storm when it dropped below the lower bound of the prediction interval (See Figure 6). In this case, falling short of the lower bound of the prediction interval doesn't imply loss of functionality in the same way as the loss of electrical power above. Instead, it likely reflects a change in the population’s mobility as a result of the disruption. With more people staying home as a result of the storm and its after effects, one would expect fewer complaints about issues such as street lights being out. This decrease in the number of complaints serves as an indicator that the storm had an impact not just on the physical infrastructure of the City but also on the City’s population, through its interaction with that infrastructure.
Fig 6. Prediction interval and number of actual requests for Street Light Condition indicator

Because any observations that fall within the prediction interval can be considered to correspond to our notion of 100% functionality (i.e., desired performance), we set the lower bound of the prediction interval to represent 100% functionality. In this case, the $X^*$ threshold is set equal to the lower bound for any given day. The actual value of $X^*$ thus varies with $t$, and we may represent it as $X^*_t$. The value of $X^*_t$ is defined as the amount by which the lower bound exceeds the actual number of requests received and $X^*_t = 0$ when the number of requests is larger than the lower bound. The parameter $T$ is the total number of time periods when the number of requests received is less than the lower bound or when $X^*_t > 0$.

We may address the issue of having such a variable $X^*$ value by recognizing that the ratio in the resilience equation (6) is equivalent to dividing the total area above the performance curve – the actual loss ($X^*_T$) - by the total area below the performance curve if no disruption had occurred – the total possible loss ($X^*T^*$). In our current example, however, since $X^*$ varies over time, the area associated
with the total possible loss may instead be written as $\bar{X}^* T^*$, where $\bar{X}^*$ is the \textit{average} value of the $X_t^*$ threshold from time 0 to time $T^*$. This reduces to $X^* T^*$ when $X^*$ is constant. Similarly, $\bar{X}$ is the average value of $X_t$ when $X_t > 0$ or $\bar{X} = \left( \sum_{X_t > 0} X_t \right) / T$. Thus we may generalize equation (6) substituting in the mean value for $X^*$:

$$R(\bar{X}, T) = \frac{\bar{X}^* T^* - \bar{X} T}{\bar{X}^* T^*} = 1 - \frac{\bar{X} T}{\bar{X}^* T^*} \quad \bar{X} \in [0, \bar{X}^*], \ T \in [0, T^*] \quad (8)$$

Equation (8) provides a method to calculate resilience when $X^*$ changes over time that is consistent with the original concept that resilience is measured as the ratio of area above the actual performance curve to the area of the total possible loss. The resilience value for \textit{Street Light Condition} is thus $R = 0.940$, with $\bar{X} = 64.31$ and $\bar{X}^* = 133.92$, and with $T = 2$ and $T^* = 16$.

\textit{5.2.2. Damaged Tree}

The first two examples were similar in that they both represented \textit{loss} of "functionality", which is the typical measure used to analyze the resilience of both infrastructure and socio-economic systems. In this next example, however, there is a positive deviation from expected or desired performance instead. As illustrated in Figure 7, the number of complaints about damaged trees during and after Superstorm Sandy greatly exceeded the bounds of the prediction interval for a number of days during and after the storm. Being able to specify a value for $X^*$ (or $\bar{X}^*$) becomes critically important for calculating resilience in this case because otherwise there is no upper bound for this type of deviation.

Although $X^*$ could simply be chosen to be related to the maximum possible number of requests that could be received, this is difficult to estimate and would most likely lead to an artificially high resilience value, even under extremely severe conditions. Instead, therefore, we initially adopt the approach taken in the Con Edison example and define $X^*$ based on the maximum number of requests made on any given day within the entire 3-year data range (4251 requests). As in the Con Edison example, this
maximum number of requests was actually achieved during Superstorm Sandy. The corresponding X* value for any given day is then equal to the difference between this constant value (4251 requests) and the upper bound of the prediction interval on that day, and X is the difference between the actual number of requests received and this same upper bound. If the number of requests is less than the upper bound, then X = 0 for that day. Analyzing the Damaged Tree data using this approach gives \( \bar{X} = 1573.87 \) and \( \bar{X}^* = 3369.5 \), with \( T = 9 \) and \( T^* = 16 \), resulting in a resilience value of \( R = 0.737 \).

Considering this result, however, it is important to recognize that choosing to define X* relative to a fixed maximum value effectively implies that the maximum possible number of "additional" requests
above the upper limit of the prediction interval will be less when the predicted number of requests is
greater, and more when the predicted number calls is smaller. This does not necessarily align with
behavior that one might actually expect to see. Instead, one could make the case that if the additional
requests are associated specifically with the event causing the disruption, then they should be relatively
independent of the number of requests that one would normally expect to see. This implies that it
would be reasonable to set the maximum number of additional requests so that it is constant over time.

With this in mind, therefore, we recalculate the resilience by instead setting $X^* = 3236.71$ across all
time intervals, which provides a constant $X^*$ but a variable actual upper bound (See Figure 8). This value
is simply the difference between the number of requests (4251) and the upper bound of the prediction
interval (1047.54) on the day that had the most requests (10/30/2012). This gives $\overline{X^*} = X^* = 3236.71$,
with $\overline{X}$, $T$, and $T^*$ as before, and a new resilience value of $R = 0.726$. This second approach produces a
resilience value that is similar to that of the initial approach, but it is easier to justify by putting $X$ and $X^*$
on the same scale.

6. Discussion
Focusing the calculation of the resilience measure on the ratios of $\bar{X}/X^*$ and $T/T^*$, rather than just on $\bar{X}$ and $T$, provides a significant advantage because it allows for simultaneously comparing different resilience outcomes, or even different systems, on the same set of resilience curves (See Figure 4), regardless of whether or not they share the same $X^*$ and/or $T^*$ values. In order to compare such resilience values across different systems, the decision maker must simply ensure that each system has a single, appropriate frame of reference defined by a specific $X^*$ and $T^*$. Different systems may share exactly the same threshold parameter values, as in the case of $T^*$ above, or the decision maker may adopt different parameter values to define each frame of reference, as in the case of $X^*$ above.

With this in mind, Table 2 summarizes the resilience values and parameters from the three examples above, each of which can be thought of as representing a different dimension of New York City’s overall resilience behavior (out of many possible dimensions) in response to Hurricane Sandy. Figure 9 then illustrates the relative tradeoffs between loss and recovery time in each case.

For each dimension presented in Table 2, the $T^*$ value represents the maximum recovery time and the $X^*$ value represents the maximum loss. This consistent interpretation allows us to compare the individual dimensions in terms of the extent to which they were each impacted by the storm. The results thus show that all three dimensions are somewhat similar in their (normalized) average loss values, over the course of the storm, but very different in the (normalized) length of time that it took them to recover.

Table 2 shows that the Power Network dimension suffered more relative loss than the Damaged Tree dimension but also that it recovered more quickly. This is likely related to the relatively greater importance of the network and the need to restore power as quickly as possible. In contrast, the relative increase in the number of complaints about damaged trees was less extreme. These complaints persisted for a longer period of time, however, perhaps because resources were diverted to help with
recovery operations in more critical dimensions. In the end, the extended recovery time in the Damaged Tree dimension was significant enough that the total amount of disruption (relative to its specific frame of reference) was equivalent to that experienced by the power network.

Table 2
Resilience values for multiple dimensions in NYC, for Superstorm Sandy.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>( \bar{X} )</th>
<th>( X^* )</th>
<th>( T )</th>
<th>( T^* )</th>
<th>( \bar{X}/X^* )</th>
<th>( T/T^* )</th>
<th>( R )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrical Power Network</td>
<td>-284477</td>
<td>-729000</td>
<td>11</td>
<td>16</td>
<td>0.390</td>
<td>0.688</td>
<td>0.732</td>
</tr>
<tr>
<td>Street Light Condition</td>
<td>-64.3</td>
<td>-133.9(1)</td>
<td>2</td>
<td>16</td>
<td>0.480</td>
<td>0.125</td>
<td>0.940</td>
</tr>
<tr>
<td>Damaged Tree</td>
<td>944.3</td>
<td>3236.7</td>
<td>15</td>
<td>16</td>
<td>0.292</td>
<td>0.938</td>
<td>0.726</td>
</tr>
</tbody>
</table>

(1) Average \( X^* \) over \( T^* \) interval

![Graph showing relative resilience values](image)

**Fig 9.** Relative resilience values

Table 2 also indicates that the Street Light Condition dimension has a much higher resilience value than the other two dimensions because of its similar average loss value and relatively short recovery time. Even though its (normalized) average loss is more than 20% higher than that of both of the other dimensions, the number of street light complaints exceeded the prediction interval for only 2 out of the 16 days. Thus, its \( T/T^* \) ratio is much smaller than the Power Network and Damaged Tree. Similar to the
Power Loss dimension, Street Lights are a critical functionality, particularly in a very urban area such as New York City. A decrease in the number of complaints could indicate a drop in the overall mobility of the population due to the effects of the storm. It could also signal a shift in the population’s priorities towards other issues, such as dealing with the loss of power at home or cleaning up damaged property. That the number of calls increased back into the normal range after such a short period of time indicates that the daily activities of the population were able to resume relatively quickly.

Being able to directly compare these different dimensions of New York City’s response to Hurricane Sandy allows for decision makers to develop a better understanding of the complexity of the disaster’s overall impacts. By clarifying the relationship between loss and recovery time within each of the different dimensions, the City can also identify the need to invest relatively more resources into either recovery activities or loss prevention activities, in each case. Furthermore, the results could provide support for comparing the relative effectiveness of such investments across those dimensions, and potentially help the decision makers to identify the need to shift resources from one aspect of the City’s overall disaster response efforts to another. A more complete analysis of New York City’s overall resilience to a disaster such as Hurricane Sandy would, of course, require more than three data points – this set of examples is merely intended to illustrate the possibilities for supporting improved decision making. For this reason, it is important to recognize that this particular approach to measuring resilience can also be used to compare the relative resilience of not only other systems or dimensions but also multiple simulated outcomes from the same system. Given an appropriate simulation model, it thus becomes possible to analyze the distribution of a large number of potential outcomes associated with the probabilistic impacts of a disaster event across many different contexts.

From a practical perspective, although one could calculate each of the parameter values \((\bar{X}, X^*, T, T^*)\) separately, if one has discrete empirical data with which one wishes to calculate resilience, such as in
our examples above, the easiest approach to calculating resilience is to sum both the individual actual deviations and the total possible deviations, and then subtract the ratio of those two values from 1:

$$R(\bar{X}, T) = 1 - \frac{\bar{X}}{\bar{T}} = 1 - \frac{\text{(total actual deviation)}}{\text{(total possible deviation)}} = 1 - \frac{\sum_{t=1}^{T} X_t}{\sum_{t=1}^{T} X_t}$$ (9)

This makes it easier, in particular, to deal with situations where the actual value of X* varies over time, and it corresponds exactly to measuring the area beneath the (generalized) resilience triangle.

Given our emphasis on the flexibility that a decision maker has in choosing X* and T*, it is important to recognize that different decision makers may choose different values for these threshold parameters in a given context. Because of this, it is very important for each decision maker not only to be able to explicitly specify the frame of reference (X*, T*) within which a resilience value has been calculated, but also to be able to justify why those particular parameter values were chosen. If a standardized approach to specifying those values is adopted by all parties, such as adopting a consistent definition of “maximum recovery time” or setting X* equal to 100% functionality, then comparing the resilience assessments of different decision makers can be relatively straightforward. If there is a difference in the approach taken to define the different X* and T* values, however, then each decision maker may have to explicitly justify the different frames of reference that he or she adopted. It then may be necessary, potentially after further discussion, to adjust some of the parameter thresholds in order for the group as a whole to agree on the validity of the generated resilience values.

7. Conclusions

This paper has extended previous work by demonstrating the importance and benefit of using explicit threshold values for recovery time (T*) and functional loss (X*) to define an appropriate frame of reference for calculating resilience. Although these parameters can theoretically take on a range of values, setting them at or above the expected maximum values for loss and recovery time can
significantly help with the interpretability of the results. There may be situations in which the specific choices for X* and T* can be determined objectively, however a decision maker can also choose subjective values for them in order to better reflect his or her interpretation of the resilience outcomes. Even if the threshold parameter values are chosen objectively (e.g., setting T* equal to the maximum historical recovery time), those values may need to be adjusted as conditions change and as more information becomes available about the range of outcomes that could occur. Any such adjustment will define a new frame of reference upon which to compare any new outcomes against the existing ones, but the relative ranking of those existing values will be maintained.

The addition of the X* parameter, in particular, allows the original concept of predicted resilience to be further generalized so that very different resilience indicators may be compared on a consistent basis, even if they operate on very different loss scales. The inclusion of the T* parameter provides the same benefit for systems with varying recovery time scales. Taken together, they provide a significant step towards more fully representing the complex, multi-dimensional nature of a real-world system that has been disrupted by a disaster event. This allows decision makers such as community leaders, emergency managers, and infrastructure owners and operators, to directly compare resilience behaviors across different dimensions, so that they can describe complex system behaviors more effectively. From a decision-making standpoint, this supports not just descriptive analyses of past events that can be used to inform future infrastructure management decisions but also prescriptive analyses, based on simulating future disruptions, that involve comparing the relative effectiveness of different resilience investments.

Particularly because there can be flexibility in a decision maker’s choice of X* and T*, it is important to recognize that assigning both of them very large values will result in any corresponding calculated resilience values being relatively close to 1. This subsequently implies consistently resilient behavior. On the other hand, if the same T* and X* are assigned very small values then the corresponding
resilience values may instead be very close to 0, even though their actual measured loss and recovery
time values haven’t changed. This illustrates the importance of understanding the context behind the
choice of values for these threshold parameters. Even if it is possible to choose a wide range of values
for the parameters it is critical to be able to justify the resulting frame of reference as not only valid but
meaningful, otherwise any associated resilience measurements will have questionable utility and may
even be misleading to someone else. A clear explanation and justification of the context of any
calculated resilience value is thus extremely important, particularly if it is going to be used in comparing
resilience behaviors across different systems or dimensions.

The approach presented in this paper can be extended in several ways. First of all, in this study we
assumed that the disrupted system recovers to its original level after a period of time. Some disruptions,
however, may have a permanent impact on a system and full recovery may not be possible. In this case,
the system will recover to a level lower than its original level. The area under the curve can still be
measured in this situation, however, even if the response curve never returns to its original value,
because T* is not restricted to representing a maximum possible recovery time. Future research should
therefore extend the resilience measure presented in this paper to account for such permanent loss.

It is also important to recognize that complex systems, such as organizations or communities, have
several different performance dimensions. The resilience measure discussed above can be applied to
evaluate the performance of each dimension separately. However, there still remains opportunity to
look at different ways to combine these measures, as in [13], and thus to provide an improved overall
assessment of resilience performance. Since the resilience calculation within a single dimension can
reflect the subjective perception of that particular aspect of the overall system response to a disruption,
a weighted average that appropriately combined the results of multiple dimensions into a single value
could also reflect the subjective resilience perception of an entire system or organization.
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