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Development of the Exams Data Analysis Spreadsheet as a Tool To Help Instructors Conduct Customizable Analyses of Student ACS Exam Data

Abstract
The American Chemical Society Examinations Institute (ACS-EI) has recently developed the Exams Data Analysis Spread (EDAS) as a tool to help instructors conduct customizable analyses of their student data from ACS exams. The EDAS calculations allow instructors to analyze their students’ performances both at the total score and individual item levels, while also providing national normative results that can be used for comparison. Additionally, instructors can analyze results based on subsets of items of their choosing or items based on the “big ideas” from the Anchoring Concepts Content Map (ACCM). In order to evaluate the utility and usability of the EDAS for instructors, the EDAS went through trial testing with 10 chemistry instructors from across the country. The instructor feedback confirmed that the EDAS has multiple implications for the classroom and departmental assessment, but some additional revisions were needed to increase its usability. This feedback was also used to make a video user-guide that will help instructors through specific difficulties described during trial testing. Currently, an EDAS tool has been developed for the GC12F, GC10S, and GC13 exams.
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ASSESSMENT IN CHEMISTRY

With movements to increase the quality of chemistry programs and aid in professional growth, assessment plans and data-driven reform have become especially important topics of discussion within chemistry departments. As a result, more and more faculty are expected to become involved in programmatic assessment. Despite the increasing demand, many have reported assessment-related challenges. In an editorial, Pienta recounts that “A few too many people seemed to be saying that they didn’t know much about assessment, how to do it, or even why they should.” Certainly these sentiments are understood, since developing and implementing programmatic assessment can be a complex process that may involve multiple steps; Towns describes a cyclic model of assessment that includes:

1. Setting the goals and priorities of the assessment effort.
2. Translating the goals into objectives.
3. Designing and implementing the assessment.
4. Evaluating the assessment findings.
5. Using the results to make decisions.

In an editorial, Bretz reiterates these challenges by stating that faculty may feel that they “...need a translator who is fluent in both chemistry and assessment.” Such challenges may leave many faculty who are interested in data-driven reform wondering, “What do I do next?”

Despite the difficulties reported in the literature, assessment efforts have become quite common within chemistry departments. The American Chemical Society Examinations Institute (ACS-EI) administered a national survey related to the current state of assessment practices and instructor needs within chemistry departments. On the basis of the responses from chemistry instructors from across the country (N = 1,546), Emenike and colleagues found that 72% reported that their department was expected to enhance assessment efforts or prepare reports related to assessment. Using cluster analysis, Raker and Holme identified distinct groups of instructors with differing levels of familiarity with assessment terminology. In this study, the instructor group with the highest degree of self-report familiarity only composed 20% of the sample. The largest group of instructors (25%) reported only a moderate understanding of assessment terminology, and specifically, a low level of familiarity with statistical analysis strategies. These results suggest that despite the commonality of departmental assessment, finding time to gain expertise in the evaluation of assessment data may be a hurdle for some faculty involved in these efforts.

TRANSLATING RESEARCH INTO PRACTICE

Evidence from survey research from the ACS-EI suggest that for some chemistry instructors, assessment-related jargon and methods may lead them to perceive it as an unfamiliar endeavor. As a result of such challenges, translating research into practice has become more important than ever. The National Research Council’s report on Discipline-Based
Education Research (DBER) describes that “Strategies are needed to more effectively promote the translation of findings from DBER into practice” (Conclusion 12, p. 194). More recently the ACS-EI has developed the Exams Data Analysis Spreadsheet (EDAS), which is a tool that instructors can use to help analyze their students’ ACS exam data. The EDAS features were developed with instructors in mind, based on both feedback from ACS-EI workshops and the results from the national survey of instructors’ assessment needs.4−8 Graphs a−c in Figure 1 show the responses of 1,067 instructors who responded to items related to their use of ACS exams.

The data analyses features within the EDAS were developed to help instructors continue to conduct the analyses that they have traditionally valued, such as comparing students’ performances to national norms (Figure 1a) while also giving them a tool to perform additional analyses that are apparently less common, such as examining individual item results (Figure 1b). Historically, national comparisons have highlighted overall test performances (i.e., total scores); however, the increasing demand for departmental assessment emphasizes the need to go beyond the whole-test level. The recent release of the 2015 guidelines for ACS program approval by the Committee on Professional Training15,16 have included important content recommendations, and ACS exams are excellent tools for assessing these. However, content-level guidelines may be better evaluated based on subsets of individual items, and the goal for the development of the EDAS was to simplify these types of analyses for instructors. As a result, the EDAS allows instructors to choose specific subsets of items or “big ideas” (i.e., anchoring concepts) based on the ACCM.10−14 Analogously, instructors can also choose to remove from their analyses specific items on topics that they do not teach in their courses. Because the ACS-EI acknowledges that individual classroom content may vary somewhat from ACS exam content (Figure 1c), instructors can choose to remove specific items from analyses and explore the differences this makes to their assessment results.

### DEVELOPMENT OF THE EDAS

**Features and Data Analyses**

The EDAS was developed with user-friendliness as a primary goal. Because Microsoft (MS) Excel17 is a widely used software and many instructors likely have some familiarity with it, it was used as the platform to develop the EDAS. The data analyses are calculated using Excel macros, which are coded using Visual Basic for Applications (VBA) programming.18 The user does not need to interact with the coding; instead, the EDAS interface has multiple clickable buttons, radio-buttons, and check-boxes that instructors can use to interact with the data and customize analyses. This allows instructors to choose subsets of questions based either on their own interests or the anchoring concepts from the ACCM.10−14 Figure 2 shows a visual of the radio-buttons that can be used to toggle back-and-forth between individual items or anchoring concepts. Instructors can choose the specific items or anchoring concepts, as shown in Figures 3 and 4, by clicking or unclicking check-boxes. After the items or anchoring concepts are chosen, the user may then click a single button, as shown in Figure 2, and multiple results become available. A progress bar (Figure 2) helps the user know when the calculations are finished by progressing from “Not Started” to “Running” to “Finished.”

The EDAS has integrated several data analysis features at both the total score and individual item levels. At the total score level, the EDAS can calculate descriptive sample statistics (i.e., average, standard deviation, median, minimum, and maximum), frequencies of total scores, histograms, and percentiles. At the item level, difficulty and discrimination indices, as well as the percentage of students’ A, B, C, and D responses to each question are calculated. The customizable analyses can be conducted for both the instructor entered student data set and the national data set, and as a result, comparisons can be made across students’ performances and the national norms. A screenshot of some of the results provided by the EDAS are
shown in Figure 5. The accuracy of the EDAS calculations were assessed by running multiple scenarios using SAS 9.4 that encompassed various combinations of exam questions and anchoring concepts. Equivalent results were obtained from the EDAS as those provided by SAS.

**Figure 2.** Radio-buttons used to customize analyses and the data analysis progress bar on the EDAS.

**Figure 3.** Check-boxes used to choose subsets of questions for the EDAS analyses.

**Figure 4.** Check-boxes used to choose anchoring concepts for analyses on the EDAS. Kinetics and equilibrium anchoring concepts are not found on the GC12F exam, and therefore, cannot be chosen.

**EDAS Requirements and Structure**

Figure 6 shows the specific data formats that are required for using the EDAS. Student data must be in a *wide format*; this means that students are represented by rows and columns represent their responses to each of the 70 questions. Because the EDAS conducts several item level analyses, instructors must copy-and-paste students’ A, B, C, and D responses per item into the spreadsheet. As an example, Figure 6 shows a segment of the spreadsheet where the data is inputted. Highlighted in yellow are the students’ responses to the individual questions.
The answer keys for the gray (G) and yellow (Y) versions of the exam must be inputted using capital letters in the two rows labeled "Key Y" and "Key G." The answers themselves have been omitted from Figure 6 in order to preserve the security of the exams. For this reason, the ACS-EI has used methods to estimate the missing item response data used for the national norm statistics.

The EDAS performs best when it is used with recent versions of MS Excel, which includes MS Excel 2010 and 2013 (PC) or MS Excel 2011 (Mac). Some features may lose their functionality if the EDAS is used with other versions. The features within the EDAS are divided across multiple spreadsheets, and instructors can navigate through the different features using clickable buttons or spreadsheet tabs. An instruction manual was developed in order to help instructors navigate through the EDAS features.

Security

The EDAS includes secure and confidential information about ACS exams and national normative results. Therefore, instructors wishing to obtain a copy of the EDAS must take all necessary steps to maintain this security and confidentiality including storing EDAS in a secured location and on a password protected computer. The steps necessary to maintain security are similar to those necessary to protect individual ACS exams, and as a result, instructors must acknowledge and sign a nondisclosure security agreement in order to obtain a copy of the EDAS. For additional security, the EDAS must be delivered via a method that allows for a signature.

EDAS TRIAL TESTING

In order to incorporate faculty feedback into the EDAS, trial testing was conducted to help improve the usability of the interface and to evaluate its usefulness as an assessment analysis.
A total of 10 chemistry instructors were recruited to participate; these instructors were either participants in previous ACS-EI workshops or they volunteered while at a recent ACS National Meeting and Exposition. For the purposes of trial testing, the instructors used their own computers, and they reported using either MS Excel versions 2010 (5 participants), 2011 (1 participant), or 2013 (4 participants). The volunteering participants were chemistry faculty who taught in a variety of different chemistry departments including 2 A.S. (Associate of Science degree) granting departments, 6 B.S. and B.A. granting departments, and 2 Ph.D. granting departments. Additionally, the instructors taught at colleges/universities from multiple geographic locations across the U.S., including one from the West, three from the Midwest, one from the Northeast, and five from the South. IRB approval was granted prior to collecting survey data and all of the instructors consented for their data to be used for trial testing purposes.

The following research is considered market research, and therefore, the ultimate goal was to develop a product that was useful to ACS exam users, rather than to generalize the results to a larger population. As a result, feedback was collected on a small-scale in order to receive more personalized information from a few participants. The EDAS was copied onto a CD or USB flash drive and was sent to the participants via mail. The participants were sent an EDAS created for the GC12F exam; however, not all of the participants used this exam. Therefore, a mock student data set was sent with the EDAS, and the instructors were asked to think about this as a prototype for a version of an ACS exam that they specifically used. In order to elicit feedback, an online survey was emailed to the participants using Qualtrics. The survey began with the System Usability Scale (SUS), which is a ten-item survey that uses a five-point Likert scale to elicit user feedback about the usability of a system. For this study, a modified version of the SUS was used that replaced the term “system” with “product.” The validity and reliability of the data produced by the original and modified versions of the SUS have been extensively studied in the literature with numerous different samples and products.

The SUS can be used to determine how users perceive the usability of a system or product, but it is not meant to be used to diagnose usability problems. Therefore, the SUS was given as a way to initially prime instructors to think about the usability of the EDAS and additional items were developed to elicit feedback specific to the individual EDAS features. A majority of the diagnostic items were either open-ended or required the instructors to choose multiple choices from a list of options. The full survey took instructors approximately 15–20 min to complete. Each participant had an open-line of email communication with the researchers, and the participants were urged to send questions, additional comments, or concerns about the EDAS, the associated instruction manual, or the survey via email. None of the instructors expressed confusion regarding any of the survey items. Additionally, consistency was noted across the individual instructor’s responses to the SUS and the diagnostic items; this suggests that the instructors’ feedback was collected in a robust manner, even though the sample size may be too small for formal psychometric evaluation of the data.

**Utility and Usability**

The overarching goal of the trial testing was to identify areas where the EDAS needed improvement in terms of its utility for departmental/classroom assessment or the usability of its user interface. The general pattern of feedback suggested that instructors found the EDAS useful for their assessment purposes. This was evident by the instructors’ responses to the SUS item that states *I think that I would like to use this product frequently* (shown in Figure 7a). However, the instructors also noted that there were some limitations in terms of the usability. Figure 7b shows the responses to the item that states *I would imagine that most people would learn to use product very quickly.* Although none of the instructors disagreed with this statement, three reported feeling neutral. Graphical displays for the additional SUS items can be found in the Supporting Information.

Table 1 displays the instructors’ raw responses to the SUS items. As a result, it would be expected that positively worded items would have responses near the high end of the scale (4 or 5) and negatively worded items would have responses near the low end of the scale (1 or 2), and this trend is generally observed in Table 1. After recoding the five negatively worded items in the positive direction, the average instructor response across the items was a 4.1, which is arguably a relatively high score on the 1–5 Likert scale.

Although the SUS scores provided a broad overview of the instructors’ perceptions about the EDAS utility and usability, additional items focused more specifically on the individual EDAS features. Table 2 shows the results of two such items (shown in Figures 8 and 9). These items asked instructors to indicate which EDAS features they found helpful. Figure 9 also had an analogous item that was related to choosing sets of individual questions (as shown in Figure 3) rather than
anchoring concepts (Figure 4). A total of 8 out of 10 professors reported that all of the statistical features (Figure 8) on the EDAS were helpful, and two instructors indicated that discrimination would not be useful to them. Similarly, 8 out of 10 instructors indicated that selecting subsets of items and anchoring concepts would be useful to them.

The ability to select subsets of items or anchoring concepts for analyses are two highly novel features of the EDAS, and in most cases, the instructors found these aspects helpful for their assessment purposes. In regards to the anchoring concepts one instructor described, "This can help the instructor make decisions about what to emphasize/deemphasize in the course to meet the course goals.

In terms of selecting individual items, instructors viewed two ways to use this feature: (1) they could examine a subsets of items based on a given topic of interest or (2) they could remove questions from analyses when the course did not cover that content. As an example an instructor described, "I frequently like to analyze my student performance on given topics, particularly when only a subset of the questions was actually covered in the course at the given time. I could also select on my own questions that I thought best evaluated student comprehension on a given topic to compare my students to national norms.

Further, instructors suggested additional features that they believed would be useful for the EDAS including long-term trend analyses, analyses of course sections, and reporting the analyses of all of the big ideas at once. At this time, these additions would substantially increase the file size of the EDAS, which may begin to make it difficult to use on some computers. As a result, these aspects will be considered for future versions of the EDAS or when the functionality is ported to a different application that does not use MS Excel.

The instructors also responded with feedback for how to improve the usability of the EDAS. As a few examples, some instructors spoke to difficulty navigating the EDAS interface or using MS Excel, whereas others spoke to the need for enhanced explanations for difficulty and discrimination indices. However, most of the reported challenges were focused on entering data into the EDAS. Some of the difficulties included using the paste values option in MS Excel, finding the right columns to paste the values into, and inputting the "G" and "Y" to indicate which version of the exam was used. While some of these challenges resulted in revisions to the EDAS and the user interface, others were much more difficult to resolve. As a result, a video user guide was developed that should explicitly provide explanations to the difficulties reported so that users may better visualize and perform these processes.

In order to assess the utility of the EDAS as an assessment tool, instructors were asked to respond to the open-ended question Do you think that the EDAS could be helpful to you? If so, please explain how you may be able to use the results.
provided by the EDAS? An overview of the responses given by instructors can be found in Table 3. A total of 9/10 participants described that the EDAS would be useful for them, and these instructors often spoke toward the potential to make comparisons to the national sample, to make classroom improvements, or to assess course learning goals. Most of the instructors expressed their excitement to use the EDAS tool, and in general, many viewed the EDAS as having strong implications. As an example two instructors described:

On the whole, I think the EDAS is a great tool. I believe that most instructors would be very keen to know how their students are doing compared to the national average. This may also help individual instructors to try and improve certain aspects of their own teaching methodologies which, in the long term, obviously benefits the general student population.

Being able to make connections on the anchoring concepts between how my students do compared to the national database is invaluable! Also, the flexibility to select individual questions to compare or specific anchoring concepts allows for more in-depth analysis.

### CONCLUSIONS

In the recent years, departmental assessment efforts have become more common than ever. Despite this commonality, literature has reported challenges for instructors when it comes to assessment data and using the results of those efforts to improve instruction. For example, chemistry departments interested in receiving ACS program approval will need to consider the assessment recommendations inherent in the 2015 guidelines reported by the Committee on Professional Training. ACS exams are a reliable way to assess such guidelines, however, efforts that focus on overall test scores may not be sensitive enough to evaluate specific content goals. As a result, the EDAS is a tool that instructors can use to help explore student performances based on subsets of exam questions or based on the anchoring concepts from the ACCM. The EDAS also allows instructors to compare their student performances to that of the national norms. Because the ACS-EI collects national normative data sets on a volunteer basis, professors sometimes send students’ overall test level performances but not their responses on an individual item basis. As a result, methods to estimate the missing data were used by the ACS-EI, and the EDAS uses these augmented data sets to provide the national normative comparisons.

In order to assess its utility and usability, the EDAS went through trial testing with 10 chemistry instructors from across the country and most of the instructors stated that the EDAS was a useful tool with several implications for the classroom. However, some difficulties were noted in terms of the usability of the EDAS interface. As a result, several revisions were made, and a video user-guide was developed that has been tailored to the specific challenges described by the instructors. At this time, a version of the EDAS is developed for three ACS exams including the 2012 First Term General Chemistry Exam (GC12F), the 2010 Second Term General Chemistry Exam (GC10S), and the 2013 (Full Year) General Chemistry Exam (GC13). Instructors interested in obtaining a copy of the EDAS should contact The Institute at chmexams@iastate.edu.

### ASSOCIATED CONTENT

#### Supporting Information

The Supporting Information is available on the ACS Publications website at DOI: 10.1021/acs.jchemed.5b00474.

The Supporting Information includes the instructors’ responses to the eight additional items on the SUS that were not reported in the body of the manuscript. (PDF, DOCX)

#### AUTHOR INFORMATION

**Corresponding Author**

*E-mail: taholme@iastate.edu.

**Notes**

The authors declare no competing financial interest.

#### ACKNOWLEDGMENTS

We would like to sincerely thank the instructors who participated in the EDAS trial testing for their time and incredibly valuable feedback! This work was supported by NSF DUE #1323288; any opinions, findings, conclusions and recommendations expressed in this report are those of the authors and do not necessarily reflect the views of the National Science Foundation (NSF).

#### REFERENCES


