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ABSTRACT

A large number of attitude estimation algorithms assume sensor placement along the axis of rotation. These models assume that all measured accelerations are due to gravity, while in reality this is not always the case. By expanding the system model to accommodate centrifugal and tangential accelerations the attitude can be more accurately estimated. This thesis introduces an approach to model accelerations not caused by gravity. This model is incorporated into a Kalman filter and then compared with the more conventional Kalman filter approach which assumes all system acceleration is due to gravity.
CHAPTER 1. Introduction

Research in the area of attitude determination is a maturing field with many established technologies and methodologies[1]. Strapdown and gimbaled attitude, heading, reference systems (AHRS) have historically relied on large, precise, and predominately mechanical, instruments to measure rate and acceleration [8]. Modern devices, such as laser ring and fiber optic gyros have largely replaced mechanical gyros to provide high accuracy measurements. While microelectromechanical (MEM) devices have appeared, providing a low cost, lower performance means to measure the same inertial parameters. These AHRS systems combine various inertial measurements from rate gyros, accelerometers, and sometimes magnetic compasses to compute complete roll, pitch, and heading information through Kalman filtering, an optimal method of combining multiple sensor measurements.

MEMs devices offer a low cost alternative to traditional mechanical components. Three rate gyros and three accelerometers can be combined to form an inertial measurement unit (IMU) which is capable of measuring roll and pitch. It is common to see this configuration used in research. Also, because MEMs type sensors are small and lightweight they are now being used in portable applications such as body tracking [5] and heads up displays [2]. For these applications it is common to see accuracy requirements compromised in favor of responsiveness. Other work focuses on the development of efficient and cost effective means of sensor fusion [7] [10] to maintain high accuracy while reducing the computational footprint.

Some prior work in the area of inertial attitude determination focuses on novel ways to utilize IMU data, some fusing accelerometer and rate gyro data [11], while other work focuses on compensating for rate gyro bias error [12] [9] for heading estimations. Other authors present methods to derive a complete solution for roll, pitch, and yaw by fusing accelerometer, rate
gyro, and magnetometer data, as is done by Sabatini [7]. In some cases rate gyro data is fused with other sensor readings, such as sun trackers for spacecraft applications. This fusion is performed by Kim [4] who compares sensor fusion methods.

The higher accuracy model presented in Chapter 4 accounts for off axis rotations by estimating tangential and normal accelerations sensed at the IMU. This is useful for applications where the sensor is not co-located with the center of rotation. For example, an aircraft performing a turn rotates about a point not on the aircraft, making it impossible to mount the sensor at the center of rotation. When estimating the angle of a thigh or calf in prosthetic applications, [6] it may simply not be practical to place the sensor on the hip or knee, so some compensation must be made to accommodate the off axis sensor location. Many models assume all accelerations sensed are due to gravity, but when a sensor is not co-located with the axis of rotation additional acceleration components are present and contribute errors to this incomplete model. Depending on the speed of the motion this error can be significant.

The work presented here begins with a derivation of the Kalman filter equations and then moves into the extended Kalman filter equation set. These generalized equations are then applied to a simple one degree of freedom attitude estimating filter. This basic filter assumes the sensor is inline with the axis of rotation. Simulation and experimental data are then used to test the performance of the filter under given test conditions. Results are presented and discussed that show the successful convergence of the filter along with performance data. Next a higher accuracy model is presented, which accounts for off axis rotation. The Kalman filter equations are once again applied and more simulation and experimental data is used to compare the performance of the new model with the old model.

The simulation and experimental data provide a comparison of the performance of the two filter designs over a range of operating conditions, showing that it is usually only beneficial to use the higher accuracy model for 'fast' systems.
CHAPTER 2. Kalman Filter Development

Before the discussion on different implementations of the Kalman filter begins, some background is presented. Simply put, the Kalman filter is an algorithm that combines the model of a system with known inputs and measurements to obtain an optimal estimate of the system states. Often times, these states represent physical quantities. An error term is generated when comparing the values of measured terms to the expected values of those measured terms based on filter estimates. These error terms are used to adjust the model states for more accurate prediction.

The most basic version of the filter is presented first, it is then expanded to accommodate non linearities.

2.1 Linear Kalman Filter Development

Equation 2.1 introduces the linear process which is used in the Kalman filter. The derivation begins with the assumption that the system being filtered can be modeled in this form. This equation propagates the state vector, $x$, from one time step to the next via $\Phi$, the state transition matrix. Inputs into the system are represented by the vector $u$. $w$ is a vector of white noise processes which accommodate error in the process model.

$$x_{k+1} = \Phi_k x_k + G_k u_k + w_k \quad (2.1)$$

Similarly the measurement process is presented. The vector $z$ holds the measured values and $H$ is a matrix which relates the measured values to the system states. Like $w$, $v$ is a vector of white noise processes which represent the noise of the measurement. The subscript $k$ indicates
that their respective symbols are for the current time step, $k$.

$$z_k = H_k x_k + v_k$$

(2.2)

The process and measurement equations aim to model the system perfectly. However, due to modeling error and measurement noise the states of the ideal system are generally not known exactly. The filter model instead makes an estimate of the states. The model of the system is represented by placing a hat above the appropriate vector, as in $\hat{x}_k$.

At each time step the process model generates a state estimate based on the prior time step information. This is the a priori estimate, $\hat{x}_k^-$. If the process model were perfect and there was no random component this would be the state vector for the new time step. However, the model is not perfect and there is random noise introduced, so a compensation must be made based on the difference between the measurement and model output. This difference, $y$, known as the innovation, is scaled by the Kalman gain, $K_k$. The formation of $K_k$ will be shown in more detail shortly. The relation is described mathematically in Equation 2.3.

$$\hat{x}_k = \hat{x}_k^- + K_k y$$

(2.3)

where the innovation is computed by

$$y = z_k - \hat{z}_k^- = z_k - H\hat{x}_k^-$$

(2.4)

The goal of the filter is to minimize the error between the true state vector and the estimated state vector, or state vector error. This is done by minimizing the variance of the state vector error. This error term is defined in Equation 2.5.

$$e_k \triangleq x_k - \hat{x}_k$$

(2.5)

Equation 2.5 is then used to define $P_k$, the error covariance matrix in Equation 2.6.

$$P_k = E[e_k e_k^T]$$

(2.6)

The elements along the diagonal of $P_k$ represent the variances of the system states. Minimizing these variances also minimizes the error term, $e_k$. The development of the optimal $K_k$ matrix
for Equation 2.3 minimizes the variance and error terms based on the statistics of the noise vectors, \( \mathbf{w} \) and \( \mathbf{v} \).

By expanding Equation 2.6, combining the result with Equation 2.3, and setting its derivative to zero, the optimal \( \mathbf{K}_k \) value can be obtained by using Equation 2.7:

\[
\mathbf{K}_k = \mathbf{P}_k^- \mathbf{H}_k^T (\mathbf{H}_k \mathbf{P}_k^- \mathbf{H}_k^T + \mathbf{R}_k)^{-1}
\]  

(2.7)

Where \( \mathbf{R}_k \) is the measurement covariance matrix and \( \mathbf{P}_k^- \) is the a priori error covariance matrix.

\( \mathbf{R}_k \) is defined in Equation 2.8.

\[
\mathbf{R}_k = E[\mathbf{v}_k \mathbf{v}_k^T]
\]  

(2.8)

In a system where the noise for each measurement is independent, \( \mathbf{R}_k \) is a constant diagonal matrix with the variances of the processes along the diagonal.

The a priori error covariance matrix is defined in Equation 2.9. It provides the statistical variance of the prior estimate, \( \mathbf{x}_k^- \), which has already been discussed. The definition of \( \mathbf{P}_k^- \) is similar to \( \mathbf{P}_k \), but is shown for completeness.

\[
\mathbf{P}_k^- = E[\mathbf{e}_k^- \mathbf{e}_k^-^T]
\]  

(2.9)

Where \( \mathbf{e}_k^- \) is defined as

\[
\mathbf{e}_k^- \triangleq \mathbf{x}_k^- - \hat{\mathbf{x}}_k^-
\]  

(2.10)

\( \mathbf{P}_k^- \) is determined in a similar manner to \( \mathbf{x}_k^- \). It is based on the previous time step’s error covariance matrix and is projected ahead via the system’s process equation. Its derivation starts by rewriting \( \mathbf{e}_k^- \) in terms of \( \mathbf{e}_{k-1}^- \):

\[
\mathbf{e}_k^- = \Phi_{k-1} \mathbf{e}_{k-1}^- + \mathbf{w}_{k-1}
\]  

(2.11)

By substituting \( \mathbf{e}_k^- \) into Equation 2.9 one obtains:

\[
\mathbf{P}_k^- = \Phi_{k-1} \mathbf{P}_{k-1} \Phi_{k-1}^T + \mathbf{Q}_k
\]  

(2.12)

Where \( \mathbf{Q}_k \) is the process equation equivalent of \( \mathbf{R}_k \), defined by:

\[
\mathbf{Q}_k = E[\mathbf{w}_k \mathbf{w}_k^T]
\]  

(2.13)
2.1.1 Summarized Process

A summary is provided as an overview of the process. The algorithm can be divided into two phases, the Predict phase and the Update phase. The Predict phase happens first, using data from the last time step to compute the a priori estimates. Once computed, the a priori estimates are used in the Update phase to compute $K_k$. Next the optimal estimates, $x_k$ and $P_k$ are computed, completing the cycle.

Predict

\[
\hat{x}_k^- = \Phi_k \hat{x}_{k-1} + G_k u_{k-1} \tag{2.14}
\]

\[
P_k^- = \Phi P_{k-1} \Phi^T + Q_{k-1} \tag{2.15}
\]

Update

\[
S_k = H_k P_k^- H_k^T + R_k \tag{2.16}
\]

\[
K_k = P_k^- H_k^T S_k^{-1} \tag{2.17}
\]

\[
\hat{x}_k = \hat{x}_k^- + K_k(z_k - H\hat{x}_k^-) \tag{2.18}
\]

\[
P_k = (I - K_k H_k) P_k^- \tag{2.19}
\]

In a linear time invariant (LTI) system $\Phi$, $G$, $H$, $Q$, and $R$ are constant matrices and their $k$ indices are dropped. $\Phi$, $G$, and $H$ are dependent on the system dynamics while $Q$ and $R$ are based on the covariance of the process and measurement noise respectively. The equations also imply two required initial conditions, $\hat{x}_{k-1}$ and $P_{k-1}$. The linear filter will converge for any initial estimates, but values chosen close to true initial state vector provide less initial error and converge faster. These values must be chosen by the designer.

2.1.2 Computation Considerations

The implementation of the algorithm is typically not trivial. Matrix math is time intensive, and the use of floating point numbers is sometimes required for numerical stability. The most computationally expensive step in the algorithm is computing the Kalman gain which requires computing an $m \times m$ matrix inverse, where $m$ is the length of the measurement vector. For LTI systems the Kalman gain converges as the filter runs. The converged Kalman gain, $K$, can
then be used instead of \( K_k \). Making this substitution eliminates the need to recompute the Kalman gain at each time step which greatly reduces the computational effort required to run the filter. Unfortunately for nonlinear systems this type of substitution does not work as the Kalman gain never converges to a static matrix.

### 2.2 Extended Kalman Filter Development

Equations 2.14 through 2.19 represent the algorithm for a LTI system. More specifically, the \( \Phi \) and \( H \) matrices are required to be linear and constant. The extended Kalman filter provides a means to minimize the MSE for nonlinear systems.

The extended Kalman filter still operates as a linear filter, but accommodates nonlinear systems by linearizing the system around some operating point, \( x^* \). The system process and measurement equations must now be modeled in the following form:

\[
\begin{align*}
\dot{x} &= f(x) + u \\
z &= h(x) + v
\end{align*}
\]  
(2.20)

These equations are then linearized using a Taylor series expansion about the operating point, \( x^* \):

\[
\begin{align*}
\dot{x} &\approx f(x^*) + \frac{df}{dx} \Delta x + u \\
z &\approx h(x^*) + \frac{dh}{dx} \Delta x + v
\end{align*}
\]  
(2.21)

Where \( \Delta x \) and \( \Delta x \) are:

\[
\begin{align*}
\Delta x &= x - x^* \\
\Delta x &= \dot{x} - \dot{x}^*
\end{align*}
\]  
(2.22)

Combining Equations 2.20, 2.21, and 2.22 yields the linearized system in terms of \( \Delta x \):

\[
\begin{align*}
\dot{x} &= \frac{df}{dx} \Delta x + u \\
z &= h(x^*) + \frac{dh}{dx} \Delta x + v
\end{align*}
\]  
(2.23)

These equations do not simply replace the system in Equations 2.1 and 2.2. Instead of directly computing the best estimate, \( \dot{x} \), these equations compute the difference between the best estimate and the chosen linearization point. There are different strategies as to how to accommodate this. If the operating point, \( x^* \), is always zero then these terms simply drop...
out; \( \Delta x \) becomes \( x \) and \( h(x^*) \) goes to zero. This lets Equation 2.23 replace the linear process and measurement equations. When the linearization point is not zero, these equations can still be updated as they would be normally. Here, however, the states no longer represent the value of the best estimate but rather the deviation from the current linearization point. If the system can be linearized about a single operating point \( \Delta x \) can be computed and added to the operating point each time step. The last strategy presented, and the one used for this thesis, dictates that \( x^* \) should not be left constant. By setting the operating point equal to the current best estimate of the state vector a more accurate estimation can be obtained. The following equations overview this process by returning to the state update estimate, Equation 2.3, and substituting the linearized system:

\[
\Delta \hat{x}_k = \Delta \hat{x}_k^- + K_k [z_k - h(x_k^*) - H_k \Delta \hat{x}_k^-] 
\]  
(2.24)

Adding \( x_k^* \) to each side yields:

\[
\hat{x}_k = \hat{x}_k^- + K_k [z_k - h(x_k^*) - H_k \Delta \hat{x}_k^-] 
\]  
(2.25)

Finally making the substitution

\[
\hat{z}_k^- = h(x_k^*) + H_k \Delta \hat{x}_k^- 
\]  
(2.26)

yields

\[
\hat{x}_k = \hat{x}_k^- + K_k [z_k - \hat{z}_k^-] 
\]  
(2.27)

This equation can now be substituted into the linear Kalman filter equations. One important difference here is that \( H_k x_k \) is no longer used to predict the measurements, but rather, Equation 2.26 is used. At each time step the estimated operating point is set to the current estimation so \( \Delta \hat{x}_k^- \) is by definition zero and its associated term drops out.

While the extended Kalman filter provides a means to estimate non linear equations of motion, it does not always provide an optimal estimate as the linear filter does. The \( Q \) and \( R \) matrices are still assumed to have a linear relationship to the state and measurement vectors, which is not always true. Care should be taken to assure that this mis-modeling does not have adverse effects on the system performance.
CHAPTER 3. One Degree of Freedom Attitude Estimation Kalman Filter

As stated in the introduction the goal of this thesis is to present and analyze a Kalman filter which is capable of accurately estimating sensor orientation when rotated and simultaneously being moved in an arc. Before this filter is discussed a simpler model is presented to establish a performance reference point. The filter discussed in Chapter 3 assumes the sensor is rotated about its own axis and undergoes no linear accelerations. These assumptions minimize sensed accelerations which are not caused by gravity.

The angular position can be determined by using two orthogonal accelerometers to measure the local gravity vector. The two sensors are placed in the plane normal to the axis of rotation and as the sensors are rotated the component of gravity measured changes, as shown in Figure 3.1.

![System definition diagram](image)

Figure 3.1 System definition diagram.

The relationship between the measurements of the accelerometers and the local gravity vector provides a means to compute absolute orientation relative to gravity. The accuracy
of this type of system is limited by sensor noise. A low pass filter provides a simple way to reduce noise, but introduces a phase delay. For low speed applications this approach may be adequate, but high speed systems are more sensitive to phase delays. Additionally, any linear acceleration of the sensors (movement that is not rotational) introduces error into the system. This is a problem in aircraft when performing a coordinated turn. Due to the g loading generated by the turn, the acceleration seen by the accelerometers no longer points straight down. For this reason it is common that aircraft measure their attitude using rate gyros which are not susceptible to linear accelerations.

Rate gyros present their own challenges. Integration is required to compute the displaced angle, introducing two problems. First, the integration must be provided with an initial attitude, and any error here is carried through the integration process. The second problem is generated by the rate gyro measurement bias which is typically non-zero and not constant. Integrating with any bias will create accumulating error. When tracking attitude over a short amount of time a small bias may be manageable, but over long periods the bias will produce an unacceptable amount of drift.

An extended Kalman filter is used to combine data from the two sensor types. In the following sections the filter is derived and then used to make estimates of angle and rate for simulated and experimental data sets.

3.1 Process Equations

This section introduces the system model and develops the process equation which will be used in the Kalman filter formulation.

To begin, \( \theta \) is defined as the absolute angle between the z axis and the measurement direction of the z axis accelerometer, as shown in Figure 3.1. The z axis is defined to point straight up, opposite of gravity. The Y axis points in the forward direction and positive rotation is defined by the right hand rule. \( \dot{\theta} \) and \( \ddot{\theta} \) are defined as the first and second time derivative of \( \theta \) which is angular rate and angular acceleration, respectively.

The filter was designed to track arbitrary motion, modeled by a random walk process. \( \dot{\theta} \)
randomly walks according to \( w_\theta \), a zero mean white noise random process. The variance of \( w_\theta \) is a function of the system motion.

The process equation formulation begins with Equation 3.1.

\[
\begin{bmatrix}
\dot{\theta} \\
\ddot{\theta} \\
\cdots \\
\dot{\epsilon}
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\theta \\
\dot{\theta} \\
\ddot{\theta} \\
\epsilon
\end{bmatrix} +
\begin{bmatrix}
0 \\
0 \\
0 \\
w_\theta
\end{bmatrix}
\tag{3.1}
\]

Here \( w_\theta \) is white noise which drives the random walk process. Modeling the system in this way assumes that \( \ddot{\theta} \) of the motion profile moves randomly. However, the filter was tested with sinusoidal motion profiles, which are clearly not white noise. Modeling the acceleration of the system as a random walk is an ignorance based model. There is no prior knowledge of system motion so this model is used as a guess. Given knowledge of how the system moves the model can be improved over the one given here.

Modeling the rate gyro bias error presents an interesting challenge as it is not white noise. Fast sampling of the bias shows that each sample is highly correlated to the samples before and after it. To model the bias error more accurately a new state \( \epsilon \) has been appended to the state vector to estimate the rate gyro bias. This state is driven by another random process, \( w_\epsilon \), which is the rate at which the bias changes. The relationship is shown in Equation 3.2.

\[
\dot{\epsilon} = w_\epsilon
\tag{3.2}
\]

The addition of the \( \epsilon \) to the previous state definition yields Equation 3.3.

\[
\begin{bmatrix}
\dot{\theta} \\
\ddot{\theta} \\
\cdots \\
\dot{\epsilon}
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\theta \\
\dot{\theta} \\
\ddot{\theta} \\
\epsilon
\end{bmatrix} +
\begin{bmatrix}
0 \\
0 \\
0 \\
w_\theta \\
w_\epsilon
\end{bmatrix}
\tag{3.3}
\]

Where \( \Phi \), \( x \), and \( w \) are redefinitions representing the continuous system matrix, the state vector, and the white noise driving functions respectively.

To develop the process equations \( \Phi \) is discretized via Equation 3.4.

\[
\Phi = e^{\Phi \Delta t} = I + \Phi \Delta t + \frac{(\Phi \Delta t)^2}{2!} + \cdots
\tag{3.4}
\]
Only the first three terms of Equation 3.4 result in non zero matrices, when summed together they produce the system update matrix, \( \Phi \):

\[
\Phi = \begin{bmatrix}
1 & \Delta t & \frac{\Delta t^2}{2} & 0 \\
0 & 1 & \Delta t & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\end{bmatrix}
\]  

(3.5)

The process covariance matrix, \( Q \) is constructed to produce the system equations necessary to run the Kalman filter. The process equations were derived with two sources of noise, \( w_\theta \) and \( w_\epsilon \). Which are the variances of two independent white noise processes with zero mean. Noise is added to the acceleration term to create a random walk model. The subscript \( \theta \) was chosen to indicate that this term is associated with the angular motion of the system. The bias, \( \epsilon \) was also modeled as a random walk process in order to model the slowly time-varying rate gyro drift. These two processes are completely independent and there is no cross correlation, so the \( Q \) matrix is simply the diagonal matrix with the variances of the white noise processes along the diagonal. \( Q \) is then defined as:

\[
Q = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & w_\theta & 0 \\
0 & 0 & 0 & w_\epsilon \\
\end{bmatrix}
\]  

(3.6)

The process equation for this filter is presented in it’s final form in Equation 3.7.

\[
x_{k+1} = \Phi x_k + w
\]

(3.7)

Where the \( k \) index represents the current discrete timestep.

### 3.2 Measurement Equation

Unlike the process equation, the measurement equation for this system is nonlinear. The system was linearized about the current best estimate as described in Section 2.2. This allows the system to track the full range of motion for a single axis, between \((-180^\circ \text{ to } 180^\circ)\).
Recalling Equation 2.20, the function, \( h(x) \), was constructed by using the kinematic relationship between \( x \) and the three measurements. These are the accelerations in the \( z \) and \( y \) directions along with the rate in the \( x \) direction.

The acceleration sensed by the two accelerometers are functions of the local gravity magnitude and \( \theta \), the angle between the \( z \) axis and the normal direction of the sensor, as defined in Figure 3.1. Gravity was considered constant for this application and acceleration was measured in G units, this allows the accelerations to be described as functions of \( \theta \) only, as described in Equation 3.8:

\[
\begin{align*}
A_z &= -\cos(\theta) \\
A_y &= -\sin(\theta)
\end{align*}
\tag{3.8}
\]

Where \( A_z \) and \( A_y \) are the accelerations measured by the inertial measurement unit (IMU) in the normal and tangential directions respectively. The rate relation is then simply defined as:

\[
\Omega_x = \dot{\theta} + \epsilon
\tag{3.9}
\]

Where \( \Omega_x \) is the rate gyro reading in the \( x \) direction. \( h(x) \) can now be defined:

\[
z = \begin{bmatrix} \Omega_x \\ A_y \\ A_z \end{bmatrix} = h(x) = \begin{bmatrix} \dot{\theta} + \epsilon + v_\epsilon \\ -\sin(\theta) + v_A \\ -\cos(\theta) + v_A \end{bmatrix}
\tag{3.10}
\]

Where \( v_A \) and \( v_\epsilon \) are the accelerometer and rate gyro noise variances. Equation 2.23 is then used to define \( H_k \), the linearization of \( h(\hat{x}_k^-) \).

\[
H_k = \frac{\delta h}{\delta x} = \begin{bmatrix} 0 & 1 & 0 & 1 \\ -\cos(\hat{\theta}_k^-) & 0 & 0 \\ \sin(\hat{\theta}_k^-) & 0 & 0 \end{bmatrix}
\tag{3.11}
\]

Where the \( ^- \) superscript indicates that the prior estimate should be used. For the extended Kalman filter \( H_k \) must be recomputed at each time step, using the prior estimate of \( \theta \), which provides the closest approximation for use as a linearization point.

The measurement covariance matrix, \( R \) is computed to complete the measurement equation. The variance terms, \( v \), were introduced in Equation 3.10 and are used to formulate the
the matrix, just as $Q$ was created. There is no cross correlation between measurements from different sensors so their variances are placed along the diagonal, resulting in:

$$R = \begin{bmatrix} v_A & 0 & 0 \\ 0 & v_A & 0 \\ 0 & 0 & v_\epsilon \end{bmatrix} \quad (3.12)$$

### 3.3 Initial Conditions

Starting the filter requires the use of some initial conditions. The two parameters, $\hat{x}_{1k}^-$ and $P_{1k}^-$, must be given initial values because there is not a $k = -1$ time step from which to derive these prior estimates. A linear Kalman filter will converge from any initial condition, but extended filters can exhibit divergence if the initial conditions are not chosen properly. Setting the initial prior state estimates close to the true values helps to ensure convergence, but does not always guarantee it. The filter presented requires initial angular position, rate, acceleration, and rate gyro bias. With no prior knowledge these initial values are all set to zero.

The initial error covariance matrix is the diagonal matrix of the initial state estimate variances. If one of the state values is known absolutely at filter startup the corresponding entry is set to zero. As confidence of this initial estimate decreases the entry increases in size.

To facilitate convergence over a wide range of starting conditions, including the one examined here, the initial conditions were defined as:

$$\hat{x}_{k}^- = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \end{bmatrix} \quad P_{1k}^- = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0.1 \end{bmatrix} \quad (3.13)$$

### 3.4 Simulation

All of the equations which are required for the attitude estimation problem have now been determined. These values were inserted into the predict and update phases previously discussed
and executed sequentially for four different sets of simulated motion. Ideal data sets were
generated based on a given angle and rate trajectory, these signals were then corrupted with
a white noise with a given variance. The noise data was then fed through the filter algorithm
and the estimated signals were then compared to the original trajectory information.

In order to evaluate the performance of each filter the root mean squared error (RMSE) was
computed for each simulation run. This metric was also used to determine the performance of
datasets derived from running experiments with an IMU sensor. In all cases the RMSE was
only computed after the filter had converged.

### 3.4.1 Simulation data sets

Trajectory data is shown in Table 3.1. All simulations are based on these four sinusoidal
motion profiles.

<table>
<thead>
<tr>
<th>Amplitude (°)</th>
<th>Simulation 1</th>
<th>Simulation 2</th>
<th>Simulation 3</th>
<th>Simulation 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency (rad/s, Hz)</td>
<td>1, 0.159</td>
<td>1, 0.159</td>
<td>1, 0.159</td>
<td>2, 0.318</td>
</tr>
<tr>
<td>Accelerometer Noise Variance (µg² s⁻²)</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Rate Gyro Noise Variance (rad/s²)</td>
<td>0.0019</td>
<td>0.0019</td>
<td>0.0019</td>
<td>0.0019</td>
</tr>
</tbody>
</table>

Table 3.1 Simulation motion parameters for basic Kalman filter

All simulations were sampled at 819Hz, the same sampling frequency of the IMU which
was used in experimental tests. A bias error was also added to the rate gyro. The bias has
a random initial value, zero mean with a standard deviation of 3° s⁻¹. Once initiated the bias
error is modeled with a random walk process, driven by the white noise process \( w_r \) which has
a standard deviation of 0.007° s⁻¹.

The measurement variances used in the filter were chosen based on the noise variances
specified in Table 3.1. The rate gyro bias variance was also selected according to noise process
definition. The remaining variance parameter, \( w_\theta \), was selected to be 0.25 rad² s⁻³ to allow for a
wide range of motion.

To demonstrate the need to filter noisy measurements for Simulation 1 IMU sensor mea-
measurements were directly converted to position data. Figure 3.2 shows the position derived
from rate gyro integration and Figure 3.3 shows the position derived from the accelerometer measurement.

![Position from integrated rate simulation](image1)

Figure 3.2 Position computed from noisy rate gyro measurement.

![Position from converted accelerometer simulation](image2)

Figure 3.3 Position computed from noisy accelerometer measurement.

It is clear from the figures that both methods have their own shortcomings. The integrated rate signal drifts due to the bias error accumulating and the accelerometer derived position signal did not drift but was more noisy. Adhering to the metric, the RMSE for the position from the accelerometer data was computed to be $0.290^\circ$. The error from the integrated rate data clearly grows very large in a matter of seconds.

For some applications this noise level may be adequate in which case there is no need for advanced filtering. In other applications some amount of phase delay may be tolerated in
which case the noisy signal could be low pass filtered to obtain sufficient results. However, most applications desire better performance than this.
3.4.2 Simulation results

After the Kalman filter was applied to Simulation 1 data, the estimated angle and rate were plotted against the reference trajectories. These comparisons are shown in Figure 3.4 and Figure 3.5. The figures only plot the first two seconds of simulation to present the subtleties of the data.

![True Angle vs Estimated Angle](image1.png)

Figure 3.4 Kalman filter angle result for simulation 1.

![True Rate vs Estimated Rate](image2.png)

Figure 3.5 Kalman filter rate result for simulation 1.

Both signals converged in under a half second, though the rate estimate took longer to do
so. This was a result of the poor initial estimate. All initial states were guessed to be zero, for the angle state this was accurate, but not so for rate. The initial velocity was not zero and the estimate takes some time to converge to the true signal. To obtain an average RMSE value for each set of data the simulation was run fifty times, and the results were averaged together. For the first simulation case the RMSE for the angle and rate estimate are $0.022^\circ$ and $0.055\frac{s}{^\circ}$ respectively. Recalling the RMSE error for the direct conversion the reader can see that the Kalman filter provides nearly an order of magnitude improvement over the directly converted data.

Error signals were also computed, comparing the difference between the estimated values computed by the filter and uncorrupted motion data. These plots are presented in Figure 3.6.

![Angle Estimation Error](image)

**Figure 3.6** Kalman filter angle error for simulation 1.

These plots show a more detailed view of the initial convergence and the error seen afterwards. The angle estimate converges all at once, in under a half second. It is also verified that the rate takes longer to reach steady state, but not all at once. A large burst for the first half second and then eliminating the remaining error over the next half second.
The same simulation was then run for the remaining three simulation sets. The RMSE values were once again used as a means of comparison. The results are tabulated below in Table 3.2. The results indicated consistent performance over all simulation sets, consistent with expectations. All simulations used identical noise variances and fall within the bandwidth of the system, so it follows that the output noise was consistent.

<table>
<thead>
<tr>
<th></th>
<th>Simulation 1</th>
<th>Simulation 2</th>
<th>Simulation 3</th>
<th>Simulation 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amplitude RMS error (°)</td>
<td>0.0220</td>
<td>0.0221</td>
<td>0.0221</td>
<td>0.0223</td>
</tr>
<tr>
<td>Rate RMS error (°/s)</td>
<td>0.0550</td>
<td>0.0551</td>
<td>0.0571</td>
<td>0.0645</td>
</tr>
</tbody>
</table>

Table 3.2 Simulation RMS error results for basic Kalman filter.

3.5 Experiment

To explore the accuracy of the model and the caveats that exist in real dynamic systems an experiment using real sensors was performed. Although much can be learned through modeling, there is no substitute for analyzing real data.
3.5.1 Test Setup

To collect the experimental data sets a test fixture was constructed using an Analog Devices ADIS16362 triaxial rate gyro and accelerometer IMU. The sensor was affixed to rotate about the axis of a large stepper motor. The stepper motor was then commanded to move in the profiles described in Table 3.1. The stepper motor allowed for a very accurate reference signal to be recorded alongside the measurement data. Both signals were sampled at $f_{IMU} = 819.2$ Hz, the maximum sampling rate of the IMU.

3.5.2 Sensor noise analysis

The noise used to corrupt the signal for the simulated data sets had equal power at all frequencies. While convenient for simulation, the sensors used did not exhibit this behavior. White noise was assumed for the derivation of the Kalman filter and proper implementation relies upon each time step having noise uncorrelated to any other time step.

The IMU used in this experiment digitally processes measurement data internally before passing it onto the end user. After being digitized, samples are passed through two averaging filters before being passed to the Kalman filter. The signal chain is shown for reference in Figure 3.8.

![Figure 3.8 IMU signal processing chain.](image)

The two averaging filters act to correlate data between time steps. Each averaging filter has four samples of memory which act to correlate data between time steps. This correlated sensor data, or colored sensor noise, violates the white noise assumption required by the Kalman filter. Figure 3.9 shows the power spectrum density (PSD) of the rate gyro noise as an example. The two accelerometer measurements used have similar PSD responses, but were more susceptible
to external vibrations so were not used for analysis.

Figure 3.9 Power spectrum density of the rate gyro error.

One method to account for colored noise is to add the filter response to the system model. The Kalman filter would require eight additional states to accurately model the digital filter response. If the exact filter method were not known an autoregressive (AR) model could also be used to model the digital filter. Both scenarios require the addition of system states, a process described by Gibson [3].

An alternative approach, and the one used in this experiment, limits the bandwidth of the Kalman filter so that the colored noise appears white. Power between zero and one hundred Hertz varies only by a few dB. Data can be re-sampled at twice this rate to limit the bandwidth and give it the appearance of being white. The spectral content of the simulation and experiments performed occurred at less than one Hertz, so limiting the system bandwidth did not interfere with tracking. The bandwidth of the system was limited by taking every fourth sample that came from the digital signal. This re-sampling process defined a new filter sampling rate, $f_{\text{filter}} = 204.8$ Hz. Because re-sampling was done at even intervals no new aliasing occurred.

By only using every fourth sample the sensor data being fed into the Kalman filter is now sufficiently independent from time step to time step. As verification, Figure 3.10 presents the new spectral density plot at the lower sampling rate. The figure verifies the new noise is
sufficiently white and that spectral content was not affected during the re-sampling process.

![Rate Gyro Power Spectral Density at $f_{filter} = 204.8$ Hz](image)

**Figure 3.10**  Power spectrum density of the rate gyro error at $f_{filter}$.

Although a single noise variance is defined by the manufacturer of the IMU, experimental data showed that noise varied with speed, test stand smoothness, and environmental vibrations for the different experiments. To provide the Kalman filter with more accurate noise variance information error signals were computed for each set of experimental data. The computed noise variances, along with nominal trajectory profiles, for each experiment is given in Table 3.3

<table>
<thead>
<tr>
<th></th>
<th>Exp. 1</th>
<th>Exp. 2</th>
<th>Exp. 3</th>
<th>Exp. 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amplitude ($^\circ$)</td>
<td>10</td>
<td>20</td>
<td>40</td>
<td>20</td>
</tr>
<tr>
<td>Frequency (1rad/s)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Y Accelerometer Noise Variance ($\mu g^2 s^2$)</td>
<td>108</td>
<td>164</td>
<td>139</td>
<td>143</td>
</tr>
<tr>
<td>Z Accelerometer Noise Variance ($\mu g^2 s^2$)</td>
<td>55</td>
<td>86</td>
<td>78</td>
<td>62</td>
</tr>
<tr>
<td>Rate Gyro Noise Variance ($\mu$rad$^2 s^4$)</td>
<td>47</td>
<td>60</td>
<td>95</td>
<td>144</td>
</tr>
</tbody>
</table>

Table 3.3  Experimental motion parameters and computed noise variances for the basic Kalman filter.

### 3.5.3 Filter results

As described in the previous section, the filter was modified to utilize every fourth sample and run with variance parameters as defined in Table 3.3. The RMS errors for the four
experiments are presented in Table 3.4.

<table>
<thead>
<tr>
<th></th>
<th>Experiment 1</th>
<th>Experiment 2</th>
<th>Experiment 3</th>
<th>Experiment 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angle RMS error (°)</td>
<td>0.08</td>
<td>0.13</td>
<td>0.23</td>
<td>0.27</td>
</tr>
<tr>
<td>Rate RMS error (°/s)</td>
<td>0.31</td>
<td>0.37</td>
<td>0.50</td>
<td>0.65</td>
</tr>
</tbody>
</table>

Table 3.4  Experiment RMS error results for expanded state Kalman filter.

When compared to simulation counterparts, all experimental error values were found to be larger. This result was expected as the noise variance values were also higher. The error signals for rate and position are shown below in Figure 3.11. A large contributor of the total RMS error is due to the slow sinusoid present in the error signal. This error is primarily due to a phase shift between the true position and the output of the filter, caused by the digital filter implemented in the IMU which imparts an eight sample delay. To verify the source of the error the reference angle and rate were phase shifted forward eight time steps to synchronize the data. Although this can not be done in real time it is useful for validation purposes.

![Figure 3.11 Angle and rate error for Experiment 1.](image_url)
The phase corrected data is shown in Figure 3.12.

Figure 3.12 Angle and Rate error for Experiment 1 with phase shifted sensor data.

The data shift clearly reduced angle and rate RMS error. For Experiment 1 the angle RMS error was reduced to $0.059^\circ$ from $0.080^\circ$, while the rate RMS error was marginally improved to $0.30^\circ/s$ from $0.31^\circ/s$. Performing the phase shift reduced the sinusoidal component, an indication that the phase shift was eliminated. Shifting by more or less than eight time steps resulted in higher RMSE values, confirming the phase shift reduction. The remaining errors were likely due to minor imperfections in the test rig such as reference signal misalignment, IMU sensor orthogonality errors, and scale nonlinearities.
CHAPTER 4. Attitude Estimation with Radius Estimation

The system model presented in Section 3.1 assumed that all accelerations measured were due to gravity. This model is accurate when the IMU is placed along the axis of rotation. When this axis of rotation is offset from the sensor axis by some radius \( R \), tangential and normal acceleration components are also sensed by the IMU along the Z and Y axes. A diagram is presented in Figure 4.1 where the new accelerations and radius are denoted in red.

![Figure 4.1 System definition with normal and tangential acceleration components.](image)

The diagram shows that the two accelerometers now measure gravity along with normal and tangential accelerations. The model was expanded to account for the new acceleration components in an effort to reduce the error that would otherwise be seen due to the unmodeled acceleration. This expanded state filter is the focus of discussion for the remainder of this
4.1 Measurement and Process Equations

The normal and tangential accelerations presented are related to the radius of rotation, \( R \), and the angular motion \( \theta \), as shown in Equation 4.1.

\[
\begin{align*}
    a_{\text{normal}} &= \dot{\theta} \times (\dot{\theta} \times R) \\
    a_{\text{tangential}} &= \ddot{\theta} \times R
\end{align*}
\]  

(4.1)

The IMU was positioned so that all normal acceleration was sensed by the Z axis and all tangential acceleration was sensed by the Y axis. Combining this relation with Equation 3.8 produces the final relation between acceleration and \( \theta \), presented below:

\[
\begin{align*}
    A_y &= -\sin(\theta) + R \ddot{\theta} \\
    A_z &= -\cos(\theta) + R \dot{\theta}^2
\end{align*}
\]  

(4.2)

These types of rate gyros are not significantly affected by linear accelerations so no new compensation modeling was required for rate estimation. This led to the redefinition of \( h(x) \):

\[
h(x) = \begin{pmatrix}
    \dot{\theta} + \epsilon + v_x \\
    -\sin(\theta) + R \ddot{\theta} + v_A \\
    -\cos(\theta) + R \dot{\theta}^2 + v_A
\end{pmatrix}
\]  

(4.3)

Where the variable definitions remain consistent with the original filter definitions.

A new state was introduced in the new state vector, \( R \) the radius of rotation. The measurement equation was still nonlinear so it was again linearized to provide \( H_k \).

\[
H_k = \begin{bmatrix}
    0 & 1 & 0 & 1 & 0 \\
    -\cos(\theta) & 0 & R & 0 & \dot{\theta} \\
    \sin(\theta) & 2\dot{\theta}R & 0 & 0 & \dot{\theta}^2
\end{bmatrix}
\]  

(4.4)

The measurement covariance matrix used in the original Kalman filter can be reused exactly for the filter with radius estimation.
The following were redefined and are shown below, $F$, $x$, and $w$.

\[
\begin{bmatrix}
\dot{\theta} \\
\ddot{\theta} \\
\varepsilon \\
\dot{R}
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\theta \\
\dot{\theta} \\
\epsilon \\
R
\end{bmatrix}
+ 
\begin{bmatrix}
0 \\
0 \\
\epsilon \\
w_R
\end{bmatrix}
\tag{4.5}
\]

Using Equation 3.4, $\Phi$ is constructed from $F$:

\[
\Phi =
\begin{bmatrix}
1 & \Delta t & \frac{\Delta t^2}{2} & 0 & 0 \\
0 & 1 & \Delta t & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}
\tag{4.6}
\]

The formulation of the process error covariance matrix was similar to the original filter, with one main difference. The addition of the radius random walk process variance, $\omega_R$. This parameter dictates how much the radius is expected to change between time steps. For a physical layout where the radius is known to be constant this value should be very small so that the estimate of the state will converge to the true value. For systems where it is known that the radius will change a larger $\omega_R$ should be chosen. $Q$ was defined as:

\[
Q =
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & \omega_{\dot{\theta}} & 0 \\
0 & 0 & 0 & \omega_{\epsilon} & 0 \\
0 & 0 & 0 & 0 & w_R
\end{bmatrix}
\tag{4.7}
\]

The completed radius estimating process and measurement equations were, once again, used to filter simulated and experimental data.
4.2 Simulation

The simulation procedure for the filter with radius estimation was similar to the original filter. The new simulation sets which were used are described in Table 4.1. The primary change was the incorporation of the radius parameter for each data set.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Simulation 5</th>
<th>Simulation 6</th>
<th>Simulation 7</th>
<th>Simulation 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amplitude ($^\circ$)</td>
<td>10</td>
<td>20</td>
<td>40</td>
<td>20</td>
</tr>
<tr>
<td>Frequency (1 rad/s)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Radius (m)</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>Accelerometer Noise Variance ($\mu g^2$)</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Rate Gyro Noise Variance ($\text{radians}^2$)</td>
<td>0.0019</td>
<td>0.0019</td>
<td>0.0019</td>
<td>0.0019</td>
</tr>
</tbody>
</table>

Table 4.1  Simulation motion parameters for the expanded state Kalman filter.

The noise parameters were defined based on the noise characteristics of the IMU sensor, as specified by the manufacturer. Unfiltered data was again used as a starting point of the simulation analysis. Figure 4.2 shows accelerometer data which was directly converted to position data in Figure 4.2.

![Figure 4.2 Reference angle vs angle computed directly from accelerometer measurement.](image)

Figure 4.2  Reference angle vs angle computed directly from accelerometer measurement.

Figure 4.2 shows that sensor noise is no longer the primary contributor to the error. Instead the additional acceleration components added the most error. The error when directly
converted was in terms of degrees rather than tenths of a degree, as was seen in the filter with no radius. Although the rate gyros were unaffected by the additional acceleration they still suffer bias drift. Moving the sensor off of the axis of rotation caused large amounts of error when directly converted.

When Simulations five through eight were run through the Kalman filter discussed in Chapter 3 similar poor results were seen, with RMS errors greater than one degree seen. Increasing the accelerometer noise variance decreased the error some, but at the cost of less accuracy.

However, through the use of the improved model a much more accurate angle and rate estimate can be obtained. This was one of the primary motivations for using the radius estimating Kalman filter.
4.2.1 Simulation results

The simulations for the radius estimating filter were run in the same way as the first filter presented. The first few seconds of Simulation 5 are shown in Figure 4.3 and Figure 4.4. These demonstrate the convergence and tracking of the filter.

Figure 4.3 Simulation 5 reference and estimated angle comparison.

Figure 4.4 Simulation 5 reference and estimated rate comparison.
These results are similar in nature to Simulation 1. The angle estimate once again received a correct initial estimate and converged faster than the rate estimate which received an incorrect initial estimate. In absolute terms the new filter representation took about the same time to converge as the filter discussed in Chapter 3. By varying initial error covariance values, or $P$ terms, it was observed that angle and rate convergence time was very dependent on radius convergence time. Given the coupled nature of these estimates this was not a surprise.

It is also useful to look at error plots for angle and rate, shown in Figures 4.5 and 4.6.

Figure 4.5 Simulation 5 angle error.

Figure 4.6 Simulation 5 rate error.
These plots again show the convergence time was less than one second. They clearly show the nature of the error and the style of convergence. The angle quickly approached the correct value but the remaining error decayed slowly. Meanwhile the error seen in the rate converged at a more steady pace.

Figure 4.7 plots the rate error covariance for the two filters, with and without radius estimation. These signals came from the diagonal parameters of $P_k$, which provides the covariance of the $\hat{X}_k$ estimates. These variances were plotted over time to give a history of the rate confidence.

![Rate covariance comparison for radius estimating and inline Kalman filters](image)

Figure 4.7  Rate covariance comparison for radius estimation filter and inline filter.

It is clear that each filter ultimately converged to some final value, which was a function of the $R$ and $Q$ matrices along with sensor noise and system dynamics. Looking at the error covariance is typically a good indication of system convergence. This rule was used for Figure 4.7 to show that the radius estimating filter converged to an intermediate level in about 200ms before finally converging after about one second. This 200ms intermediate period was also observed in the rate estimate in Figure 4.6.
The radius estimate is shown in Figure 4.8.

![Radius Estimate for Simulation 5-8](image)

Figure 4.8 Radius estimate for all simulation.

It is clear that Simulation 5 took much longer to converge than the other test cases. This is due to the lower angular rate and acceleration components of the motion. Despite the half meter error at one second, Simulation 5 still produced respectable RMS error results. However the tabulated result section shows that RMS errors are lower for the last three simulations.
Fortunately it is easy to observe any of the state covariance signals to determine when the system has converged. The covariance history of the radius estimate for each simulation is shown in Figure 4.9.

![Radius Error Covariance for Simulation 5-8](image)

This confirms that the radius estimate was mostly converged within one second for all simulations. It also demonstrates the stair-step convergence demonstrated in Figure 4.7. Perhaps the most valuable comparison from Figure 4.9 was that as the speeds in the simulation increase the error covariance decreased faster and more steadily. Equation 3.8 presented a clear relation between the radius estimate and time derivatives of $\theta$. In order for the filter to estimate radius the sensor must either be rotating or accelerating.

### 4.2.1.1 Tabulated simulation results

As was done in the first four simulations, simulations 5 through 8 were each run fifty times and the average RMSE for angle and rate were computed. The results are presented below.

Table 4.4 shows similar RMS errors for angle and rate across all simulations with Simulation 5 tending to have the most error. As discussed in Chapter 3, the sensor noise parameters for each simulation were the same and the different rate and acceleration profiles used were all well
within the bandwidth of the filter. It follows then that the output noise of the filter should be similar for all simulations.

Comparing simulations one through four with simulations five through eight show that the second set had slightly higher RMS error values overall. This was due to the error in radius estimation. As this error approaches zero, as in Simulation 8, the rate and angle errors approach Simulation 4. The greatest deviation is seen between Simulation 1 and Simulation 5, where the radius estimation error is the greatest.

### 4.3 Experiment

Once again an experiment was performed to corroborate the results found in the simulation section. Test data was taken in the same manner as it was for experiments one through four which have already been analyzed. The test stand was modified by moving the sensor onto the end of a 1.5 meter arm. This reflects the model presented in Figure 4.1.

#### 4.3.1 Noise analysis

The same digital filter settings were used on the IMU, so the noise analysis performed earlier remains valid for this set of experiments. The filter was run at $f_{\text{filter}} = 204.8 \text{Hz}$ in order to limit the bandwidth of the system and to preserve the white noise assumption. New noise variances for each experiment case were determined and are listed in Table 4.3.

The measurement variances were all larger than those for the first four experiments, due to the addition of vibrations on the test stand. Plotting the power spectrum in Figure 4.10 provides some insight into the sources of noise.

Experiments five through eight saw elevated power levels at 0.15 and 6 Hz. The low frequency power was at the same frequency as the system motion, one radian per second.
Table 4.3  Experimental motion parameters and computed noise variances for the expanded state Kalman filter.

<table>
<thead>
<tr>
<th></th>
<th>Exp. 5</th>
<th>Exp. 6</th>
<th>Exp. 7</th>
<th>Exp. 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amplitude (°)</td>
<td>10</td>
<td>20</td>
<td>40</td>
<td>20</td>
</tr>
<tr>
<td>Frequency (1 rad/s)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Radius (m)</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>Y Accelerometer Noise Variance (µg)</td>
<td>846</td>
<td>5212</td>
<td>6937</td>
<td>6431</td>
</tr>
<tr>
<td>Z Accelerometer Noise Variance (µg)</td>
<td>91</td>
<td>282</td>
<td>391</td>
<td>453</td>
</tr>
<tr>
<td>Rate Gyro Noise Variance (µradians)</td>
<td>88</td>
<td>326</td>
<td>367</td>
<td>442</td>
</tr>
</tbody>
</table>

Figure 4.10  Spectral power response for rate gyro sampled at 204.8Hz.

The power at 6 Hz corresponds to the natural frequency of the test stand. This additional motion was not measured and not incorporated into the truth signal and therefore appears as error. In fact this motion actually occurred but cannot be accurately measured so was treated as error. This additional motion can be reduced through the use of a stiffer beam, but never completely eliminated. For more robust analysis a test stand should be designed with a natural frequency higher than the sampling rate of the system.
4.3.2 Filter results

Data from Experiments five through eight was processed by the Kalman filter with radius estimation. The results are listed in Table 4.4 and error signals from Experiment 5 are plotted in Figures 4.11 and 4.12.

<table>
<thead>
<tr>
<th></th>
<th>Experiment 5</th>
<th>Experiment 6</th>
<th>Experiment 7</th>
<th>Experiment 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angle RMS error (°)</td>
<td>0.11</td>
<td>0.24</td>
<td>0.31</td>
<td>0.26</td>
</tr>
<tr>
<td>Rate RMS error (°/s)</td>
<td>0.37</td>
<td>0.84</td>
<td>0.82</td>
<td>0.93</td>
</tr>
</tbody>
</table>

Table 4.4 Experiment RMS error results for expanded state Kalman filter.

Figure 4.11 Experiment 5 angle error.

Real sensors and mechanical vibration resulted in larger noise variances for all four experiments. This was the primary source of higher RMS errors. A portion of the error was due to uncertainties caused by flexure in the beam used to offset the sensor for the axis of rotation. The two sources of error occur due to the unavoidable resonance in the beam and flexing at the endpoints of the sensor movement. This is confirmed by the error signal plots, most notably Figure 4.12. The resonance manifests itself as the high frequency component of the error. Because these movements are within the bandwidth of the system the filter should track them reasonably well. However, with this test setup it was impossible to verify that this
was the case; an alternate method of angle measurement would be required to confirm this.

Another source of error comes from how accurately the radius of rotation is estimated. Section 4.2.1 discussed that larger $\dot{\theta}$ and $\ddot{\theta}$ values produced a better radius estimation and in turn a better angle and rate estimation. The experimental data collected had more noise for faster motion profiles. The filter then used larger variances for the measurements, which resulted in larger angle and rate estimation errors.

Figure 4.12  Experiment 5 rate error.
Figure 4.13 shows the radius estimate for the four experiments.

![Radius Estimate for Experiments 5-8](image)

This figure makes it clear that Experiment 8 converged quickly and accurately. With the other cases slowly approaching the true radius value of 1.5 meters. Despite the sensor noise variances being similar or higher, Experiments 8 maintained lower RMS error for the angle estimate. Experiment 8 converged faster because the motion profile had twice the frequency. The higher average angular rate and accelerations created more certainty in the radius estimate which in turn increased model accuracy and angle estimate performance.

### 4.3.3 Convergence

The extended Kalman filter typically requires some consideration regarding convergence, and the radius estimating filter was no exception. Typically a system diverges at filter start up when state estimate covariances are low, and initial state estimates are poor. Placing the initial estimates sufficiently close the the true starting locations allowed for proper filter convergence. Most important was selection of the initial radius estimate. For the experiments presented here this value was set to one meter. When set to negative or too near to zero the radius estimate would lock on to a negative estimate, obviously incorrect. The estimate could potentially jump...
a large amount in the first second of the filter and placing the initial radius estimate at some value larger than zero prevents it from reaching an equilibrium with a negative radius.

Divergence can also be caused by large sudden changes in the states of the system. These types of dramatic changes typically violate some part of the process model. So, for all the experiments smooth motion was generated in order to avoid this type of divergence.

4.3.4 Zero radius experiments with radius estimation filter

Given adequate motion, the radius estimation filter did a remarkable job of estimating the radius. Only non-zero radius experiments have been examined up to this point. It is valuable to ensure that the filter is still operates reasonably well for data sets where there is no radius of rotation.

To test the filter, data from experiments one through four were used with the radius estimating filter. The results are listed in Table 4.5.

<table>
<thead>
<tr>
<th></th>
<th>Experiment 1</th>
<th>Experiment 2</th>
<th>Experiment 3</th>
<th>Experiment 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angle RMS error ($^\circ$)</td>
<td>0.08</td>
<td>0.14</td>
<td>0.22</td>
<td>0.23</td>
</tr>
<tr>
<td>Rate RMS error ($^\circ$/s)</td>
<td>0.30</td>
<td>0.43</td>
<td>0.49</td>
<td>0.63</td>
</tr>
</tbody>
</table>

Table 4.5 Experiment RMS error results for expanded state Kalman filter used with inline motion profiles.

These RMS error values are very close to those seen in the Kalman filter without radius estimation in Table 3.4. This indicates that once properly converged the radius estimation filter performed as well as the filter without radius estimation. However, greater care must be taken to ensure that all estimates properly converge. If the radius converges to an incorrect value, a problem which can be exasperated by a slow moving system or by poorly selected variance terms, and the system performance can be greatly degraded.
CHAPTER 5. Conclusion

The formulation of the linear and extended Kalman filter equations have been presented, along with two methods for determining attitude with inertial sensors. It has been shown that for systems where the sensor can be placed on or near the axis of rotation the inline filter discussed in Chapter 3 provided more accurate results without the increased risk of divergence. Simulated filter runs produced RMS error values near 0.02 degrees.

For systems where the sensor could not be placed along the axis rotation, or the axis of rotation moved unpredictably the filter with radius estimation, presented in Chapter 4, was more appropriate. This filter provided similar RMS error values to the filter with no radius estimation while decreasing the assumptions made about sensor placement. The inaccuracies primary came from errors in the radius estimation. For systems moving faster than ten degrees per second and a frequency of one radian per second the radius converged adequately and little or now difference between the two filters was observed.

In contrast, for systems where the motion profile was slow, tangential and normal accelerations were also slow. For these systems the radius estimation filter was not appropriate. The slower motion produced inaccurate radius estimation which in turn created errors in the angle and rate estimations. Additionally low speed systems produced only small normal and tangential errors, providing little benefit for their reduction.

In some cases, the radius of rotation may be a known constant. If so, a modified version of the radius estimating filter could be used, where the radius state is eliminated and all instances of the "R" state are replaced with the known value.

Future work includes the incorporation of Coriolis terms for a changing radius and the extension to non-planar motion. Coriolis incorporation was not included here because all radii
were assumed to be constant. For a system where these radii are expected to move at a significant speed, there could be significant Coriolis terms that need to be accounted for. This would involve adding an additional state $\dot{R}$, the time derivative of $R$, which would be coupled to the rest of the system via the Coriolis term and normal acceleration.

To extend the system to two degrees of freedom requires more significant work. For simple motion where the system is not expected to roll or pitch more than ten or twenty degrees, angle and rate could be approximated by using two uncoupled planar models, this however, introduces another error component.

To properly model the system, roll and pitch models need to be combined to account for a common normal acceleration term. This will create a nine state filter. The process equation includes one state for radius, four states for roll, and four states for pitch, with similar construction to filters already presented. The measurement equation will be more complex, requiring the incorporation of the coupled dynamic model.

In all, care should be taken in choosing the type of filter to use for a given dynamic system. Sensor placement and expected motion profiles are two of the main concerns when investigating which filter type to be used.
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