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Abstract

Congestion detection is one of the key steps to reduce delays and associated costs in traffic management. With the increasing usage of GPS base navigation, promising speed data is now available. This study utilizes such extensive historical probe data to detect spatio-temporal congestion by mining historical speed data. The detected congestion were further classified as Recurrent and Non Recurrent Congestion (RC, NRC). This paper presents a big data driven expert system for identifying both recurrent and non-recurrent congestion and analyzing the delay and cost associated with them. For this purpose, first normal and anomalous days were classified based on travel rate distribution. Later, we utilized Bayesian change point detection to segment speed signal and detect temporal congestion. Finally according to the type of congestion summary statistics and performance measures including (delays, delay cost, and congestion hours) were analyzed. In this study, a statistical big data mining methodology is developed and the robustness of the proposed methodology is tested on probe data for 2016 calendar year, in Des Moines region, Iowa, US. The proposed framework is self adaptive because it does not rely on additional information for detecting spatio-temporal congestion. Therefore, it addresses the limits of prior work in NRC detection. The optimum value for congestion percentage threshold is identified by Elbow cut off method and speed values were temporally denoised.
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1. INTRODUCTION

The transportation sector is the second largest carbon-dioxide (CO2) emission contributor according to the International Energy Agency in 2011 [1]. Joumard et al. [2] found that CO2 emissions from low speed traveling are higher than those with high speed traveling. Moreover, fuel consumption of a cold engine is higher than an engine which is fully warmed up. Traffic congestion with low speed and stop and go conditions contributes to green house emissions significantly. In addition the United States Department of Transportation (USDOT) considers traffic congestion as “one of the single largest threats” to the economic prosperity of the nation [3]. The congestion cost for the top 471 urban areas of
the United States was $160 billion, including 6.9 billion hours of wasted time and 3.1 billion gallons of wasted fuel [4]. Therefore, managing and maintaining a smooth traffic flow and reducing the conditions associated with stop and go, not only will reduce social costs, but also contributes to green house emission reduction and benefits the economy of the nation. As a result, studying and analyzing congestion and the associated delays are crucial.

Traffic congestion is usually divided into two types: Recurrent Congestion (RC) and Non-Recurrent Congestion (NRC) [5, 6]. RC exhibits a daily pattern in terms of location and duration and RC events are usually known by traffic operators. RC is observed at peak hour periods mainly because of excess travel demand and inadequate infrastructure capacity [7]. However, NRC can occur at any time of day with unknown location and duration depending on the local condition of the road network, travel demand, and capacity. NRC can occur due to work zones, special events, weather condition, and incidents [8]. Although the importance of NRC detection is recognized by Traffic Operation Centers, research on this topic is recent. Such events can cause major travel time variability [9]; therefore in this paper travel time has been considered as a base source of anomaly detection.

An accurate congestion detection helps with traffic managements both in strategic and tactical manner. Particularly studying NRCs is important from an operational stand point. Understanding NRCs would allow traffic operation centers (TOC) to take proactive decisions. Such understanding will allow TOCs to gain valuable information that would support them in 1) developing mitigation strategies based on NRC causes, 2) estimating the delay hour and cost associated with NRC according to their causes, and 3) developing and supporting such incident response strategies and effectively manage planned events. The speed of additional road construction generally cannot match increases in travel demand and number of vehicles. Therefore, road construction may not be efficient in easing traffic congestions. In this view, intelligent transportation systems (ITSs) can improve the efficiency and service level of existing transportation infrastructure and help with relieving the road congestion problem.

An Intelligent Transportation System (ITSs) is an infrastructure that integrates Information and Communication Technologies (ICTs) with the transportation network, users, and vehicles in order to improve traffic safety and management. There are two types of ITS: the one most frequently used collects data from fixed sensors such as (closed-circuit cameras, video recognition cameras, infrared sensors) [10, 11, 12]. The second type is based on sensor technology within the vehicle (e.g., Global positioning system GPS, acceleration and crash sensors) [13] and allows collecting greater amount of information than the first one [14]. Nowadays there is a widespread use of mobile devices equipped with GPS receivers as well as GPS trackers installed in vehicles. These devices enable us to collect information (latitude, longitude, speed) directly from vehicles. The use of GPS devises as probe sensors have advantages such as (1- existing communication infrastructure can be exploited, 2 - it is independent of the device, 3 - it does not have limited coverage or the road network, and high maintenance cost) [15].

Here we are exploiting probe historical data for the calendar year 2016 in Des Moines area, in the state of Iowa. This probe vehicle data is stored in one-minute intervals across 24×7 hours of 365 days across segments which results in almost two terabytes of traffic data annu-
ally. Traffic management in the area of big data brings both opportunities and challenges. As with general big data analytics, traffic big data faces the same difficulties such as capturing, storing, searching, and sharing. Big data provide opportunity of having a robust set of results in learning process. However, relationships and patterns are not easy to find. Therefore, applying conventional machine learning based statistical methods in order to handle such massive datasets is computationally expensive. Additionally, learning patterns using historical data is challenging as it is difficult to obtain a model that includes dynamics of traffic patterns. As a result, anomaly and congestion detection can get a direct benefit from big data analytics. Hence, we are using a data driven approach to identify anomalies, RC and NRC patterns.

The fact that ground-truth data is not available to validate detected NRCs, makes NRC detection evaluation challenging. In other words, there is a lack of enough information to validate whether a detected traffic condition belongs to NRC in reality or it is just a false alarm. Although it has been reported that many large delays are not explainable by incidents [16], literature has tried to address the validation challenge by using incident dataset as the main cause of NRCs [17]. Another challenge in NRCs detection is the accuracy of detection. For example, not including day to day variations in traffic that does not belong to NRC is difficult. Lastly, most of the existing congestion detection frameworks are not scalable because they are sensitive to the number of segments in the road networks. However, in this study, the proposed framework has been highly parallelized and thereby it is computationally efficient, and scalable.

As mentioned earlier most of the prior work is bound to certain reasons for identifying NRC. In this paper we introduce a robust data-mining based congestion detection methodology that does not rely on congestion causes (e.g., incidents) and it does not require parameter tuning. Congestion detection literature would get a direct benefit from big data-driven congestion detection. In order to begin to address the challenge of detection accuracy, we leverage temporal denoising to reduce false alarms (detecting congestion from noises) due to fluctuations in traffic variables. Additionally, considering temporal characteristics of congestion we introduce an elbow-cut off minute-wise percentage threshold over the entire year data to robustly detect congestion without considering noises in the dataset. On the other hand, in order to increase true positive rate (detecting congestion when it is) we introduced a novel sensitive traffic state detection algorithm.

The proposed system is intended to be a valuable support for traffic management. Additionally, the information provided may also be useful for the user. For this purpose, our work is separated into multiple steps. 1- Identifying anomalous days, 2 - Identifying normal speed pattern for normal days and associated RC, 3 - Identifying NRC, and 4 - Analyzing performance measures associated with RC and NRC for each road in the area of study. The next section provides prior research in this area. The third section outlines the methodology and the results are discussed in section four. The final section summarizes the paper and outlines future research.
2. LITERATURE REVIEW

Although there are several approaches available in the literature for defining and measuring congestion delay, there is a lack of consistent definition and measurement in real-world data [18]. Incident Induced Delay (IID) is defined as extra travel time (delay) caused by an incident that is additional to RC [19]. In terms of delay quantification methodology, two commonly used algorithms are, Deterministic Queueing Theory (DQT) and shockwave-based. DQT assumes capacity reduction and determined incident duration functions which makes the results highly dependent on assumed functions [20]. The Shockwave-based algorithm on the other hand is based on macroscopic traffic flow theory, considering the incident as flow perturbations. Besides these methodologies, statistical method has been applied to study incident delay and associated distribution such as [18]. Skabardonis et al. [18] developed a methodology to measure total recurrent and non-recurrent, incident related congestion delay, on urban freeways. Over a sample of 33 days they quantified delays associated with RC that occurred in absence of incident, they also quantified NRC, which contain additional delay caused by the incident. They reported that incident related delay accounts for 13-30% of total congestion delay during peak hours. A statistical method fails to link incident induced delay estimation with location specific characteristics [21]. These studies offer general insights in IID estimation but they are not capable of quantifying IID at the disaggregated level in different locations.

Early research that considered incident impact at a disaggregate level, used static method assuming a fixed boundary for the impacted area of incidents [22]. Since predefining boundaries may not be applicable for all incidents, researchers moved to traffic data-based analytical/empirical approaches with dynamic boundary identification [23]. As a result, there are wide-scale use of spatiotemporal analysis for determining additional delay associated with incidents [24, 25, 26, 27]. The spatiotemporal analysis focuses on intrinsic variations resulted by individual incident. As a result it does not assume a relationship between delay and surrounding conditions, therefore, it avoids bias. However, there are challenges in such analysis. The first challenge is the incident’s impact range in spatiotemporal domain. Ideally, spatiotemporal extent is originated from the moment an incident occurs. But in reality, there are speed fluctuations within a region and therefore accuracy of NRC detection is under question.

The common practice in spatiotemporal congestion analysis is to determine an empirical threshold and use speed or travel time as a delay indicator to distinguish between two types of congestions (RC and NRC). In the spatiotemporal analysis, the region that has indicator value below the quantified threshold is considered recurrent congestion. For instance Chung [26] defined a threshold \( \bar{s} - \alpha \sigma_s \) (where \( s \) denotes the average speed, \( \sigma_s \) denotes the standard deviation of speed and \( \alpha \) is the scaling factor) where the spatiotemporal cell with speed value below the threshold was considered congested. This thresholding method does not consider traffic variation under incident-free scenarios. Additionally, since \( \alpha \) is determined empirically there might be biases that result in over and underestimation of NRC detection. Later, Chung and Recker [25] improved this methodology by optimizing \( \alpha \) value to minimize the probability of errors when speed threshold is higher than the speed at un-
congested cell or lower than speed for the congested cell. Similarly, Chung and Recker [25] applied a spatiotemporal clustering method to analyze the freeway network with optimizing the threshold for RC. Anbaroğlu et al. [28] proposed a methodology for NRC detection on urban road network by clustering high link journey time estimates on adjacent links. In their formulation, high link journey time was defined as those that are greater than a threshold value. They evaluated their methodology by first connecting detected NRCs to incidents as localization index and second by evaluating to what extent detected NRC would last for a minimum duration. Similarly Chen et al. [21], proposed a data driven method to quantify incident induced delay that dynamically determines the spatiotemporal extend of individual incidents. Recently, D’Andrea and Marcelloni [29] proposed a real time monitoring solution for congestion detection that is not trained on historical data and it does not involve a learning process. The methodology that they provided relies on prefixed threshold values (i.e. number of vehicle in a segment) which requires domain knowledge and network topology information. However, in this study, domain knowledge or additional information (predefined threshold values) for spatio-temporal congestion detection are not required. They considered incidents as the cause of NRC and reported an accuracy of 91.6 in congestion detection under incident condition. However, NRC is not just due to incident and thereby usefulness of the proposed framework is limited.

The spatiotemporal analysis can also be applied for other factors besides incidents, for example weather [30], work zone [31]. For instance, Chung [30] investigated NRCs due to precipitation in Korea using 2008 weather and traffic data. Author defined NRC based on delay, by comparing the annual speed under normal condition and reduced speed under bad weather condition. Their proposed framework relies on weather dataset for NRC detection. Moreover, it has been developed specifically for the congestion that are caused by precipitation and since weather is location specific, the analysis can not be generalized for other networks. A recent emerging approach for congestion detection under incident influence is data mining methodologies. Data mining techniques offer greater insight into causes of delays and the impact of NRC. In this line, Habtemichael et al. [32] applied clustering analysis to identify similar traffic conditions for incidents and predicted RC accordingly. Chen et al. [21] combined an analytical approach with data mining techniques in order to dynamically determined the spatiotemporal extent of an individual incident.

Most existing work in the literature consider NRC as an outcome of incidents and connects NRC directly to incidents. The fact that NRC is not just due to incident limits the usefulness of existing automatic incident detection for identifying NRC [24]. Moreover, most of the existing work dose not leverage the wealth of information in historical data. Rather, they rely on the immediate past. Therefore, literature can get a direct benefit from a robust data mining approach for identifying NRC that is not just due to incidents and does leverage wealthy historical data to robustly identify congestion. Our methodology is not limited to incidents as the main source of NRC and does not require a substantial amount of additional data (i.e., travel demand, traffic capacity, speed limits, a topology of the network, incident and weather [30]) to measure NRC. Moreover, speed is the only information that this framework relies on to detect congestion conditions. We analyze performance measures associated with congestion but not bound to incidents. We utilized annually historical data
to validate the methodology and report the congestion time, and associated delay and delay cost. Provided data driven insights can help in freeway tactical and operational management decisions.

3. Methodology

This section describes the proposed methodology for developing normal days congestion’s patterns as well as NRC using the calendar year 2016 probe data. Figure 1 provides a schematic representation of the methodology. Details of each of these steps are described in the following sections.

3.1. Description of data

The mathematical abstraction of our data corpus is defined here. Consider the weighted graph of the traffic network denoted by $G = (S, E, W)$, where $S$ defines nodes of the graph, $E$ denotes the edges, and $W$ denotes weights of the edges. In this study node graphs corresponds to consecutive road-segments that partitions the freeway that is under study and average vehicle speed ($x$) in one-minute interval is reported for each segment. The nodes corresponding to consecutive segments connect weighted edges along the freeway. Since in our study freeway segments are approximately equal in length (from 0.4 to 0.6 miles), In this study weight of nodes are equal to 1. The order of the road segments describes the connectivity of the graph and speed values is a (noisy) time series with length $N$, for each node $S$ for a given date $v$.

$$X^v_s = \{x^{t_1,v}, x^{t_2,v}, \ldots, x^{t_N,v}\}, s \in \{S\}, v \in \{D\}$$  \hspace{1cm} (1)

Where $t_i$ denotes the $i$th time instant $T = \{t_i \mid i \in N\}$ and $v$ denotes date. Overall, we have a third-order tensor $x \in R^{n \times N \times D}$ where $D$ defines the total number of days, $n$ defines the total number of nodes (segments), and $N$ defines the length of the time series in each date. For example, in this study since average speed values are being reported in one-minute interval for each segment the length of the time series $N$ will be equal to $24 \times 60 = 1440$. Given our tensor, the major challenge that we face is the scale of traffic data. For example, there are 54,000 segments in the entire road network of Iowa which produces 4 gigabytes of daily traffic data. To alleviate this issue, preprocessing for dimension reduction is needed. Given that congestions are primary reasons for travel time variability [33, 9], we reduce dimension of the tensor along the second dimension considering travel rate percentile values for each date/segment. Travel rate percentile values were calculated in a MapReduce framework using Apache Pig Hadoop. These values will perform as key features for identifying anomalies and associated RC for normal days.
3.2. Anomaly detection

As Lakhina et al. [34] indicated anomalies in network traffic data “are buried like needles in a haystack”. Therefore, from potentially overwhelming massive network-wide traffic, anomaly detection is very challenging. Understanding nature of traffic anomalies is important since they can create unexpected congestion and cause delays in traffic networks. Anomaly detection is crucial from an operational as well as social standpoint. A significant problem with diagnosing anomalies is that their causes can vary considerably. Figure 2 summarizes anomaly detection process. Our overall goal is to be able to detect two types of congestions which are primary reasons of travel rate variability [9, 33]. Hence, we start by clustering days to normal and abnormal categories based on travel rate characteristic (Equation 2). In order to detect abnormal days, first we calculate travel rates percentile values associated to each day’s time series data (Figure 2-b). Since anomalous days have higher variation and are more dynamic as compared to normal days we reduced the dimension of the distribution to mean and standard deviation. These two features can be further mapped to a two dimensional space (Figure 2-c). Using Local Outlier Factor (LOF) the mean and standard deviation were converted to an density based outlier measurement. This measurement value defines the degree to which a day can be considered an outlier with respect to surrounding neighbors [35]. Since, there is not a certain line (margin) to separate normal traffic rates from anomaly, we utilized Elbow cut off method to determine the anomaly threshold.

With this method we are assuming that the distribution of the two clusters are different. In order to assess the difference we applied Kruskal-Wallis statistical non parametric test [36]. The null hypothesis is that normal and abnormal days are from same distribution and we reject the null hypothesis since calculated p-value for each segment was nearly zero. We argue that anamalous travel rates and as a result atypical traffic behavior can be caused by different types of NRCs. Therefore we mine recurrent pattern associated to normal days \( d \in D \) and non-recurrent congestions for anomalous days \( d' \in D \).

\[
\text{Travelrate}_{i \in N} = \frac{1}{x_i^v(miles)} \quad \text{(2)}
\]
3.3. Denoising the data

In order to reduce noises in our speed signal and have a robust congestion pattern, we used 1-D denoising with wavelet discrete transform [37]. For discrete signal analysis we used Daubechies family which are compactly supported orthonormal wavelets. The name of Daubechies family is written by $dbN$ where $N$ refers to number of vanishing moments. $db2$ wavelet transform of Daubechies family with universal Soft threshold [38] and 4 level wavelet decomposition was determined to the most suitable for our application. Figure 3 represents both denoised and original signal values for a specific day.
3.4. Identifying Appropriate Traffic States Based Upon Speed Values

Detecting abrupt property changes associated with time series data is the main goal of change point detection algorithms. Change point detection has attracted attention of many researchers in data mining and statistics for many years [39]. Change point detection has shown promising application in many fields such as process controlling [40], econometrics [41], and traffic parameter prediction [42]. Here we intent to apply a change point detection algorithm for traffic state identification.

We first describe mathematical formulation of traffic state detection algorithm. Assume \( \forall (s, v), \exists t_i \mid x^{t_i, v}_s \in X^v_s, p^{t_i, v}_s, l^{t_i, v}_s, t^{p}_{s,i} \in L^v_s \) Where \( T = \{ t_i \mid i \in N \} \) denotes the \( i \)th time instant, \( P^v_s = \{ p^{t_i, v}_s \mid t_i \in T, v \in D, s \in S \} \) denotes the probability of \( i \)th time instant corresponding to \( x^{t_i, v}_s \) time series (1), being a change point and \( L^v_{s,i} = \{ l^{v}_{s,i} \mid i \in N, v \in D, s \in S \} \) denotes traffic state change points. For congestion detection, Bayesian change point detection algorithm [43] was applied on each day of the entire year and the change points probabilities \( P^v_s = \{ p^{t_i, v}_s \mid t_i \in T, v \in D, s \in S \} \) are determined. Later identified change points probabilities \( P^v_s = \{ p^{t_i, v}_s \mid t_i \in T, v \in D, s \in S \} \) are used in (Algorithm 1) in order to determined traffic state changes points and associated traffic states in (Algorithm 2).

After setting truncate parameter following procedure is used to determine traffic states using probability values \( P^v_s = \{ p^{t_i, v}_s \mid t_i \in T, v \in D, s \in S \} \). First change points probabilities higher than (Threshold = 0.01) are detected and for consecutive probabilities higher than
Algorithm 1: Determining traffic state change points.

\begin{algorithm}
\textbf{Input:} Time series probabilities \( P_{s}^{v} \)
\textbf{Output:} Traffic state change points \( L_{s,i}^{v} \)

1 \hspace{1em} \textbf{while} \( i < N \) \textbf{do}
2 \hspace{2em} \textbf{if} \( p_{s,i}^{v} > \text{Threshold} \) \textbf{then}
3 \hspace{3em} \textbf{for} \( j \leftarrow i + 1 \) \textbf{to} \( N \) \textbf{do}
4 \hspace{4em} \textbf{if} \( p_{s,j}^{v} < \text{Threshold} \) \textbf{then}
5 \hspace{5em} \text{Loc} \leftarrow \max\{p_{s,i}^{d}, \ldots, p_{s,j-1}^{d}\}
6 \hspace{5em} l_{s,\text{Loc}}^{v} \leftarrow 1
7 \hspace{5em} \text{break()}
8 \hspace{3em} i \leftarrow j
9 \hspace{1em} \textbf{return} \( L_{s,i}^{v} \)
\end{algorithm}

Algorithm 2: Defining Traffic states.

\begin{algorithm}
\textbf{Input:} Traffic state change points \( L_{s,i}^{v} \)
\textbf{Output:} Traffic state \( k_{i}^{t} \)

1 \hspace{1em} \text{start} \leftarrow 1;
2 \hspace{1em} \textbf{while} \( i < N \) \textbf{do}
3 \hspace{2em} \textbf{if} \( l_{s,i}^{v} == 1 \) \textbf{then}
4 \hspace{3em} \text{Save location of traffic state change point}
5 \hspace{3em} \text{Put data-points from start to i in the same group}
6 \hspace{3em} \text{start} \leftarrow i + 1
7 \hspace{1em} \textbf{return} \( K_{d}^{t} \);
\end{algorithm}

0.01 the max probability was defined as traffic state change point \( L_{s,i}^{v} \) (Algorithm 1). The points before traffic state change point \( l_{s,i}^{v} \) were grouped as one state, having the traffic state change point included into that group and this algorithm (Algorithm 2) is repeated for the remaining time instants of a day \( T = \{ t_{i} \mid i \in N \} \). It is notable that the primary conceptual building block of our approach is based on sub-divided road network into multiple smaller segments. There is an extensive large scale time series data set associated to each of these segments, with thousands of daily based recorded data points. Our computations including the change point detection process were massively parallelized, which makes it feasible to apply the whole framework over large networks. Figure 4 shows an example of applying change point detection algorithm on a particular day. As can be seen in Figure 4 by applying change point detection algorithm different traffic stages for a specific date is identified.
3.5. Congestion detection based on traffic states clustering

Consider \{t_i^{RC} \mid i \in N\} and \{t_i^{NRC} \mid i \in N\} where \(t_i^{RC}\) and \(t_i^{NRC}\) corresponds to RC and NRC time instances respectively. After defining traffic states \(K^d\), for each traffic state \(K^d\) percentile values (15th, 50th, 85th) associated with \(x_{s,k}^{v}\) time series have been calculated, where \(v \in D, k \in K, s \in S\) defines date, traffic state, and segment respectively. These percentile values are features for our analysis and since we aim to identify congestion and non-congestion conditions, the number of clusters in this case are predefined (equal 2). Therefore, \textit{kmean} clustering algorithm is applied to percentile values for congestion determination and the cluster with the min average speed values is defined as the congestion cluster for each segment (see Figure 5), Formulation (3). It is notable that we are assuming that mining the patterns associated with normal days (\(d \in D\)) would illustrate RC. In order to illustrate the effect of signal denoising in the performance of pattern detection, speed profile and congestions condition “heatmaps” for both original and denoised data are presented in Figure 6. The “heatmap” of congestion pattern is constructed using Formulation (3) and based on modified multivariate time series \(x_{s,cl}^{v}\) represented in Formulation (4) where \(v \in D, cl\)
\[ \forall s \in S. \]

\[
c_{l} = \begin{cases} 
\text{Congestion}, & \text{if } \text{Avg}_{t \in N} \{ x_{t,s,v}^{l,v,c} \} = \min_{c} \{ \text{Avg}_{t \in N} \{ x_{t,s,v}^{l,v,c} \} \} \\
\text{Non - Congestion}, & \text{otherwise}
\end{cases}
\]

\[
x_{s}^{l,v,c} = \begin{cases} 
x_{t,s,v}^{l,v,c}, & \text{if } c_{l} = \text{Congestion}.
0, & \text{otherwise.}
\end{cases}
\]

Figure 5: Congested and non-congested clusters.

As we can see from Figure 6, denoising has helped with removing noises and increased the performance of pattern detection. Moreover, by comparing the speed profiles (real time traffic data) and pattern detection heatmaps resulted from the proposed methodology we can conclude that the proposed methodology is able to capture congestion conditions.
Figure 6: Speed profiles (b & d) and detected congestion patterns (a & c) for original and denoised data respectively.

In order to reduce false-alarm rate and to be able to robustly report the summary statistics associated with RC, we utilize elbow cut-off method on the minute-wise congestion percentages. Figure 7 shows elbow curve and minute-wise congestion percentages over the entire year data set after applying elbow cut-off method. As can be seen, there are recurrent patterns starting from 7:16 AM to 8:38 AM and from 4:39 PM to 6:16 PM that associate to morning and evening pick traffic hours respectively. Notably, congestion percentage is calculated based on number of congestion labeled data points divided by total number of data points that correspond to that particular minute, across the entire year for a particular segment.
Once we identified time instances that correspond to RCs \( \{t_{i}^{RC} | i \in N \} \) based on normal days performance, in order to identify time instances that corresponds to NRCs \( \{t_{i}^{NRC} | i \in N \} \) following steps were taken. Let \( \{t_i' \in N/t_i^{RC} | \forall d' \in D \} \& \{t_i \in N/t_i^{RC} | \forall d \in D \} \) then NRCs time instances \( \{t_{i}^{NRC} | i \in N \} \) are defined as \( \{t_{i}^{NRC} | i \in t_i \cup t_i' \} \).

3.6. Delay analysis

Delay was defined as the extra duration taken during the actual travel time with respect to the free flow travel time under the congested regime [44]. Delays were divided into two categories based on the type of congested condition - RC delay and NRC delay. They were calculated based on segments initially and then aggregated for each road and direction. Mathematically, delay for a specific segment \( \text{Delay}^{h,d}_{s} \) is defined as in equation 5 in terms segment, date, hour.

\[
\text{Delay}^{h,d}_{s} = \frac{\sum_{i}^{t_i^{RC}} \left( \frac{\text{Traveltime}^{d}_{s,i} - \text{length}_{s}}{60} \frac{\text{Ref.speed}_{s}}{60} \right)}{60}
\]

Where \( \text{length}_{s} \) = length of the segment \( s \) in miles, \( \text{Ref.speed}_{s} \) = reference speed in miles/hour and \( \text{Traveltime}^{d}_{s,i} \) denotes the travel time in minutes. This delay was then converted to a weighted average for each road and direction based upon the length of the segments.

Measuring and reporting the delay as a function of cost has been long prevalent in traffic engineering. This is because of the fact that delay gives an hourly measure and fails to quantify the degree to which slowness is caused due to high volume of traffic. One of the most popular examples of delay cost exploration is carried out by Inrix each year [45]. Delay cost reveals the spatio-temporal characteristics of congestions that can further be utilized in traffic management decisions. We adopt delay cost formulation utilized in [44], where besides delay hours, multiple factors such as Annual Average Daily Traffic (AADT), Monthly Expansion Factor (MEF), and Hourly Volume Portion (HVP) are considered.
4. Results

4.1. Study Location and data

Probe vehicle speed data provided by INRIX with a minute-wise reporting frequency for the entire 2016 calendar year were used in this study [46]. INRIX reports average speed data in one-minute intervals for each segment using on-board GPS devices in vehicles. These on-board devices are used to estimate the real-time speed in freeways and arterial segments. Since the quality of the probe-based data depends on the availability of GPS equipped vehicles, INRIX reports reliability measures (confidence score and c-values). Confidence score takes value 30 when only real time data is used in reporting, while confidence score 20 indicates a mixture of real-time and historical data for reporting, and confidence score 10 is when historical data is reported due to unavailability of probe vehicle. Additional reliability measure is C-value that is reported only if confidence score is 30. This parameter ranges from 0-100 and it is a relative measure for the number of probe-vehicle used in real time speed report. In this study we consider confidence score of 30 that represents real time speed and C-value greater than 30 that has been suggested by Haghani et al. [47]. Developed approach was tested on traffic speed data from Interstate Freeways I-80/35 and I-235 of the Des Moines region, in Iowa, USA, as shown in Figure 8. The Des Moines region experiences the majority of Iowa’s freeway congestion (62% of slow traffic events) along with one of the highest concentrations of traffic incidents within the state [48]. Hence, it is challenging to develop a reliable decision support system in such a network.

![Figure 8: Study region in Des Moines, Iowa.](image)

In this section performance measures including delay hours, and delay costs associated to RC and NRC are analyzed. Total delay hours are color coded by month which allows for
interpretation of potential causes of the congestion and delay. Figure 9 shows total delay hours associated to RC and NRC for each road and month according to the road direction. A majority of total delay hours during June, July, and August is associated to construction while delays during winter months is typically attributed to winter weather. Specifically, the high amount of NRC for I-235 in September is due to incidents.

Figure 9: Monthly total delay hours analysis.

Figure 10 represents RC delays according to time of the day. As shown I-80/35 has morning traffic in South-West direction and evening traffic in North-East direction. While I-235 has morning traffic in North-East direction and evening traffic in South-West direction.
Table 1 summarizes delay cost based on type of congestion for each road and road direction. It is notable that the delay cost analysis is based on multiple factors such as truck and vehicle volume, AADT factor and delay hours. As shown in Table 1, I-235 road accounts for around 5 $M delay in both directions while I-80/35 accounts for 3.5 $M delay cost.

Table 1: Delay cost analysis.

<table>
<thead>
<tr>
<th>Type</th>
<th>Road</th>
<th>Direction</th>
<th>RC (M$)</th>
<th>NRC (M$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>80/35</td>
<td>S/W</td>
<td>1.03</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td></td>
<td>N/E</td>
<td>1.82</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>235</td>
<td>S/W</td>
<td>2.05</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td></td>
<td>N/E</td>
<td>1.83</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Figure 11 presents the delay hours, color coded by the time of the day and figure-shaped
by the type of congestion. As shown, RC associated with evening pick traffic hours is the main source of delay for I-80/35 north/east direction and I-235 south/west direction. On the other hand, RC associations to morning traffic pick hours are stronger in I-235 N/E and I-80/35 S/W directions. Figure 11 further reveals that I-235 and I-80/35 interstates have morning and evenings pick traffic hours during 6-9 AM and 3-6 PM, respectively. These results align with DOT traffic manager observations which suggests that the proposed methodology accurately captures RC patterns.

A typical day traffic behavior is presented in Figure 12. The heatmap shows RC congestion detection performance of the proposed methodology when x axis is time of the day and y axis is consecutive segments for each road. As shown, the proposed framework is able to detect spatio-temporal RCs which are from 7:30 AM to 8:30 AM and from 3:50 PM to 6:30 PM. These congestion hour periods refer for morning and evening pick traffic hours, respectively. It is notable that in this framework, we are taking advantage of the fact that the capacity reduction due to congestion condition will impact traffic and result in low
speed traffic flow. In this framework the congestion detection methodology is data driven, therefore, entirely relies on speed values. Moreover, it is not based on network parameters such as speed limits and road capacity hence traffic behavior will define congestion. Thus, proposed framework is sensitive to speed changes and for days with high speed traffic flow (unusual but normal traffic flow) that experience abrupt reduction in speed for some duration of a day it will generate a congestion signal. As by definition those time segments are congested as compared to normal high speed traffic flow. Those congestion signals based on unusual traffic behavior are shown in Figure 12, I-235 road both North-East and South-West directions in particular segments.

![RC heatmap for a given day.](image)

We further did causality analysis on detected NRCs using workzone, incident and weather datasets. The incident and workzone data were obtained from the Traffic Management Center records in Ankeny, Iowa. Data includes location information, start and end time. In this study we tried to connect each detected NRC to these three sources of information according to the time and location. Figure 13 (a) reveals detected NRC that has been
associated with a cause for a given abnormal day across all segments in each road and direction. As shown, during 4 - 5 PM there were a weather condition that affected all road and directions. Moreover, from 12 to 4 AM there was an incident that affected a particular segment in I-235 North-East direction. Figure 13 (b) compares the delay costs associated to detected causes based on each road and direction. Moreover, a statistical interval for delay cost is presented in Figure 13 (c). As shown I-80/35 has a higher average cost and variation as compared to I-235. The results are in alignment with DOT traffic engineers which can present the effectiveness of the proposed methodology. Moreover, This causality analysis can be used for traffic management and investment decisions.

Figure 13: NRC causality profile: (a) associated causes of NRCs for a particular weekday, (b) Total delay cost analysis with respect to causes, (c) Average and standard deviation of delay costs.

We analysed the effect of incidents based on time of the day in Figure 14. As shown in Figure 14 (a), incidents are more happening during night hours (38%). However, incident related cost (b) is highest during 3-6 PM time period and that is due to the fact that within this time period traveler, are generally coming back from work and tired. As a result higher chance of incident and higher volume of vehicles during this time period, results in higher
amount of incident cost (41%). Figure 14 (c) shows total NRC delay in each road-direction. As shown, Most of NRCs in all road and directions are during night hours.

Figure 14: NRC delay profile : (a) Incident induced delay (hour), (b) Incident delay (cost), (c) Percentages of total NRC delay.

Finally we compare the performance of the two roads based on congestion type considering three metrics (delay, cost, and congestion hour) in Figure 15. Since our metrics have different scaling, we compare them based on percentage values. As shown I-235 has higher congestion hours and NRC delay as compared to I-80/35 which suggests that it is more prone to having bottlenecks. Moreover, due to higher traffic volume of I-235 as compare to I-80/35 it result in higher incident induced delay. Congestion hour defines duration of which congestion has happened but it fails to reveal the severity of congestion. On the other hand delay shows the amount of which each congestion type (RC, NRC) resulted in delay, but again it fails to reveal the severity of congestion and number of vehicles that have been affected by the congestion. In order to illustrate the severity of congestion in terms of delay hours and number of vehicle that have been affected by the congestion we consider the delay cost in the analysis. Since I-80/35 has a higher average number of trucks it has
higher amount of total delay. On the other hand since, I-235 has higher vehicle volume, higher number of vehicles get affected by congestion condition (social and emission cost). Thereby congestion resulted in higher cost value as compared to I-80/35.

5. Conclusion

In this study a highly parallelized and systematic data driven framework for identifying freeway’s RC and NRCs have been presented. The presented framework leverages wealthy historical data and it is self adaptive to any data set, to further uncover the spatiotemporal RC and NRCs. Most existing work in congestion detection literature considers incidents as the main cause of NRC and connects NRC directly to incidents. However, in this study we leverage wealthy historical data to guide us in identifying congestion patterns. The proposed
data driven framework is not limited to a specific or additional data set (e.g., incidents) to identify NRCs. Therefore it addresses the limits of prior work in congestion detection. In order to increase the true positive rate a sensitive traffic state detection algorithm was introduced. Meanwhile, in order to reduce the false alarm rate due to traffic variable fluctuations, the following procedure was implemented: 1- input signal was temporally denoised, 2- an elbow cut-off method was applied on the minute-wise congestion probabilities such that the time instances below cut-off threshold were removed temporally from RC pattern. By comparing the raw speed profile with detected congestion pattern, we can conclude that the proposed analytical framework is able to detect spatio-temporal congestion accurately. Moreover, it is self adaptive to new data-sets and it does not rely on any data-set or specific characteristics of the data set to detect spatio-temporal congestion. We analyzed the performance measures of congestion for each road including delay and delay cost and we further associated the detected NRCs to their causes based on work zone, weather and incident data-sets. In addition to the insights extracted from the data-set, the proposed system intends to be a valuable support for traffic management in tactical and strategic decisions.
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