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Table 1: Number of images for each weather subcategory in the BDD Dataset
Weather category Clear Snowy Rainy Overcast Cloudy Fog
No. of Images 37344 5549 5070 8770 4881 130

Attribute Clear Snowy Synthtic Snow Day Night Synthtic Night
No. of Images 37344 5549 13651 36728 27971 36728

Figure 1: Original images from the BDD dataset. The �rst row contains images with clear
weather attribute. The second row contains images with snowy weather attribute.

Table 1 shows the imbalance in images in the training dataset across the
various weather categories.

From figure [1], we can see that although the snowy images in the second
row show presence of snow in the images, they look similar to the ones
with clear weather attribute. The snowy images show accumulation of snow
on the streets as well as side of the streets. For Deep Neural Networks to
be robust against adverse weather conditions for detection and classification
tasks, the training dataset for the deep models needs to contain more adverse
transformations of the current images. Such adverse transformations include
obfuscation masks which show precipitation effects so that the objects of
interest seem to be occluded which increase the number of hard examples in
the training set.

4. Traditional Algorithms

In image processing literature, there have been simple and elegant al-
gorithms to learn specific masks or patterns and blend these masks on the
input image so that the final image preserves the contents of the original
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input image as well as adapts the style of the blended mask image. Now the
style mask can be blended with the input image either in a linear manner or
in a non-linear manner.

The most simple algorithm that can be used to carry out the task of
blending is the linear weighted alpha blending algorithm.

g(x) = (1− α) ∗ f(x) + (α) ∗ h(x) (1)

Here in equation [2], g(x) refers to as the final blended image. f(x) is
the original input image and h(x) is the mask that is to be blended with the
original image. α is the blending parameter which varies between 0 and 1
and signifies the amount of the mask to be blended with the original image.

maxδ∈S(L(hθ(x+ δ, y)) (2)

Gatys et al. [28] introduced an algorithm knows as the Neural Style Trans-
fer which takes three different images; an input image which is to be trans-
formed, a content image whose contents needs to be preserved in the final
transformed image and a style image whose style needs to be blended into
the transformed image. This is achieved through an optimization framework
where content loss between the input image and content image and the style
loss between the input image and the style image are jointly minimized. The
overall loss function is given by the following equation:-

Ltotal(C, S, I) = β1 ∗ Lcontent(C, I) + β2 ∗ Lstyle(S, I) (3)

x
′
= x+ ε ∗ sign(∇xJ(θ, x, y)) (4)

minθρ(θ) = E
(x,y)∼D

[maxδ∈SL(θ, x+ δ, y)] (5)

In equation [3], C is the content image, S is the style image and I is the
input image. β1 and β2 are the weighting factors associated with the content
loss and the style loss respectively.

From figure [2], it is evident that the synthetic images produced by the
aforementioned algorithms do not resemble realistic transformations given
the style masks. In the first row, the transformed images do not exhibit the
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