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ABSTRACT

A popular search on Google Maps is top-k spatial keywords query. Given a value of k, a set of keywords, and a reference point, Google Maps returns the k spatial objects whose description and location are most relevant to the search keywords and the reference point. Here the relevance is computed using a scoring function. While Google Maps supports top k queries, it keeps the scoring functions in secret. Our research is interested in this secret. Specifically, we want to know the scoring functions used by Google Maps processing top k spatial keywords queries. We believe that knowing the ranking behaviors of a search engine such as Google Maps will make it possible to leverage the engine to search for the information not available from the standard services it provides. To estimate the scoring functions, we develop a process that analyzes the top-k query results returned by Google Maps. Based on the monotonicity properties of geo-proximity and relevance of the textual description to the search keywords, we estimated the linear format of scoring functions used in Google Maps. The linear inequality systems are leveraged to iteratively solve the coefficients and the constants in scoring functions. By combining the methods of computing the textual relevance and solving the linear inequality systems, we estimated six sets of scoring functions. The estimated scoring functions are used to perform the top-k spatial keywords query in order to evaluate its performance. The query result of the estimated scoring functions is compared with the one given by Google Maps in terms of the number of the common spatial objects and the ranking order. In this report, we will present the implementation and examine the performance results.
CHAPTER 1. INTRODUCTION

Top-k Spatial Keywords Search

The top-$k$ spatial keywords query is one of the most commonly used queries in our daily life. It ranks the objects based on the distance between the object and the reference point, and the textual relevance of the query keywords. The top-$k$ spatial keywords query is widely supported by all the online search engines, such as Google Maps.

A typical input of the top-$k$ spatial keywords query includes a reference point $p$, at where the query gets performed, a set of keywords $W$ and a number $k$, which is used to determine the number of the objects returned by the query. The result of the query gives a set of $k$ objects ranked on the spatial distance to the reference point $p$ and the textual relevance to the query keywords $W$.

Figure 1 gives an example of a top-$k$ spatial keywords query. The blue point indicated the reference point $p$. The keywords are “Chinese Restaurant”, and the number $k$ is 3. Therefore, there are 3 objects returned by the query, which indicates the top-3 objects that are most close to the blue point and most relevant to “Chinese Restaurant”.

Figure 1 Top-k spatial keywords query
A ranking problem always comes with a comparison between objects. As an online search engine that provides the top-k spatial keywords query, every online search engine has its own method to rank the spatial objects. It is reasonable to assume that there is a numerical measurement for an online search engine to help the evaluation of each object.

This numerical measurement is the score of the object. We found that such score must represent the way that the online search engine evaluates an object. As a result, it is essential to understand the how the scores are computed, in the other words, we need to find the scoring function. Unfortunately, there is no explicit information about the scoring function used by any online search engine, considering it is a commercial secret to every company.

**Importance and Challenges of Finding the Scoring Functions**

The importance of the scoring function is obvious. For a user of the online search engine, the scoring function will give a clear picture of the weight of each factor of a spatial object. It will help the user to understand the rank of a spatial object. Furthermore, making the decision based on the factor he/she values most. For a spatial objects (business) in the online search engine, knowing the scoring function helps it to find the shortcut to improve its rank. For developers, the scoring function provides latent information of the database used by the online search engine. This information facilitates the study of some novel queries, such as finding the region in which a spatial object is always ranked in top-k.

However, the challenges in finding the scoring function is difficult to overcome. First, we need to find the format of the scoring function. Second, since the absolute scoring used by the online search engine is unknown, the testing/training dataset is unavailable for us. Third, as the result of the absence of the ground truth, the error function becomes a mystery as well. Although these challenges prevent us from getting the scoring functions directly, we can discover valuable information from the data returned by the online search engine.
Purposed Solution

In our research, we selected Google Maps as the online search engine. As we stated previous, the input of a top-k spatial keywords query requires the reference point and the set of keywords, which provides the measurements of the geometric closeness and the textual relevance. Therefore, we believe that the geometric closeness and the textual relevance play essential roles in the scoring functions. By analyzing the top-k spatial keywords query result returned by Google Maps, we discovered the monotonicity properties of the geometric closeness and the textual relevance. Given the monotonicity properties, we are able to purpose the linear format of the scoring functions, which takes the geometric closeness and the textual relevance as the input.

Because of the absence of the testing/training dataset, we cannot solve the linear scoring functions with the linear regression method or other supervised learning methods. Instead, we leveraged the linear inequality systems constructed based on the top-k spatial keywords query result returned by Google Maps. The inequality relationship is guaranteed by the nature of ranking order in the query result. The error function is formed by the relationship between the rank and score because the ranking order is the only concrete information provided by Google Maps. Once we have an error function, we can solve the linear inequality systems iteratively to find the global minimal of the error function.

By combining the three methods of computing the textual relevance and two methods of solving the linear inequality systems, we estimated six sets of scoring functions. By leverage each set of the scoring functions to perform the top-k spatial keywords query, we can evaluate their performance.
CHAPTER 2. API Data Analysis

Google Maps APIs

As one of the most widely application, Google Maps, which launched in 2005, made a revolutionized contribution to the online mapping service applications on the World Wide Web [1]. Beside the new type client/server interaction it introduced based on Asynchronous JavaScript and XML (AJAX), Google Maps also provides us its extensive sources of code called the Application Programming Interface (API). The API consists of a set of data structures, object classes or functions that can be used by us using Python, PHP or other scripting language [2]. The data given by APIs contains the query results which is computed by Google. Google Maps provides various APIs to fulfill the requirements of many frequently retrieved queries.

Table 1 List of Google Maps APIs

<table>
<thead>
<tr>
<th>Category</th>
<th>API</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maps</td>
<td>Maps SDK for Android/iOS</td>
<td>Add a map to your Android/iOS app</td>
</tr>
<tr>
<td>Maps</td>
<td>Maps Static API</td>
<td>Add simple, embeddable map images to your website with minimal code</td>
</tr>
<tr>
<td>Maps</td>
<td>Maps JavaScript API</td>
<td>Add an interactive map to your website. Customize it with your own content and imagery</td>
</tr>
<tr>
<td></td>
<td>Street View Static API</td>
<td>Embed real-world imagery with 360° panoramas</td>
</tr>
<tr>
<td>Maps</td>
<td>Maps URLs</td>
<td>Launch Google Maps and initiate an action, like search or directions, using a cross-platform URL scheme</td>
</tr>
<tr>
<td>Maps</td>
<td>Maps Embed API</td>
<td>Add an interactive map, or Street View panorama to your site, using a simple HTTP request</td>
</tr>
<tr>
<td>Routes</td>
<td>Directions API</td>
<td>Provide directions for transit, biking, driving, or walking between multiple locations</td>
</tr>
<tr>
<td>Routes</td>
<td>Distance Matrix API</td>
<td>Calculate travel times and distances for multiple destinations</td>
</tr>
<tr>
<td>Routes</td>
<td>Roads API</td>
<td>Determine the precise route of a vehicle</td>
</tr>
<tr>
<td>Places</td>
<td>Places SDK for Android/iOS</td>
<td>Add rich details for millions of places to your Android/iOS app. Provide</td>
</tr>
</tbody>
</table>
Places Library, Maps JavaScript API | Add rich details for millions of places to your website. Provide autocomplete results for user queries. Convert between addresses and geographic coordinates

Places API | Get up-to-date information about millions of locations using HTTP requests

Geocoding API | Convert addresses to geographic coordinates or the reverse

Geolocation API | Return the location of a device without relying on GPS, using location data from cell towers and WiFi node

Time Zone API | Get the time zone for a specific latitude and longitude coordinate

For example, one of the most used queries is the top-k spatial keyword query. The top-k spatial keyword query focuses on finding the k spatial objects whose location and related texts (descriptions) are most relevant to a given reference point and certain keywords. A spatial object is associated with a geolocation and some related texts helping to describe it (e.g. some keywords or reviews from visitors). The name of the query is given based on the fact that it is computed in terms of both the spatial closeness and the relevance between the descriptions and query keywords [3] [4]. In Google Maps, the following requests under Places API category are found helpful to accomplish top-k spatial keyword query and collecting other information of a spatial object.

Table 2 Candidate APIs for Top-k spatial keywords query

<table>
<thead>
<tr>
<th>API</th>
<th>Requests</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Place Search</td>
<td>Find Place requests</td>
<td>A Find Place request takes a text input and returns a place</td>
</tr>
<tr>
<td></td>
<td>Nearby Search requests</td>
<td>A Nearby Search lets you search for places within a specified area, the search request can be refined by supplying keywords or specifying the type of place you are searching for</td>
</tr>
</tbody>
</table>
Text Search requests: The service responds with a list of places matching the text string and any location bias that has been set.

Place Details: A Place Details request returns more comprehensive information about the indicated place such as its complete address, phone number, user rating and reviews.

Although the API provides us a way to get access to part of the data Google used to accomplish the services of Google Maps, the full access to the data of Google Maps is still limited. It will be a great benefit for programmers if there is a way to take a glimpse on the unreleased data. It will have a huge research potential because we can develop new types of queries which are not provided by Google Maps.

**Choice of APIs and API data analysis**

Let $D = \{o_1, o_2, \ldots, o_n\}$ denote the set of spatial objects on the Internet. Each object $o_i \in D$ has a spatial attribute that consists of the object’s latitude and longitude, denoted as $(o_i.x, o_i.y)$. Moreover, each object $o_i$ has a textual attribution that collected from the reviews of the object, denoted as $o_i.text$, which consists of a sequence of words. We consider all the Google Maps APIs discussed in the previous session. The following APIs serve our goal best:

- **nearbysearch($p, R, W$):** This API supports searching for the objects according to the reference point $p$ and the set of keywords $W$. The API returns the set of spatial objects who locate inside a range of $R$ to $p$ and match $W$. The objects are ranked by prominence by default. For each object returned from the API, it is attached with the latitude, longitude and place id which is assigned by Google.

- **details(place_id):** This API supports searching the detail information of a spatial object. The information includes the rating and reviews from the visitors, price level, opening hours etc. By specifying the field of information, the API can return only the reviews for us.
In our research, we leverage these two APIs to collect the data we needed for the scoring function estimation. For every point $p$ on the map, we call $\text{nearbysearch}(p,R,W)$ to execute the $top-k$ spatial keywords query. For each object in the result set of the query, we call $\text{details}(\text{place\_id})$ to get the reviews for the object, which is used to compute the relevance of the object to the keywords set.

For the $top-k$ spatial keyword query, simply refer to $top-k$ in this report, there are two factors making a spatial object to obtain a higher rank in such kind of query: 1) from a viewpoint of geolocation, higher closeness to the given reference point, 2) from a viewpoint of reviews, higher relevance to the given keywords. Based on the fact that Google Maps APIs provides the data to support the $top-k$ query, we can verify the data collected from Google Maps APIs has the monotonicity properties on the two parameters we studied, namely the distance to the reference point $p$ and the relevance to the keywords set $W$.

**Monotonicity Verification - Distance**

To verify the distance monotonicity of the data, we send query to the Google maps APIs on the random points between any pair of spatial objects with a fixed set of keywords. The x-axis indicates the longitude of the spatial objects and the y-axis indicated the latitude. The blue point in the graph indicates one of the spatial objects in the pair and the red point indicates the other one. All the other black and green points represent the reference points chosen between the blue and red points. At a certain point, if the blue point obtains the higher rank than the red one, we mark the point to black. Meanwhile, a point is colored to green if the red point ranks higher than the blue one. The title gives the name of the spatial objects.
From the Figure 2 shown above, we can observe a boundary between the black points and the green points. It tells us that, once the relative rank order between two spatial objects swaps, it will not swap back, given a fixed set of keywords.

We can observe that the distance between certain green point to the red point is always smaller than the distance between the green point to the blue point. For a black point, the distance between the blue point to it is smaller than the distance between the red point to it as well. It indicates that the as the distance between a reference point \( p \) to a spatial object shrinks, the rank of the spatial object at \( p \) will grow.

**Monotonicity Verification - Relevance**

Similarly, we choose different keywords sets to verify the relevance monotonicity. The reference point \( p \) is fixed so that the distance of each object to \( p \) is fixed. The objects we chosen for observation are found in the returned API data with the same keywords set. In the graph, the x-axis is the relevance between the keywords set and the reviews of the object. The relevance is computed by the frequency of the word in keywords set appearing in the reviews. The y-axis is
the ranking of an object. The larger the number is, the lower the ranking will be. The color of the point corresponds to the name of the object. The keywords used for Google Maps query is shown in the graph accordingly.

Figure 3 Monotonicity of Relevance (Word Frequency)

As shown in the Figure 3, as the relevance of the keywords set and reviews of the object increases, the ranking of the object increases (the number of ranking decreases). Given a pair of objects, the relevance could affect the relative ranking between the objects. For example, ‘Spy C Cuisine’ ranks higher than ‘Fan Shun’ with the keywords ‘good Chinese restaurant’, but ‘Fan Shun’ obtains a higher ranking with the keywords ‘Chinese restaurant’. The same relevant may results to different rankings with a fixed distance to the reference point. This is because that the ranking is based on the total number of objects returned from Google Maps API. This observation explained that for some object, although their relevance to different keywords sets are similar, the ranking varies a lot. For a single object, the monotonicity of the relevance is observed clearly. Beside by computing relevance with word frequency, the Jaccard similarity and cosine similarity are also applied (Figure 4). The monotonicity property conserves for the data even the similarity is computed differently.
Figure 4 Monotonicity of Relevance, Jaccard Similarity and Cosine Similarity
CHAPTER 3. METHOD AND EXPERIMENTS

Estimating Linear Ranking Function

In the previous chapter, the ranking function is only discussed with the aspects of spatial closeness and textual relevance. But Google Maps may also consider other unknown features such as the rating, advertisement fee paid to Google, etc. Since we showed that the monotonicity of spatial closeness and textual relevance, it makes possible for us to estimate the actual ranking function used by Google Maps. Let \( f(\cdot) = f(\text{rel}(W, o_i), \text{dist}(p, o_i), o_i.E) \) be the ranking function used to compute the score of an object \( o_i \) to a reference point \( p \) and a set of keywords \( W \). The \( \text{rel}(W, o_i) \) is the relevance between \( W \) and the reviews we collected for \( o_i \), the \( \text{dist}(p, o_i) \) is the distance between \( p \) and geolocation of \( o_i \), and the \( o_i.E \) is the unknown constant used in ranking \( o_i \). We consider \( f(\cdot) \) to be in a linear form and will discuss how to estimate the unknown parameters in this chapter.

We first assume \( f(\cdot) \) takes the following linear form:

\[
\begin{align*}
  f(\text{rel}(W, o_i), \text{dist}(p, o_i), o_i.E) &= \beta_1 \ast \text{dist}'(p, o_i) + \beta_2 \ast \text{rel}(W, o_i) + \beta_3 \ast o_i.E
\end{align*}
\]

Equation 1 is the linear combination of the spatial closeness, textual relevance and the unknown constant, where \( \beta = \{\beta_1, \beta_2, \beta_3\} \) are the unknown coefficients to be estimated.

For \( \text{dist}'(p, o_i) \), this term is a result of the normalized distance with a range of [0,1]. The relationship between \( \text{dist}(p, o_i) \) and \( \text{dist}'(p, o_i) \) is as following:

\[
\text{dist}'(p, o_i) = 1 - \frac{\text{dist}(p, o_i)}{\sqrt{1 + \text{dist}(p, o_i)^2}}
\]

According to Equation 2, \( \text{dist}'(p, o_i) = 1 \) indicates \( o_i \) overlaps with the reference point \( p \), and as \( \text{dist}(p, o_i) \) decreases, the \( \text{dist}'(p, o_i) \) increases. The original spatial distance is normalized in such a way because the monotonicity characteristic is better explained if the
ranking score is monotonically non-increasing with respect to \( \text{dist}'(p, o_i) \). The original spatial distance measurement is the Euclidean distance between the reference point \( p \) and the object \( o_i \).

For \( \text{rel}(W, o_i) \), we consider three different canonical functions: Cosine similarity, Jaccard similarity, and word frequency. Although the actual \( \text{rel}(W, o_i) \) used by Google Maps is unknown, but the absolute value of \( \text{rel}(W, o_i) \) is less important for us. We examined that the comparison result is not affected by the way we compute the \( \text{rel}(W, o_i) \) in the monotonicity validation part.

Since \( \beta_3 \) and \( o_i.E \) are both unknown, we treat the third term as a single latent parameter for each object and thus can simply use the denotation of \( o_i.E \). Thus, we can avoid \( o_i.E \) in the input of scoring function. Therefore, we can rewrite

The ranking function as:

\[
f(\text{rel}(W, o_i), \text{dist}(p, o_i)) = \beta_1 * \text{dist}'(p, o_i) + \beta_2 * \text{rel}(W, o_i) + o_i.E \tag{3}
\]

As a result of the property of the parameters, we need to find the score function for each object. Instead of a universal scoring function for all the objects, we need to estimate a pair of coefficients \( \beta_1 \) and \( \beta_2 \) for all the objects and a set of \( o_i.Es \). As the fact that we have no idea how \( o_i.E \) is computed, we will estimate \( o_i.E \) with uniform distribution initially and followed with an iterative solving manner. The method we applied for improving this estimation will be described in the implementation part.

There are several challenges we need to solve in the above problem. First, we need to estimate both the function parameters and a latent parameter for each object. Instead of estimating a scoring function for all the objects, we need to estimate the scoring function for each of the object appearing in the result of the \( top-k \) query result. Second, there is not a given training dataset that we can optimize for. Because the actual absolute score for each of the object
is unknow in our case. The only information is the ranking order of the result objects set of the top-\(k\) query. Third, our goal is to minimize the error between the actual score and the estimated score. From the second challenge, we encountered the difficulty of directly compute this error. All these challenges make our problem different from standard linear regression problem.

We developed following approach in our research to overcome the challenges. Let \(\text{top}(p, k, W)\) denote a top-\(k\) query issued to the search engine and \(\{o_1, o_2, ..., o_k\}\) be the query result, where \(o_i\) (\(1 \leq i \leq k\)) is the \(i\)-th ranked object in the result. Using the ranking result of \(\{o_1, o_2, ..., o_k\}\) as an observation, we can formulate the following linear inequality system, where \(f_i\) is the score function for object \(o_i\) (\(1 \leq i \leq k\)):

\[
\begin{align*}
    f_1(p) &\geq f_2(p) \\
    f_2(p) &\geq f_3(p) \\
    &\vdots \\
    f_{k-1}(p) &\geq f_k(p)
\end{align*}
\]

(4)

In the other words, we can solve the linear inequality system formed by the data from the search engine query result. Although we have the linear inequality system, the target function is unknow in our case. It makes the linear programming methods such as Simplex [5] not good choices for our problem. In order to solve the linear inequality system, we observe the feasible region of the linear inequality system first.
In Figure 5, we plotted the feasible region of two linear inequality systems, which are formulated by two randomly chosen top-$k$ queries. The x-axis and y-axis represent $\beta_1$ and $\beta_2$, respectively. Each line in the graph indicates the function $\beta_1 \ast (\text{dist}'(p, o_{i-1}) - \text{dist}'(p, o_i)) + \beta_2 \ast (\text{rel}(W, o_{i-1}) - \text{rel}(W, o_i)) + (o_{i-1}.E - o_i.E) = 0$, where $(2 \leq i \leq k)$. In the colored region, we have $\beta_1 \ast (\text{dist}'(p, o_{i-1}) - \text{dist}'(p, o_i)) + \beta_2 \ast (\text{rel}(W, o_{i-1}) - \text{rel}(W, o_i)) + (o_{i-1}.E - o_i.E) > 0$. The most saturated region is resulted from the overlap of all the feasible region of each line. Therefore, the most saturated region is the feasible region of the linear inequality system. We purpose two methods to solve the linear inequality system.

First, since all the feasible regions are roughly with the same shape, we are able to come up a simply target function. Once the target function is known, we are still able to apply a method which is used to solve linear programming problem. The target function we chosen is $\beta_1 + \beta_2$, which is used as a minimization linear programming problem. The final $\beta_1$ and $\beta_2$ are determined by applying the k-mean clustering method on the solved parameters from all the linear inequality systems.
The second way to solve the linear inequality system is to solve the pairs in inequalities. For instance, the objects set \( \{o_1, o_2, o_3\} \) is the \( top-k \) query result returned from Google Maps. We can expend the linear inequality system into the following format:

\[
\begin{align*}
\beta_1 \cdot (dist'(p, o_1) - dist'(p, o_2)) + \beta_2 \cdot (rel(W, o_1) - rel(W, o_2)) + (o_1.E - o_2.E) & \geq 0 \\
\beta_1 \cdot (dist'(p, o_2) - dist'(p, o_3)) + \beta_2 \cdot (rel(W, o_2) - rel(W, o_3)) + (o_2.E - o_3.E) & \geq 0
\end{align*}
\]

Since \( o_1.E, o_2.E \) and \( o_3.E \) is estimated by the uniform distribution, there are only two unknown variables to be solved. Therefore, we are able to solve the exact \( \beta_1 \) and \( \beta_2 \) parameters based on this pair of inequalities. In the result object set of a \( top-k \) query, we expected to have \( k - 1 \) inequalities and at most \( k - 2 \) solved parameters for each linear inequality system. Among the \( k - 2 \) \( \beta_1 \)s and \( \beta_2 \)s, we select the minimal and maximal values, respectively, to indicate the range of \( \beta_1 \) and \( \beta_2 \) that fulfill the linear inequality system. To obtain the final \( \beta_1 \) and \( \beta_2 \), we find the intersection of the ranges solved from all the linear inequality system. When there is no overlap for all the solved ranges, we select the range that occurs in most of the solved ranges. The final \( \beta_1 \) and \( \beta_2 \) is the average of the final \( \beta_1 \) range and \( \beta_2 \) range.

Given a target object \( o_i \) and a set of keywords, we can issue different \( top-k \) queries with different reference points. For each query result, we can build one inequality system and perform parameter estimation. More queries will introduce more constraints to the systems and thus result in better estimation.

Here we state the details of our algorithm. Let \( p \) be an arbitrary reference point on the map. A rectangle region \( R \) is defined based on the position of \( p \). The four corners are posed with a distance of 5km to \( p \). Our algorithm starts by issuing a query at \( p \) with the given keywords. According to the result returned from API, we generated the reference points around each object in the result set. These reference points are generated based on eight directions around each object. The step is selected as same as the parameter we send to Google Maps API, which is used
to help $\textit{nearbysearch}(p, R, W)$ API to perform the search within a local cyclic region. Beside the reference points near each object from the $\textit{top-k}$ query result set at $p$, we include some other reference points that are slight remote from the object. These remote reference points are included to add more constrains. All the reference points are selected within $R$. Each result set returned from Google Maps API at each reference point formed a linear inequality system. Once the linear inequality systems are solved, the parameters, $\beta_1, \beta_2$ and $o_i, E$, are ready to form the scoring functions.

As analyzed above, the error between the actual score and the estimated score cannot be computed. Therefore, we check the relationship of the ranking order and the score we computed for the objects instead. For all the objects in a $\textit{top-k}$ query result, which comes from the Google Maps API and can be treated as benchmark, we expect the score of each object leads to the same ranking order. For example, given all the objects in a $\textit{top-k}$ query result set, Figure 6 (a) is the correct relationship of the ranking order and the score of all the objects. The x-axis indicates the number for ranking and the y-axis indicates the score computed by the scoring function. The higher the score is, the lower the number for ranking will be. If we fit a trendline for the data point, the gradient of the trendline should be negative.
However, among all the top-k query result sets, half of the top-k query result sets show incorrect relationship after applying our scoring function, as shown in Figure 6 (b). This may result from the following aspects: 1) the parameters solved for each linear inequality system do not cluster well enough or the common overlap should cover more parameter ranges. 2) the
initial $o_i, E$ needs to be improved. Since we did not provide a way to modify the $o_i, E$ part, we will purpose an algorithm to optimize the $o_i, E$ here. The goal for the optimization is to increase the number of the top-$k$ query result sets which obtain the correct relationship with after applying the scoring function.

As we state before, the initial value of $o_i, E$ is generated by the normal distribution. The algorithm will solve the final $\beta_1, \beta_2$ and $o_i, E$ iteratively. For the first iteration, $\beta_1$ and $\beta_2$ are solved by the methods we proposed for solving the linear inequalities. Once $\beta_1$ and $\beta_2$ are computed, we apply the current scoring function with $\beta_1, \beta_2$ and the initial $o_i, E$ to each top-$k$ query result set to check the gradient of the trendline we shown in Figure 6. If the trendline is with a negative gradient, we collect the difference between the object’s score and its projection on the trendline, shown as Figure 7.

![Figure 7 Correction on the Rank-Score Relationship](image)

All the red points are the scores computed by the scoring function and all the blue points are the projections of the red points on the trendline. The dashed line indicates the trendline. For the red points $r_i$ and $r_{i+1}$ (objects $o_i$ and $o_{i+1}$), which are with the rank of $i$ and $i + 1$, the score
of $r_i$ should be greater than $r_{i+1}$. As the fact that the score of $r_i$ is smaller than $r_{i+1}$, we try to move $r_i$ and $r_{i+1}$ towards the trendline. The distances should be moved are indicated by the length of the red arrow and the blue arrow, respectively. The red arrow indicates that $o_i.E$ needs to add the length of the red arrow, which is defined as positive shift. The blue arrow indicates that $o_{i+1}.E$ needs to subtract the length of the blue arrow, which is defined as negative shift. We can collect a set of positive shifts and a set of negative shifts for each object after checking all the data. The $o_i.E$ is modified by either the intersection of all its positive shifts or the intersection of all its negative shifts. The choice is made based on the number of positive/negative shifts and the range of their intersections. After the modification of all the $o_i.E$, the algorithm goes into the next iteration. A number of iterations is set for the algorithm. The parameters which maximize the number of negative gradient trendline for the top-$k$ query result set are selected for constructing the set of scoring functions.

**Implementation of the Algorithm**

We implement the proposed techniques, i.e., estimating the linear scoring functions and evaluating their performance. We discuss our implementation and evaluation as follows.

Before we perform the implementation, we need to find a proper area for the estimation algorithm. Since we need enough data for the scoring function estimation, we decided to choose an area where the density of the spatial objects is high. Therefore, we choose to perform our estimation algorithm in New York City (NYC), a large city with a high spatial object density (about 35/km$^2$). The default k value is set to 20 for Google Maps API, which is to guarantee that the target object will appear on the first page of results. We limit the type of spatial objects to Chinese restaurants.
The process of the program is described as following. The parameters we send to the Google Maps API for the top-k query are:

- `keywords="good Chinese restaurant"`
- `location="40.7282122, -73.8637183"`

The initial region \( R \) and the points for more queries are generated, as shown in Figure 8. The total number of points generated is 351. The x-axis indicates the longitude and the y-axis indicates the latitude. The red point in the center represents the location of the initial reference point \( p \). The other four points on the corners shown the corners of the region \( R \).

![Figure 8 Initial Reference Points](image)

The next step is to run top-\( k \) query on all the points generated from the previous step. Then the Place Details API is called for each object to get the corresponding reviews. These data are further processed to get the distance variable and the textual relevance variable for each of the object. Three types of textual relevance are computed, namely the word frequency, the Jaccard similarity and Cosine similarity. Once the data is preprocessed, the linear inequalities are built for each object set from the top-\( k \) query result. The parameters for the linear scoring
function are solved in an iterative manner. Since we provided two methods to solve the linear inequalities, we set six experiments to run the data, which correspond to the combination of the three textual relevance and two linear inequality solving method.

Table 3 Solved Parameters

<table>
<thead>
<tr>
<th>Solving Inequalities</th>
<th>Textual relevance method</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
<th>Highest percentage of negative gradience</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range Merging</td>
<td>Cosine</td>
<td>0.01338</td>
<td>11.26243</td>
<td>84.9%</td>
</tr>
<tr>
<td></td>
<td>Jaccard</td>
<td>0.04334</td>
<td>56.36923</td>
<td>93.6%</td>
</tr>
<tr>
<td></td>
<td>Word Frequency</td>
<td>0.60883</td>
<td>25.12657</td>
<td>86.2%</td>
</tr>
<tr>
<td>Linear Programming</td>
<td>Cosine</td>
<td>4.08170</td>
<td>39.70540</td>
<td>67.4%</td>
</tr>
<tr>
<td></td>
<td>Jaccard</td>
<td>0.07351</td>
<td>98.27260</td>
<td>84.4%</td>
</tr>
<tr>
<td></td>
<td>Word Frequency</td>
<td>0.00416</td>
<td>47.01687</td>
<td>86.2%</td>
</tr>
</tbody>
</table>

Performance of the Estimated Scoring Functions

There are two measurements we selected to evaluate the estimated scoring functions. The first one is number of the common spatial objects and the second one is the ranking order. The first measurement compares the common spatial objects of the top-$k$ result set from Google Maps API with the ones computed by the estimated scoring functions. The second measurement compares the ranking order in the top-$k$ result set from Google Maps with the one resulted by our scoring functions.

The number of the common spatial objects is calculated as following. Given a result set of a top-$k$ query (result set), we computed the score of each object with the estimated scoring functions and then order the objects by the new scores. The reordered result set is called reordered set. A number $n$, where $n \leq k$, is selected for obtaining the subsets of size $n$ from the result set and the reordered set, respectively. The number of the common spatial objects is computed from the subset of the result set and the reordered set. This measurement is used to
evaluate whether the estimated scoring functions can result a same object set of a top-$k$ query as Google Maps does.

When $n = 20$, the number of the common spatial objects is 20, because the input parameter for the top-$k$ query is 20. The percentage of the common spatial objects is 100%. In order to have an overall view of this measurement, for each set of scoring functions, we calculated the percentage of the common spatial objects for each top-$k$ query result set. The number $n$ is tested from 1-20. For each $n$, an average of the percentage is computed. The number $n$ vs percentage of the common spatial objects plot is shown in Figure 9.

![Figure 9 Percentage of the common spatial objects](image)

We can observe that overall, as the number $n$ increases, the percentage of the common spatial objects in the result set and the reordered set increases. When $n = 10$, the average percentage of all six sets of scoring functions is 66.0%. It indicates that if we are querying for
half of the objects in a given objects set, which is the best half of the whole set, our scoring function can get a result that roughly 66.0% close to the Google Maps result. Among all the sets of scoring functions, the one computed by Linear Programming and Cosine similarity (LP_Cosine) performs the best. The one computed by Range Merge and Word Frequency (RM_Freq) is good when $7 \leq n \leq 10$. We are focusing more on the data where $n \leq 10$, because in such case the number of target objects, the number of the objects in the $top-k$ query result set, is only half or even less than half of the total number of the objects. Such situation is common in our daily life search.

The number of the common spatial objects is also compared between different methods. The methods for solving the linear inequality systems are studied first. The average percentages of three textual methods for the Range Merge method and the Linear Programming method are computed for $n \leq 10$. The data is illustrated in Figure 10.
When $n$ is less then 7, the Range Merge method performs slightly better. The percentage for the Range Merge method and the Linear Programming method is 51.6% and 51.1%, respectively. As the $n$ increases, the Linear Programming method works slightly better than the other one. Therefore, the two methods perform similar with regard to the number of the common spatial objects.

The performance of the textual relevance methods is also evaluated. The average percentages for the inequality-solving methods for the Cosine similarity, the Jaccard similarity and the Word Frequency are computed for $n \leq 10$. Similarly, we plotted the data in Figure 11.
Overall, the Cosine similarity outstands the other two methods, especially when $n$ is less than 9. When $n = 9$, the percentage of Cosine similarity, Word Frequency and Jaccard similarity are 63.7%, 62.8% and 58.6%, respectively. The Word Frequency method is at the second place in terms of performance. When $n$ is greater than 9, Word Frequency method outperforms the Cosine similarity. Considering the performance of the Word Frequency is outstanding in large $n$ case, it may indicate that the combination of the Cosine similarity and the Word Frequency maybe pretty similar to the textual relevance method applied by Google Maps.

The second measurement we need to study is the ranking order. Similarly, the number $n$, the result set and reordered set are set up for the ranking order study. As we are focusing on the ranking order now, we will only study the objects sets where the result set and the reordered set are the same.
Given a result set and a reordered set, we are able to find the rank difference for each of the object because of set identity. For a given object appears in both result set and reordered set, if its rank in the result set is higher than the one in the reordered set, then our estimated scoring function underrates the object. Otherwise, the estimated scoring function overrates the object. If the two ranks are same, we say the rank obtained by the estimated scoring function is correct. By analyzing the ranks of each object in given result set and reordered set, we can have a glimpse of how the estimated scoring function ranks objects comparing with Google Maps.

As we studied the individual object, the number \( n \) is investigated via a range instead of an integer for the sake of object ranks analysis. Since we have stated the importance of \( n = 10 \) before, we will analyze the data for \( 1 \leq n \leq 10 \) beside the one for \( 1 \leq n \leq 20 \). We have a hypothesis that the larger the \( n \) is, the more different the order will be. However, we need to understand what results the difference as well.

To verify the hypothesis, we can check if the ranks of each objects is same in the result set and the reordered set. A percentage with regard to the number of the result set / reordered set is computed to show the closeness of the two ranks. For example, given three objects \( \{o_1, o_2, o_3\} \), let’s consider the following cases:

\[
\begin{align*}
\text{case 1:} & \begin{cases} \text{result set: } o_1, o_2, o_3 \\ \text{reordered set: } o_3, o_1, o_2 \end{cases} \\
\text{case 2:} & \begin{cases} \text{result set: } o_1, o_2, o_3 \\ \text{reordered set: } o_3, o_2, o_1 \end{cases}
\end{align*}
\]

In case 1, there are no object having the same rank in the result set and the reordered set. While in case 2, there is \( o_2 \) ranked at the second place in both result set and reordered set. Therefore, we say the ranks difference in case 1 is larger than that in case 2. The difference percentages are calculated as 0.0% and 33.3% in case 1 and case 2, respectively.

The question of the reason for the differences can be simplified to the study of the percentage of the overrated cases and underrated cases. Either overrating or underrating can
induce the difference, but we still not sure which one plays a greater rule, or they affect the ranking order evenly. The percentages are computed with regard to the number of the result set / reordered set, and the number of overrating / underrating is counted by the ranks comparison.

Table 4 Percentage of the ranks difference by scoring functions

<table>
<thead>
<tr>
<th></th>
<th>n</th>
<th>RM_Cosine</th>
<th>RM_Jaccard</th>
<th>RM_Freq</th>
<th>LP_Cosine</th>
<th>LP_Jaccard</th>
<th>LP_Freq</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct</td>
<td>1-10</td>
<td>10.8%</td>
<td>13.5%</td>
<td>15.5%</td>
<td>15.0%</td>
<td>15.3%</td>
<td>15.2%</td>
<td>14.2%</td>
</tr>
<tr>
<td></td>
<td>1-20</td>
<td>6.5%</td>
<td>5.3%</td>
<td>6.3%</td>
<td>7.0%</td>
<td>6.5%</td>
<td>7.1%</td>
<td>6.4%</td>
</tr>
<tr>
<td>Overrate</td>
<td>1-10</td>
<td>52.2%</td>
<td>57.4%</td>
<td>57.0%</td>
<td>58.1%</td>
<td>53.1%</td>
<td>50.8%</td>
<td>54.8%</td>
</tr>
<tr>
<td></td>
<td>1-20</td>
<td>58.5%</td>
<td>63.3%</td>
<td>61.2%</td>
<td>60.9%</td>
<td>60.5%</td>
<td>59.6%</td>
<td>60.7%</td>
</tr>
<tr>
<td>Underrate</td>
<td>1-10</td>
<td>37.0%</td>
<td>29.1%</td>
<td>27.5%</td>
<td>26.8%</td>
<td>31.7%</td>
<td>34.0%</td>
<td>31.0%</td>
</tr>
<tr>
<td></td>
<td>1-20</td>
<td>35.0%</td>
<td>31.4%</td>
<td>32.6%</td>
<td>32.0%</td>
<td>33.0%</td>
<td>33.3%</td>
<td>32.9%</td>
</tr>
</tbody>
</table>

Table 4 shows the percentage of the ranks difference for the six sets of scoring functions. The method of calculation is explained in the previous text. The data shown in the Correct rows indicates that the hypothesis of larger n leading a larger difference between the ranking orders in the result set and the reordered set is verified. The higher the Correct percentage is, the more similar the ranking orders in the result set and the reordered set will be. When the n is in the range of 1-10, the average Correct percentage is 14.2%. When the size of the object set increases (larger n), the average Correct percentage drops to 6.4%.

Beside the Correct rows, the average Overrate percentage and the average Underrate percentage indicates that the estimated scoring functions are overrating an object in general speaking. As the n increases, the overrating affects even more on the ranking order. Because the drop of the average Correct percentage (7.8%) is mainly contributed by the increasing of the
average Overrate percentage, which is 5.9%. The average Underrate percentage also increases by 1.9%, but it has much less affect to the average Correct percentage comparing with the average Overrate percentage.

Table 5 Percentage of the ranks difference by methods

<table>
<thead>
<tr>
<th></th>
<th>n</th>
<th>RM</th>
<th>LP</th>
<th>Cosine</th>
<th>Jaccard</th>
<th>Freq</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct</td>
<td>1-10</td>
<td>13.3%</td>
<td>15.2%</td>
<td>12.9%</td>
<td>14.4%</td>
<td>15.3%</td>
</tr>
<tr>
<td></td>
<td>1-20</td>
<td>6.0%</td>
<td>6.8%</td>
<td>6.8%</td>
<td>5.9%</td>
<td>6.7%</td>
</tr>
<tr>
<td>Overrate</td>
<td>1-10</td>
<td>55.5%</td>
<td>54.0%</td>
<td>55.1%</td>
<td>55.2%</td>
<td>53.9%</td>
</tr>
<tr>
<td></td>
<td>1-20</td>
<td>61.0%</td>
<td>60.4%</td>
<td>59.7%</td>
<td>61.9%</td>
<td>60.4%</td>
</tr>
<tr>
<td>Underrate</td>
<td>1-10</td>
<td>31.2%</td>
<td>30.8%</td>
<td>31.9%</td>
<td>30.4%</td>
<td>30.7%</td>
</tr>
<tr>
<td></td>
<td>1-20</td>
<td>33.0%</td>
<td>32.8%</td>
<td>33.5%</td>
<td>32.2%</td>
<td>33.0%</td>
</tr>
</tbody>
</table>

Table 5 shows the percentage of the ranks difference for the methods we applied. Two inequality-solving methods, the Range Merge method and the Linear Programming method, are compared with each other, and the three textual relevance methods form another comparison group. From the aspect of the inequality-solving method, the Range Merge method overrates and underrates an object more than the Linear Programming method does. When $n$ is small, the degree of overrating and underrating for the Range Merge method is more obvious. As the $n$ increases, the difference between the Range Merge method and the Linear Programming method becomes less.

Among the three textual relevance methods, the Jaccard similarity tends to overrate an object more than the other two methods do. This tendency is even more obvious when the $n$ is large. The Word Frequency method performs pretty good in the case of both small and large $n$.
cases. We also found the Cosine similarity is the most stable one among all the three methods, given then difference of the percentages between the small $n$ case and large $n$ case is smallest for the Cosine similarity method in both aspects of overrating and underrating. For the overrating, the differences are 4.6%, 6.7% and 6.5% for the Cosine similarity method, the Jaccard similarity method and the Word Frequency, respectively. For the underrating, the differences are 1.6%, 1.8% and 2.3%, respectively.

General speaking, the Linear Programming method is slightly better than the Range Merge method, especially in terms of the ranking order. The Word Frequency turned to be the best textual relevance method. The performance of the Cosine similarity is also remarkable, and it may be considered together with the Word Frequency if we apply future improvements on the estimated scoring functions.
CHAPTER 4. CONCLUSION

We have introduced a process to estimate the scoring functions used by Google Maps. Based on the monotonicity of the distance and the textual relevance, we estimated the linear scoring functions, which take the distance and the textual relevance as input. The coefficients of the distance and the textual relevance are estimated universally, while the constant in the scoring function is estimated for each object individually. As such, we generated a set of scoring functions, each of which is specific for one object.

The linear inequality systems are constructed from the top-$k$ spatial keywords query result set. By solving the linear inequality systems iteratively, we are able to solve the scoring function of each object in the top-$k$ spatial keywords query result set. We developed two methods to solve the linear inequality systems, namely Range Merge and Linear Programming. For the calculation of the textual relevance, we implemented three methods, namely Cosine similarity, Jaccard similarity and Word Frequency. These methods together produced six different sets of scoring functions.

To evaluate the performance of the estimated scoring functions, we came up with two measurements, namely the number of the common spatial objects and the ranking order. The number of the common spatial objects shows whether the estimated scoring functions can get the same top-$k$ spatial keywords query result set as the Google Maps does without considering the ranking order. The number of the common spatial objects increases when we are querying a larger $k$ for top-$k$ spatial keywords query. The Range Merge method slightly outperforms the Linear Programming method with regard to the number of the common spatial objects. The Cosine similarity performs best when $k$ is small, and the Word Frequency performs best when $k$ is large.
The ranking order is compared by studying the individual object ranks change. As we expected, the larger the $k$ is, the more different the order will be. Overall, the estimated scoring functions overrate the objects. As the $k$ increases, the degree of overrating rising as well. The Range Merge method overrate an object more than the Linea Programming method. The Word Frequency performs the best in terms of ranking order, while the Cosine similarity is the most stable one when the value of $k$ increases.

According to the analysis of the two measurements, the Linear Programming method and the Word Frequency can be considered the outperforming one in our research. The estimated scoring functions can be further applied to develop new types of queries.
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