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Abstract
Accurate and continuous measurements of soil thermal and hydraulic properties are required for environmental, Earth and planetary science, and engineering applications, but they are not practically obtained by steady-state methods. The heat pulse (HP) method is a transient method for determination of soil thermal properties and a wide range of other physical properties in laboratory and field conditions. The HP method is based on the line-heat source solution of the radial heat flow equation. This literature review begins with a discussion of the evolution of the HP method and related applications, followed by the principal theories, data interpretation methods and their differences. Important factors for HP probe construction are presented. The properties determined in unfrozen and frozen soils are discussed, followed by a discussion of limitations and perspectives for the application of this method. The paper closes with a brief overview of future needs and opportunities for further development and application of the HP method.
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Key points:

- Soil thermal properties are required in environmental, Earth and planetary sciences, and in engineering applications
- The heat pulse method is a transient method that can be used to estimate soil thermal properties and a variety of other physical and hydraulic parameters
- The development history of the heat pulse method over the past 130 years is summarized, the probe design, construction, calibration and applications of the heat pulse method in unfrozen and frozen soils are presented, and limitations and perspectives of the technique are discussed
Abbreviations:

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AHFO-DTS</td>
<td>actively heated fiber optic-distributed temperature sensing;</td>
</tr>
<tr>
<td>CLHS</td>
<td>continuous line heat source;</td>
</tr>
<tr>
<td>DLHS</td>
<td>differentiated line heat source;</td>
</tr>
<tr>
<td>DPHP</td>
<td>dual-probe heat-pulse;</td>
</tr>
<tr>
<td>EC</td>
<td>electrical conductivity;</td>
</tr>
<tr>
<td>FDR</td>
<td>frequency domain reflectometry;</td>
</tr>
<tr>
<td>HP</td>
<td>heat pulse;</td>
</tr>
<tr>
<td>ICPC</td>
<td>identical–cylindrical–perfect–conductors;</td>
</tr>
<tr>
<td>ILHS</td>
<td>instantaneous line heat source;</td>
</tr>
<tr>
<td>I.D.</td>
<td>inner diameter;</td>
</tr>
<tr>
<td>LD ratio</td>
<td>length to diameter ratio;</td>
</tr>
<tr>
<td>LS ratio</td>
<td>Length to spacing ratio;</td>
</tr>
<tr>
<td>MDTD</td>
<td>maximum dimensionless temperature difference;</td>
</tr>
<tr>
<td>MFHPP</td>
<td>multi-functional heat pulse probe;</td>
</tr>
<tr>
<td>NMF</td>
<td>non-linear model fit;</td>
</tr>
<tr>
<td>O.D.</td>
<td>outer diameter;</td>
</tr>
<tr>
<td>SFTCs</td>
<td>soil freezing-thawing curves;</td>
</tr>
<tr>
<td>SHB</td>
<td>sensible heat balance; SLS—short-duration line source;</td>
</tr>
<tr>
<td>SLHS</td>
<td>short line heat source;</td>
</tr>
<tr>
<td>SMRC</td>
<td>soil moisture retention characteristic;</td>
</tr>
<tr>
<td>SPHP</td>
<td>single-probe heat-pulse;</td>
</tr>
<tr>
<td>SPM</td>
<td>single point method;</td>
</tr>
<tr>
<td>Thermo-FDR</td>
<td>heat pulse-frequency domain reflectometry;</td>
</tr>
<tr>
<td>Thermo-TDR</td>
<td>heat pulse-time domain reflectometry;</td>
</tr>
<tr>
<td>TDR</td>
<td>time domain reflectometry</td>
</tr>
</tbody>
</table>
List of symbols

$A$ the azimuth, °;

$C_a$ apparent volumetric heat capacity, J m$^{-3}$°C$^{-1}$;

$C_v$ volumetric heat capacity, J m$^{-3}$°C$^{-1}$, $C_v = \rho c$;

$E_{evap}$ evaporation rate, m s$^{-1}$;

$G$ soil sensible heat fluxes, W m$^{-2}$;

$G_{lower}$ soil sensible heat fluxes at lower depth, W m$^{-2}$;

$I$ current, A;

$I_0$ the modified Bessel function of the first kind of order zero;

$J$ soil water flux, m$^3$ m$^{-2}$ s$^{-1}$ or m s$^{-1}$;

$L$ probe length, m;

$L_e$ latent heat of evaporation, J m$^{-3}$;

$L_f$ latent heat of fusion, J kg$^{-1}$;

$Q$ finite quantity of heat liberated by the heater/line heat source, m$^2$° C;

$Q'$ finite quantity of heat liberated by the heater/line heat source per unit time, m$^2$° Cs$^{-1}$;

$R$ resistance, Ω;

$SH$ the Steinhart-Hart parameters;

$\Delta S$ change in sensible heat storage, W m$^{-2}$;

$T$ temperature, ° C;

$\Delta T$ temperature differences over $\Delta z$;

$V$ the heat pulse velocity, m s$^{-1}$;

$V_h$ the thermal front advection velocity, m s$^{-1}$;

$c$ specific heat capacity of the medium, J kg$^{-1}$°C$^{-1}$;

$d$ probe diameter, m;

$d_d$ subscript d indicates lower soil depth or downstream;

$f$ volumetric fraction air filled pores;

$g$ subscript g indicates air phase;

$i$ subscript i indicates ice phase;

$l$ subscript l indicates liquid water;

$m$ constant parameter for SPHP method during the heating period;

$m'$ constant parameter for SPHP method during the cooling period;

$q$ quantity of heat liberated per unit length of heater, J m$^{-1}$;
\(q'\) rate of heat liberated per unit length of heater, \(J \, m^{-1} \, s^{-1}\) or \(W \, m^{-1}\);

\(r\) radial distance from the heater, mm;

\(s\) subscript \(s\) indicates soil solid;

\(t\) time, s;

\(t_0\) duration of heat pulse, s;

\(t_c\) time correction term during the heating period, s;

\(t_m\) the time corresponding to the maximum temperature rise, s;

\(t_c'\) time correction term during the cooling period, s;

\(u\) subscript \(u\) indicates upper soil depth or upstream;

\(x, y, z\) directions in the Cartesian coordinate system, m;

\(\theta_v\) volumetric water content, \(m^3 \, m^{-3}\);

\(\kappa\) thermal diffusivity, \(m^2 \, s^{-1}\);

\(\lambda\) thermal conductivity, \(W \, m^{-1} \, \circ C^{-1}\);

\(\lambda_a\) apparent thermal conductivity, \(W \, m^{-1} \, \circ C^{-1}\);

\(\lambda_h\) thermal conductivity value during the heating period of the SPHP method, \(W \, m^{-1} \, \circ C^{-1}\);

\(\lambda_c\) thermal conductivity value during the cooling period of the SPHP method, \(W \, m^{-1} \, \circ C^{-1}\);

\(\rho\) density, \(kg \, m^{-3}\);

\(\rho_d\) dry soil bulk density, \(kg \, m^{-3}\);

\(\rho_s\) soil particle density, \(kg \, m^{-3}\);

\(\phi\) total porosity, \(m^3 \, m^{-3}\).
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1. Introduction

Soil thermal properties are a must for the accurate estimation and simulation of the surface energy balance (Brutsaert, 1982; Peters-Lidard et al., 1998; Wilson et al., 2002; Zheng et al., 2015), which affects the soil temperature regime and temperature-dependent soil processes such as decomposition of organic matter by microbes (Hillel, 1998), soil nitrification or denitrification and the production and release of greenhouse gases from soil (Davidson et al., 1998), plant and crop growth rates (Nagai & Makino, 2011), the geographic distribution of bulk plant sensitivity to global warming (Lapenis et al., 2014), seed germination and plant phenology, and biotic components of the ecosystem (Pedersen et al., 2015). They are also an important consideration in managing soil and water in irrigated agriculture (Noborio et al., 1996a). Further, soil thermal properties are important for understanding and predicting temperature-driven changes in hydraulic properties such as soil water retention and unsaturated hydraulic conductivity (Hopmans & Dane, 1986), and hydrological processes such as timing and rate of snowmelt (Lynch et al., 1998), and soil water vapor flow in coupled water and heat transport (Nassar & Horton, 1992; Bittelli et al., 2008); as a result, they are required in many hydro-meteorological models at the local (Barr et al., 2012), basin (Ranzi et al., 2010; Endrizzi et al., 2014), and global scales or community land surface models (Liang et al., 1994; Niu et al., 2011; Massey et al., 2014; Wild et al., 2014). Because of the range in scale, knowing thermal properties at different scales is a necessity.

In addition to energy balance applications, the thermal properties of soils are also used in a large number of geotechnical and geo-environmental applications, including geothermal energy resources (White, 1973; Saito et al., 2014; Yoon et al., 2014), radioactive waste disposal (Li et al., 2012), geological CO$_2$ sequestration and recovery of natural methane gas hydrates (Cortes et al., 2009). These geotechnical applications may require measurements of thermal properties at depth and in weathered or unweathered rocks. In cold regions, the challenges of geotechnical engineering have always relied on an understanding of how civil infrastructure interacts with frozen ground (i.e., permafrost) (Brown, 1970). However, these engineering challenges are being exacerbated by the accelerated rate at which climate change is affecting permafrost degradation (Harris et al., 2009). Understanding of the dynamics of permafrost requires accurate partitioning of surface energy balance, which relies on accurate measurements of thermal properties of the partially-frozen surface and subsurface materials. Specific challenges include resource and transportation development (Prowse et al., 2009)
and mine closure (Mend, 2012) in northern regions.

Furthermore, the measurement of thermal properties are important for estimating heat released from the interior of an extraterrestrial body in order to understand the body’s internal structure, composition, and origin (Nagihara et al., 2014). Consequently, measurement of thermal properties were implemented in Apollo 15 and 17 missions to the Moon, and NASA’s Phoenix lander (Zent et al., 2009, 2010) and InSight missions to the Mars (Nagihara et al., 2014), and ESA’s Rosetta spacecraft bound to Comet 67P (Marczewski et al., 2004; Nagihara et al., 2014). For these extraterrestrial applications, rapid, portable and low energy consumption soil thermal property measurement methods are required.

There are three interrelated soil thermal properties: (1) the soil thermal conductivity ($\lambda$ or $K$) that describes the soil’s ability to transmit heat and is defined as the heat flux conducted under a unit temperature gradient (the reciprocal of thermal conductivity is called thermal resistivity); (2) the soil volumetric heat capacity ($C_v$ or $\rho c_v$) that defines the change in soil heat storage required to cause a unit rise in temperature; and (3) the soil thermal diffusivity ($\kappa$ or $\alpha$), which is the ratio of $\lambda$ to $C_v$, describes the transmission rate of temperature changes within the soil or the ability to transmit heat over the ability to store heat.

So far, methods for measuring soil thermal properties generally fall into two categories: the steady-state/stationary and the transient/non-stationary methods. The steady-state method is based on the theory of steady flow of heat, which requires maintenance of a constant temperature gradient (usually one-dimensional) across a soil sample (Woodside & Messmer, 1961a). Steady-state methods (e.g., guarded hot plate, heat flux meter, and divided bar method) require thermal insulation to minimize edge or end effects, and a relatively long time is required to attain thermal equilibrium (Woodside & Messmer, 1961a). For partially saturated soil, this method can alter the thermal properties being measured (Moench & Evans, 1970; Farouki, 1981; Bristow et al., 1994a), because heat transport in unsaturated soil is usually accompanied by appreciable moisture migration induced by the temperature gradient, evaporation or distillation of water vapor (de Vries, 1952; de Vries & Peck, 1958a; Moench & Evans, 1970; Farouki, 1981; Nassar & Horton, 1989; Nassar et al., 1992; Nassar & Horton, 1992; Nassar & Horton, 1997; Nassar et al., 1997; Heitman et al., 2008a). In addition, it can also dry the soil adjacent to the heat source (Moench & Evans, 1970). The reader is referred to Sass et al. (1984) and Presley and Christensen (1997) for more information pertaining to the steady-state methods.
Transient methods measure the temperature response of the soil to a heat pulse from a heat source (e.g., point, line, plane, cylindrical, or spherical surface sources) inserted into soil. The transient method, widely used in the recent literature is referred to as the heat pulse (HP) method, also called cylindrical-probe transient flow method, transient hot-wire method, probe/needle method, or hot/thermal probe method. The HP method is based on the analogies of radial heat flow from a line-source, and to measure temperature change as a function of time, $T(t)$. The thermal properties are obtained by fitting analytical/numerical solutions of the heat conduction equation to measured $T(t)$ (Carslaw & Jaeger, 1959). The duration of applied heat for HP methods is much shorter compared to that in steady-state methods. Compared to the steady-state method, the transient method is less likely to induce soil water redistribution (de Vries, 1952; Farouki, 1981; Shiozawa & Campbell, 1990). It has an advantage over the steady-state method with respect to measurement time, cost, and portability for lab and field applications. Because the transient method is generally more amenable to measuring soil thermal properties, the heat pulse method will be the focus of this review.

In this paper, we review the theory on which the HP method is based, together with its development and application. We focus on:

1. History and evolution of the HP method;
2. The theory of the HP method. Differences between instantaneous and short duration HP theories, single-probe heat-pulse (SPHP) and dual-probe heat-pulse (DPHP) methods, and single point method (SPM) and non-linear model fit (NMF) are compared in order to provide enough information for researchers to choose the most appropriate method to meet their needs;
3. The design, construction, and calibration of HP probes. We also comment on the effects of different probe spacing and heating strategies on estimated soil thermal properties are simulated and evaluated. We also comment on probe performances and sources of error of the HP method;
4. Application of the HP method and its combination with time domain reflectometry, the thermo-TDR probe. This includes uses of HP and thermo-TDR probes for determination of soil thermal properties, water content, bulk density, water flux, heat flux, and subsurface evaporation. The recent applications of actively heated fiber optics based distributed temperature sensing (AHFO-DTS).
for measurement of soil physical properties at intermediate scale (e.g., meters to tens of kilometers) are also presented and discussed;

(5) Limitations of the HP method and perspectives.

The aim of this review is to provide information to the novice and expert alike to guide them on the advantages, limitations, development, and the applications of the heat pulse method.

2. Development and evolution of the HP method

The advent of the HP method can be traced back to Schleiermacher (1888), who suggested this method for measurements of heat in gas, and this method was then used by Niven (1905) and Niven and Geddes (1912). However, the empirical approximation of the line-heat source method was first given by Stalhane and Pyk (1931). This empirical formula for the solution to the heat conduction equation was then mathematically deduced by Van der Held (1932). The HP method was then used to determine the λ of liquids by Weishaupt (1940) and by Van der Held and van Drunen (1949), and of soils by Van Dorssen (1949) and Hooper and Lepper (1950). The HP method has subsequently been applied to a wide range of materials such as gas (e.g., Kolyshkin et al., 1990), liquid (e.g., Horrocks & McLaughlin, 1963; Nagasaka & Nagashima, 1981; Zhang et al., 2005), porosint (e.g., insulation material), tree sap flow (e.g., Marshall, 1958; Swanson, 1994; Green et al., 2003), biological tissues (e.g., Balasubramaniam & Bowman, 1977; Valvano et al., 1984; Liang et al., 1991; Xie & Cheng, 2001), and snow (e.g., Liu & Si, 2008; Riche & Schneebeli, 2010) under a wide range of temperatures (from -35 °C to 90°C (e.g., Campbell et al., 1994; Hiraiwa and Kasubuchi, 2000; Olmanson & Oechsner, 2006; He et al., 2015) and pressures (from vacuum to 10^9 Pa. e.g., Wechsler & Glaser, 1965; Merrill, 1968; Andersson & Bäckström, 1976). Detailed descriptions of the historical evolution of the HP method are provided by Wilde et al. (2008) and Assael et al. (2010). For this review, we only focus on the application of the HP method in soil studies under atmospheric pressure for ambient temperatures between -30 to 60°C.

Advances in the HP method over the past few decades have been accompanied by evolution of probe design/ construction, development of data logging equipment, development of mathematical analysis and interpretation techniques, and improvement in computing ability resulting in improved soil thermal property determination. For example, its development can be divided into two eras based on probe geometries and theories: the first era is represented...
by the single-probeheat-pulse (SPHP) method. The second era is represented by the dual-probeheat-pulse (DPHP) method. Both SPHP and DPHP consist of a line heat source (hereafter heater) and at least one temperature sensing device (hereafter temperature sensor) mounted together (SPHP) or separately (DPHP) with heater. The heater is supplied with a constant electrical current for a specified period of time, and the temperature sensor(s) records the temperature change. For the SPHP method, the heater is generally embedded in a small diameter stainless steel tube, and the temperature sensor is generally placed in the same tube (mid-length position) next to the heater to ensure excellent thermal contact between the two. A relatively long duration pulse (e.g., ≥ 1 min) of heat is applied in the SPHP (de Vries, 1952; Woodside & Messmer 1961a, 1961b; Penner, 1970). Instead of having heater and temperature sensor mounted together, the DPHP probe has heater and temperature sensors in separated needles and a short duration heat pulse (e.g., 8~15 s) is used in the DPHP method (Campbell et al., 1991; Mori et al., 2003, 2005; Heitman et al., 2008a, 2008b, 2008c).

The cylindrical probe, developed by de Vries (1952) to measure $\lambda$ is among the first SPHP probe prototypes. The device could be introduced into soil without markedly disturbing the soil’s natural structure, but the probe suffered from durability problems and lack of accuracy (de Vries, 1952). Plotting the temperature rise (the difference between measured temperatures during heating and initial temperature) against log $(t)$ (where $t$ is time) gives a straight line from which $\lambda$ is estimated. Sometimes the data for the subsequent cooling period were also used for estimating $\lambda$ (de Vries, 1952; de Vries & Peck, 1958a). The possibility to extract $\kappa$ was also presented under the condition that the contact resistance was known or negligibly small, but the accuracy was expected to be poor (de Vries & Peck, 1958a). Blackwell (1954) and Bruijn (1983) developed a theory to simultaneously estimate $\kappa$ and $C_v$ by explicitly accounting for contact resistance between the soil and the probe. Their experimental results demonstrated 1% accuracy in the determination of $\lambda$, but only 10 to 20% accuracy in the determination of $C_v$ (van Haneghem et al., 1983). Campbell et al. (1991) used a DPHP with a new design (temperature sensor and heating element in two parallel hypodermic needles, ~6 mm apart) to measure $C_v$. A renewed interest in the HP method in soil science based on the DPHP sensor of Campbell et al. (1991) is apparent in the literature over the last 20+ years. The DPHP sensor, which allows detection of temperature changes some distance (e.g., 6 mm) from a heater, is now the most widely used design for measuring soil thermal properties (Campbell et al., 1991; Ren et al., 1999, 2000, 2003a, 2003b; Mori et al., 2003, 2005; Heitman et al., 2008a, 2008b, 2008c; Ochsner & Baker, 2008; Liu & Si, 2008; Zhang et al., 2011, 2012, 2014).
Campbell et al. (1991) estimated $C_v$ and presented a potential way to estimate soil water content ($\theta_v$) (Bristow et al., 1993; Tarara & Ham, 1997; Bristow, 1998; Song et al., 1998) based on the analytical solution to the heat equation with an instantaneous heat pulse boundary condition. However, Kluitenberg et al. (1993) found that the assumption of an instantaneous heat pulse caused overestimation of $C_v$, and they explored the use of a finite, short duration heat pulse assumption described by Carslaw and Jaeger (1959) to overcome this problem. Bristow et al. (1994b) and Knight and Kluitenberg (2004) presented the single point method (SPM) that uses the maximum temperature rise and the corresponding time to simultaneously estimate $C_v$, $\kappa$, and $\lambda$. Later a nonlinear model fit (NMF) method for data interpretation was presented and compared to the SPM method (Bristow et al., 1995; Welch et al., 1996). Cobos and Baker (2003) demonstrated that a three-needle HP probe (i.e., one heater and two temperature sensors/needles) could be used to accurately measure soil heat flux, which is the product of measured soil thermal conductivity and the temperature gradient derived from the temperature sensors. These studies together with others served as the basis for many subsequent developments and applications of the HP method. Error analysis of these methods and probe designs were performed and documented (Kluitenberg et al., 1993, 1995, 2010; Liu et al., 2008a; Liu & Si, 2010; Knight et al., 2012). It should be noted that HP measurements are based on the assumption of local thermal equilibrium within the duration of the measurements (Roshan et al., 2014). Under field conditions, local thermal non-equilibrium is common and should be corrected (Jury & Bellantuoni, 1976; Bristow et al., 1993; Presley & Christensen, 1997; Young, 2008; Zhang et al., 2014; Roshan et al., 2014). Readers are referred to Wechsler (1966) and Shiozawa and Campbell (1990) for additional papers published before 1990.

Besides measurement of soil thermal properties, recent developments of the HP method in combination with TDR have led to the simultaneous measurement of a range of other properties. Baker and Goodrich (1984, 1987) combined the SPHP and TDR methods to simultaneously measure water content and $\lambda$. Noborio et al. (1996b) enclosed a thermocouple junction into the outer electrodes of a 3-pronged TDR probe and a heater into the center in order to combine these two methods. Ren et al. (1999) improved the design of the Noborio et al. (1996b) method and developed the thermo-TDR sensor, which integrated the TDR and HP sensors into a single unit (3-needle probe, one needle serves as heater and center TDR electrode and two other needles function as temperature sensors and TDR ground electrodes). Ren et al. (1999, 2003a) used these sensors to make various vadose zone measurements (e.g.,
soil water content, bulk electrical conductivity-EC, thermal properties, and liquid water flux. The thermo-TDR sensor is ideal for comparing water content measurements between HP and TDR methods, because the probe makes both measurements on similar soil volumes (Ren et al., 2003a, 2005). The TDR part of the thermo-TDR, however, is still subject to errors in soils with high EC, large organic matter fraction, and high clay contents largely due to the short physical length of the probe compared to many regular TDR probes (e.g., 2.8-4 cm vs 15-30 cm). The readers may consult Noborio (2001) and Robinson et al. (2003) for more information about TDR and TDR methods. HP probes with or without TDR can also be used to measure other properties in unfrozen soils such as EC (e.g., Ren et al., 1999; Bristow et al., 2001; Mori et al., 2003), soil water content (e.g., Ochsner et al., 2003; Ren et al., 2003a, 2003b; Kamai et al., 2013, 2015), water flux and pore water velocity (e.g., Ren et al., 2000; Wang et al., 2002; Mori et al., 2005; Mortensen et al., 2006; Kluitenberg et al., 2007; Kamai et al., 2008, 2013; Rau et al., 2014), soil bulk density (e.g., Ochsner et al., 2001b; Ren et al., 2003a; Liu et al., 2008b, 2014; Lu et al., 2016, 2017; Tian et al., 2018), evaporation (e.g., Heitman et al., 2008b, 2008c; Xiao et al., 2011, 2014; Deol et al., 2012, 2014; Zhang et al., 2012; Trautz et al., 2014), and evapotranspiration (Wang et al., 2015).

Properties of unfrozen soil can be determined reliably by the HP method as noted above. There are however only a few reports pertaining to applications of the HP in frozen soil. Available examples include the measurement of thermal properties (e.g., Baker & Goodrich, 1984; Goodrich, 1986; Putkonen, 2003; Ochsner & Baker, 2008; He et al., 2015), unfrozen water and/or ice content (e.g., Liu & Si, 2011b; Zhang et al., 2011; Kojima et al., 2013, 2014, 2015, 2016; Tian et al., 2015), water and heat flux (e.g., Ochsner & Baker, 2008; Tokumoto et al., 2010), and snow density (e.g., Liu & Si, 2008). This limited use of the HP method in frozen soils may be because the HP method can induce a phase change of ice during the application of heat. This phase change and the latent heat fluxes can limit the accurate measurement of thermal properties using solutions to the heat equation assuming only conductive heat flux. Therefore, most applications of the HP method in frozen soils assume negligible ice melting (e.g., Tokumoto et al., 2010), embed the latent heat flux into the thermal properties (e.g., apparent thermal properties; Ochsner & Baker, 2008; He et al., 2015), or take advantage of numerical models (e.g., Putkonen, 2003; Overduin et al., 2006; Liu & Si, 2011b; Zhang et al., 2011; Kojima et al., 2013, 2014, 2015).
3. Fundamentals of the HP Method

3.1. Theory

Conduction of heat in soil with a soil water flux, \( J \), can be described as (Carslaw & Jaeger, 1959)

\[
c_v \frac{\partial T}{\partial t} = \frac{\partial}{\partial x} \left( \lambda_x \frac{\partial T}{\partial x} \right) + \frac{\partial}{\partial y} \left( \lambda_y \frac{\partial T}{\partial y} \right) + \frac{\partial}{\partial z} \left( \lambda_z \frac{\partial T}{\partial z} \right) - \left( V_x \frac{\partial T}{\partial x} + V_y \frac{\partial T}{\partial y} + V_z \frac{\partial T}{\partial z} \right) \tag{1}
\]

where \( T \) is temperature (°C), \( t \) is time (s), \( x \), \( y \), and \( z \) are directions in the Cartesian coordinate system (m), \( C_v \) is the volumetric heat capacity (J m\(^{-3}\) °C\(^{-1}\)), and \( \rho c \) is the specific heat capacity of the medium (J kg\(^{-1}\) °C\(^{-1}\)), \( \lambda \) is the thermal conductivity (J s\(^{-1}\) m\(^{-1}\) °C\(^{-1}\) or W m\(^{-1}\) °C\(^{-1}\)), and \( V_x \), \( V_y \), \( V_z \) are the heat pulse velocity (m s\(^{-1}\)) along the directions \( x \), \( y \), and \( z \), respectively. Note the heat pulse velocity at a direction is related to soil water flux in that direction. For example, \( V_x = J_x \rho c / \rho c \), where \( J_x \) (m s\(^{-1}\)) is the soil water flux along \( x \) and \( \rho c \) is the volumetric heat capacity of soil (Ren et al., 2000).

In semi-infinite, homogenous and isotropic media without water flow, provided \( \lambda \) is constant with space and time, in equation (1) may be taken out of the derivative and combined with \( C_v \) to give the differential equation of radial heat conduction in a cylindrical coordinate system (Carslaw & Jaeger, 1959; Farouki, 1981):

\[
\frac{\partial T}{\partial t} = \kappa \left( \frac{\partial^2 T}{\partial r^2} + \frac{1}{r} \frac{\partial T}{\partial r} + \frac{1}{r^2} \frac{\partial^2 T}{\partial \theta^2} + \frac{\partial^2 T}{\partial z^2} \right) \tag{2}
\]

where \( \kappa \) is thermal diffusivity (m\(^2\) s\(^{-1}\)), \( r \) represents radial distance from the center of the coordinate system or the line source/heater (m), and \( \theta \) is the azimuth (°). For radial heat flow, equation (2) can be simplified as

\[
\frac{\partial T}{\partial t} = \kappa \left( \frac{\partial^2 T}{\partial r^2} + \frac{1}{r} \frac{\partial T}{\partial r} \right) \tag{3}
\]

The solutions to equation (3) for an instantaneous lineheat source (ILHS), continuous lineheat source (CLHS), and line heat source of finite duration (or short-duration lineheat source, SLHS) are most commonly used for the HP method.
3.1.1. Solution to equation (3) for ILHS

For an instantaneous heat-pulse applied to an infinite line source in a homogeneous and isotropic medium at a uniform initial temperature, the solution to equation (3) is (Carslaw & Jaeger, 1959)

$$\Delta T(r, t) = \frac{Q}{4\pi\kappa t} \exp\left(-\frac{r^2}{4\kappa t}\right)$$

(4)

where $\Delta T(r, t)$ is the temperature change (i.e., difference between measured temperature and background temperature) at a radial distance away from the line heater at time; $Q$ is the finite quantity of heat liberated by the line source ($m^2°C$), $Q = q/\rho c$ with $q$ the quantity of heat liberated per unit length of heater ($J/m$).

3.1.2. Solution to equation (3) for CLHS

For boundary and initial conditions: $T = 0$ (thermal equilibrium) for $t = 0$ and $r \geq 0$; $T = 0$ (no heat flow far from the heat source) for $t > 0$ and $r \to \infty$; $-2\pi r\lambda \frac{dT}{dr} = q'$ for $t > 0$ and $r \to 0$.

$q'$ can be calculated using Joule’s law (see section 4.2) and is the quantity of heat produced per unit time and unit length of the line source ($W/m$ or $J/m\cdot s$), the solution to equation (3) is: (de Vries, 1952; Carslaw & Jaeger, 1959; Merrill, 1968; Presley, 1995)

$$\Delta T(r, t) = -\frac{q'}{4\pi\kappa} Ei\left(\frac{r^2}{4\kappa t}\right) = -\frac{q'}{4\pi\kappa} E_1\left(\frac{r^2}{4\kappa t}\right)$$

(5)

where, $Q'$ is heat source strength per unit time ($m^2°C\cdot s^{-1}$), $Q' = q'/\rho c$. The exponential integral functions, $E_1(x)$ and $Ei(x)$, are symbolic functions, and their analytical solution can be described as (de Vries, 1952; Cody & Thacher, 1968; Shiozawa & Campbell, 1990):

$$E_1(x) = -Ei(-x) = \int_x^\infty \frac{\exp(-n\tau)}{n!} \, dn = -\gamma - \ln(x) - \sum_{n=1}^{\infty} \frac{(-x)^n}{n\cdot n!}$$

(6)

where $\gamma$ is the Euler-Mascheroni constant (0.57721...), $x = r^2/(4\kappa t)$, and $n$ is a variable of integration. Figure 1 shows the difference between $E_1(x)$, $Ei(-x)$, and $\exp(x)$.
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3.1.3. Solution to equation (3) for SLHS

Equation (5) is a solution to equation (3) for the heating period, similarly, the cooling period can also be used to determine soil thermal properties. The solutions for heating and cooling periods are (de Vries, 1952; Kluitenberg et al., 1993; Bristow et al., 1994b)

\[\Delta T(r, t) = \begin{cases} 
\frac{q'}{4\pi\kappa} E_1 \left(\frac{r^2}{4\kappa t}\right) & 0 < t \leq t_0 \\
\frac{q'}{4\pi\kappa} \left[ E_1 \left(\frac{r^2}{4\kappa t}\right) - E_1 \left(\frac{r^2}{4\kappa (t-t_0)}\right)\right] & t > t_0
\end{cases} \]  

where \(t_0\) is the heat pulse duration (s). Equation (7) describes the temperature change at distance \(r\) during a heat pulse beginning at \(t = 0\), and terminating at \(t = t_0\), and for the post heat pulse duration period, \(t > t_0\). The different approaches for deriving soil thermal properties with equation (7) are the essential differences for the SPHP and DPHP methods.

3.2. SPHP method

The SPHP method generally records the temperature rise of the heater probe, half way along its length and, at this location, \(r\) is approximately equal to the radius of the heating wire (\(r_0\)), where a perfect contact is required between the heater and the temperature sensor and the magnitude of \(r_0\) should be considered for imperfect contact (Van der Held & Van Drunen, 1949). If \(t\) is sufficiently large or \(r\) is very small (e.g., \(r^2/4\kappa t \ll 1\)) in equation (6), \(T(t)\) at \(r = r_0\) can be approximated as \(T(t) \approx \frac{q'}{4\pi\alpha} \ln(t) + B\), where \(B\) can be treated as a constant (Blackwell, 1954; Liu and Si, 2011). Then, the temperature values \(T_1\) and \(T_2\) at the heater at respective time \(t_1\) and \(t_2\) can be expressed as (Van der Held and Van Drunen, 1949; Van der Held et al, 1953):

\[T_2 - T_1 = \frac{q'}{4\pi\alpha} \ln \frac{t_2 + t_c}{t_1 + t_c} \]  

where \(t_c\) is a time correction term that accounts for a few sources of error including: (1) dropping the higher terms in the equation (6); (2) deviation of the temperature rise (i.e., initial lag error at short experimental times) in the heater with regard to the ideal rise given that \(r = r_0\); (3) influence of the finite diameter of the probe (e.g., thermal capacity of the probe) and finite dimension of samples; (4) axial heat flow error (i.e., non-radial heat flow in the probe and sample at long experimental times); and (5) contact resistance (or heat transfer)
Use of equation (8) generally results in a linear relationship between temperature rise and
\[ \ln(t + t_c) + \frac{q'}{4\pi\lambda} \] with \( q' / 4\pi\lambda \) as the slope. With known \( q' \), \( \lambda \) can be calculated. But this method requires a sufficiently long period of heat pulse to offset the abovementioned errors, because the sources of error have a great influence on the first 5-10 s of recorded data (Bristow et al., 1994a).

Subsequent refinements of this method have been given by Blackwell (1953; 1954), Jaeger (1956), de Vries and Peck (1958a; 1958b), Carslaw and Jaeger (1959), Kristiansen (1982), Waite et al., (2006), and Liu and Si (2011a). These theoretical interpretations investigate the effects of the finite diameter of the probe, probe heat capacity, non-radial (axial) heat flow, and thermal contact resistance between the probe and samples under test. They can be used to increase the accuracy and precision for the estimates of thermal properties. The simplified equation with ‘lumped’ effects for both the heating and cooling periods can be alternatively expressed by (de Vries, 1952; Shiozawa and Campbell, 1990)

\[
\Delta T = \begin{cases} 
\frac{q'}{4\pi\lambda_h} \ln(t + t_c) + m & t \leq t_0 \quad [a] \\
\frac{q'}{4\pi\lambda_c} [\ln(t + t'_c) - \ln(t + t'_c - t_0) + m'] & t > t_0 \quad [b]
\end{cases}
\]

where \( t_0 \) is the heat pulse duration; \( \lambda_h \) and \( \lambda_c \) are the thermal conductivity values during the heating period and the cooling period, respectively; \( m \) and \( m' \) are constants and \( t_c \) and \( t'_c \) are time correction terms, \( m \) and \( t_c \) may differ from \( m' \) and \( t'_c \). Shiozawa and Campbell (1990) suggested to use the mean of \( \lambda_h \) and \( \lambda_c \) to provide the best estimate of thermal conductivity. Figure 2 is an example of a measured heating and cooling curve of the SPHP method at different water contents.
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Although SPHP method is primarily used to obtain thermal conductivity, attempts to retrieve thermal diffusivity were made by Blackwell (1954) and Jaeger (1956). But the accuracy of the thermal diffusivity was observed to be poor (Crowe et al., 1963; Al Nakshabandi & Kohnke, 1965). Interested readers are referred to Wechsler (1966) for more details about the pertinent

3.3. Differentiated line heat source (DLHS) method using dual probes

Merrill (1968) developed the differentiated line-heat source method with two wires (similar to dual probes) for measuring thermal conductivity of powders under vacuum conditions. Based on the continuous line heat source solution as presented in equation (5), the DLHS method is a widely used method in the geophysics community. The probe of DLHS method consists of two linear and parallel needles, one as a heater and the other as a temperature sensor to record the time derivative $dT/dt$. $dT/dt$ is the differentiation of equation (5) with respect to time, which is expressed as (Merrill, 1968; Morabito, 1989)

$$\frac{dT(r,t)}{dt} = \frac{q}{4\pi \lambda t} \exp \left( \frac{-r^2}{4\kappa t} \right)$$  \hspace{1cm} (10)

where $dT(r,t)/dt$ can be treated as the first derivative of the temperature change compared to the initial temperature of the tested media with respect to time at some distance ($r$) from the heater. Note that the right hand of Eq. (10) is identical to that of the equation (4) because $T(r,t)$ in equation (10) is the temperature for continuous line heat source, and $T(r,t)$ in equation (4) is for an instantaneous line heat source. The $dT(r,t)/dt$ as a function of time shows a bell-shaped curve with the front behaving as $\exp((-r^2)/(4\kappa t))$ and the back behaving as $1/t$. The peak of the $dT(r,t)/dt$ curve is the maximum temperature rise $(dT(r,t)/dt)_m$, which occurs at $d(dT(r,t)/dt)/dt = 0$. Rearrangement results in (Merrill, 1968)

$$\left( \frac{dT(r,t)}{dt} \right)_m = \frac{q}{4\pi \kappa \lambda t_m}$$  \hspace{1cm} (11)

where $t_m$ is the time corresponding to the maximum temperature rise $(dT(r,t)/dt)_m$. By considering the maximum value of the $dT/dt$ data, $(dT/dt)_m$, and the corresponding time, $t_m$, the thermal conductivity and thermal diffusivity can be calculated by (Merrill, 1968; Morabito, 1989)

$$\lambda = \frac{q}{4\pi \kappa (dT/dt)_m t_m}, \hspace{0.5cm} \kappa = \frac{r^2}{4t_m}$$ \hspace{1cm} (12)
Therefore, the differentiated line heat source (DLHS) method is a dual probe method, but is different from DPHP method (section 3.4) in that DLHS measures the time when the maximum temperature change rate \((dT/dt)_m\) occurs at the sensor probe under a continuous line heat source.

3.4. DPHP method

Different from SPHP method, but similar to DLHS, the DPHP method monitors the temperature change some distance (a few mm) away from the heater. Lubimova et al. (1961) applied this method to estimate the thermal properties of rocks. Campbell et al. (1991) developed a DPHP sensor and a new data interpretation method for estimating soil heat capacity. The work of Campbell et al. (1991) marks the start of the second era of the HP method for measuring soil thermal properties. A series of subsequent studies have been performed contributing to the further development of this method. A significant aspect of this development includes the data interpretation methods such as the single point method (SPM) and nonlinear model fit (NMF) method that will be discussed below.

3.4.1. Analysis of the SPM method

Determining soil thermal properties with the SPM can be divided into two parts: the first is based on the instantaneous line-heat source (ILHS) solution as presented in section 3.1.1, while the second is based on the short-duration line-heat source (SLHS) theory as presented in section 3.1.3.

3.4.1.1 SPM based on ILHS solution

Equation (4) shows temperature change as a function of time. Therefore, by differentiating equation (4) with respect to time and setting the derivative equal to zero, we can obtain the maximum temperature rise \((\Delta T_m, t_m)\), at a fixed distance, \(r_m\), from the heater (Lubimova et al., 1961; Campbell, 1991). This gives \(t_m = r_m^2/4k\). Substituting \(t_m\) into equation (4) gives the maximum temperature change \(\Delta T_m = \frac{q}{\pi r_m^2} \Delta T_m\) (Campbell et al., 1991).

Including the definition of \(Q = q/C_v\), and solving for the heat capacity gives (Campbell et al., 1991)

\[
C_v = \frac{q}{\pi r_m^2 \Delta T_m}
\]
Since $\lambda = \kappa \cdot C_v$, combining $\kappa$ of equation (12) and $C_v$ of equation (13) gives:

$$\lambda = \frac{q}{4\pi e \Delta T_m \tau_m}$$

(14)

3.4.1.2 SPM based on SLHS solution

Equations (13)-(14) are based on the instantaneous line-heat source (ILHS) solution that assumes instantaneous release of heat to an infinite porous medium (homogeneous, isotropic, and isothermal) by an infinite line source (Carslaw & Jaeger, 1959; Campbell et al., 1991; Bristow et al. 1994b). In practice, it is not possible to meet the requirements of ILHS theory with a heat source of finite length and a short-duration line-heat source (SLHS).

Figure 3 presents an example of the difference between the ILHS and SLHS solutions. The SLHS causes a significant delay in $t_m$, but has very little effect on $\Delta T_m$ (Kluitenberg et al., 1993; Bristow et al., 1994b). Many previous studies (Lubimova et al., 1961; Campbell et al. 1991; Bristow et al., 1993) have concluded that it is possible to obtain accurate $C_v$ using equation (14) with heat pulse of a short duration. However, $C_v$ calculated using the ILHS solution is slightly larger than that calculated with the SLHS solution (Kluitenberg et al., 1993).

Kluitenberg et al., (1993) and Bristow et al. (1994b) differentiated equation (7b) with respect to time, and derived the following expression for $\kappa$ at the maximum temperature rise:

$$\kappa = \frac{r^2}{4\tau_m \left( \frac{t_0}{t_m - t_0} \right) \left[ \ln \left( \frac{t_m}{t_m - t_0} \right) \right]}^{-1}$$

(15)

For time $t > t_o$, rearrangement of equation (7b) yields the volumetric heat capacity with $\kappa$ obtained from equation (15).

$$C_v = \frac{q'}{4\pi \kappa \Delta T_m} \left[ E_1 \left( \frac{r^2}{4\kappa \tau_m} \right) - E_1 \left( \frac{r^2}{4\kappa (t_m - t_0)} \right) \right]$$

(16)

Determination of $C_v$ in this way requires quantifying $q'$ and $\Delta T_m$ in addition to the probe spacing $r$, $\tau_m$, and $t_0$. Equation (16) consists of the exponential integral function that is not available in most computer spreadsheet software packages or data logger function libraries. Knight and
Kluitenberg (2004) derived a simplified approximation to equation (16) using the first 5 terms of a Taylor series expansion to give:

\[
C_v = \frac{q' \varepsilon}{2 \pi r^2 \Delta T_m} \left(1 - \frac{\varepsilon^2}{8} \left(1 + \varepsilon \left[\frac{1}{3} + \frac{\varepsilon}{2} \left(\frac{5}{3} + \frac{7\varepsilon}{3}\right)\right]\right)\]
\]

(17)

where \(\varepsilon = t_0 / t_m\). Knight and Kluitenberg (2004) found that \(C_v\) obtained from equation (17) is more accurate than that obtained from equation (14). Knight and Kluitenberg (2015) later reported a new, accurate calculation method for determining \(C_v\), even for relatively short probe spacing and long heating times.

Equations (15) and (16) or (17) can therefore be used to obtain the thermal conductivity, \(\lambda\) (W m\(^{-1}\)°C\(^{-1}\)), given that \(\lambda = \kappa C_v\). Combining equations (15) and (16) gives (Noborio et al., 1996b)

\[
\lambda = \frac{q}{4\pi \Delta T_m t_0} \left(E_1 \left(\frac{\ln \frac{\Delta T_m}{t_0}}{t_0}\right) - E_1 \left(\frac{\ln \frac{\Delta T_m}{t_m-t_0}}{t_0/t_m}\right)\right)
\]

(18)

The SPM, which is based on the single point values of \(r\), \(\Delta T_m\), and \(t_m\) estimated from the \(\Delta T(t)\) curve, is easy to apply. However, \(C_v\) and \(\lambda\) are sensitive to errors in \(\Delta T_m\), and \(\kappa\) and \(\lambda\) are extremely sensitive to errors in \(t_m\) due to uncertainty in probe spacing (Kluitenberg et al., 1995, 2010). Because the SPM requires accurate and precise identification of the peak (\(\Delta T_m\) and \(t_m\)), the method does not work well with broad, flat peaks and sparse, noisy data.

### 3.4.2. Analysis of the NMF method

To deal with the limitations of the SPM, Bristow et al. (1995) introduced a nonlinear model fit (NMF) method for determining \(\kappa\) and \(C_v\) by fitting the measured \(\Delta T(t)\) data with equation (7) through a nonlinear regression by minimizing the sum of squared errors objective function (Bristow et al., 1995). Welch et al. (1996) provided a computer code, HPC, and Yang et al. (2009) presented another code, INV-WATFLX, for fitting \(\Delta T(t)\) data. Hopmans et al. (2002) and Mori et al. (2005) proposed a nonlinear optimization approach to minimize the residuals between the measured and optimized \(\Delta T(t)\) curves

\[
OF_i = \sum_{i=1}^{N} \left[\Delta T^M(t_i) - \Delta T^O(t_i, P_i)\right]^2
\]

(19)

where \(OF_i\) is the objective function; \(N\) is the number of measurement points at time \(t_i\); superscripts M and O refer to the measured and optimized temperatures, respectively.
Equation (7b) is fitted by minimizing equation (19) to determine the parameters (e.g., thermal properties) contained in the vector $\psi_I$.

Such fitting can now be achieved in many mathematical software programs such as Excel, Matlab, Maple and Mathematica.

The NMF method copes better than the SPM with broad, flat peaks and sparse, noisy data. Soil thermal properties obtained using either the SPM or the NMF method should be checked by comparing the fitted model with the measured $\Delta T(t)$ data. This can quickly determine the validity of the results (Bristow et al., 1995). In fact, SPM also provides good initial guess values for NMF. Figure 4 gives an example of the SPM and the NMF methods used in analyzing $\Delta T(t)$ data.

The algorithm used for fitting the model to the $\Delta T(t)$ data minimizes the sum of squares error for the entire dataset to obtain the best fit results, together with errors from deviations between solutions for the finite and infinite line source at long times. For example, NMF estimates could underestimate the $\Delta T(t)$ at the peak and overestimate it at longer times. To improve the accuracy of estimates, Bristow et al. (1995) suggested the weighted NMF method—use of NMF to fit a subset of the $\Delta T(t)$ data $> 0.75\Delta T_m$ only to better represent the infinite line-heat source model. The effects of finite probe properties on soil thermal property estimates have been demonstrated in both modeling and experimental studies (Hopmans et al., 2002; Ham & Benson, 2004). Knight et al. (2012) treated the HP probes as identical—cylindrical—perfect—conductors (ICPC) with finite probe heat capacity and finite probe radius. They demonstrated that finite probe properties could significantly alter the shape of the HP signals, especially at early times. Lu et al. (2013) showed that at least in some cases using late-time data improved the accuracy of the HP method for determining soil thermal properties.

### 3.4.3. Numerical simulation

Due to ease of use, the analytical solutions have gained wide acceptance for HP data analysis. Generally, reasonably accurate results can be achieved with analytical solutions, which also provide physical insights into the system. Numerical modeling, on the other hand, provides
unique opportunities for estimating soil thermal properties as well as soil water contents when the boundary and initial conditions become too complicated for analytical solutions to be used for accurate determination of these properties (Sakai et al., 2011; Zhanget al., 2011; Knight et al., 2012). The commonly used numerical approaches are finite difference and finite element methods. Initial and boundary conditions need to be carefully set, and the choice for discrete time and space steps are critical. Examples for estimating soil thermal properties with numerical estimation are provided by Papadakis et al. (1990) for SPHP method. Examples on the use of numerical methods to estimate soil thermal properties and a wide range of other properties are provided by Hopmans et al. (2002), Mortensen et al., (2006), Overduin et al., (2006), Kamai et al. (2013), Sakai et al. (2011), and Zhanget al. (2011).

An advantage of using a numerical approach to analyze data collected with the HP method is the elimination of constraints on needle geometry, and boundary and initial conditions as imposed by most analytical solutions (Papadakis et al., 1990; Saito et al., 2007). Hopmans et al. (2002) took full advantage of numerical solutions (HYDRUS 2D finite element) and inverse modeling to examine the effect of probe geometry on soil thermal properties and water flux estimation using the three-needle heat pulse probe of Ren et al. (2000). Mortensen et al. (2006) used a similar approach (inverse modeling, HYDRUS 2D) to analyze multifunctional HP (Figure 5) measurements combined with a soil column experiment. They found that the sensor was able to estimate thermal, hydraulic, and solute transport properties in soils. Saito et al. (2007) examined the effect of probe geometry, heater probe induced evaporation and vapor flow in unsaturated soils on thermal properties and soil water flux estimation using HYDRUS 2D. They found that a stronger heat pulse combined with a larger probe diameter could improve liquid water flux estimation, provided vapor transport is considered. Their study convincingly showed the flexibility of a numerical approach to obtain thermal properties of soil from experiments involving coupled liquid water, vapor and heat transport and finite dimensions of heater needles, which would be impossible to address with analytical solutions. The numerical approach may be adapted to the measurement of soil thermal properties using HP methods with transient water flow in unfrozen and partially frozen soils.

3.4.4. Semi-analytical solutions

As alluded to above, analytical solutions are widely used, but they cannot account for the effects of probe characteristics (e.g., probe radius, probe heat capacity, probe thermal
conductivity and contact resistance between probe and soil). Numerical simulations can take such probe characteristics into consideration, but they are relatively complicated. Semi-analytical solutions are good alternatives for accurate estimations with moderate complexity. Knight et al. (2012) developed an identical-cylindrical-perfect-conductors model (ICPC, semi-analytical solution) that accounted for effects of probe heat capacity and probe dimensions to improve the accuracy of soil water estimation. The approach of Knight et al. (2012) to account for effects of probe heat capacity work equally well with the spatial weighting function theory presented by Knight et al. (2007) and the correction method by Knight and Kluitenberg (2013) for instantaneous heating scenarios. Recently, Knight et al. (2016) improved the work of Knight et al. (2012) by deriving a semi-analytical solution that accounts for the finite radius and finite conductivity of the DPHP probes and contact resistance between probe and soil. This solution can improve the estimation of thermal properties. These semi-analytical approaches remarkably advance the theory and application of HP methods in soil science.

3.5. Comparison of SPHP, DLHS and DPHP methods

As stated above, the SPHP and DLHS methods are based on the continuous line heat source theory, while the DPHP method is based on the short-duration line-heat source theory. The DLHS method uses the time derivative $dT/dt$ data while the SPHP and DPHP method use the $\Delta T(t)$ data. They also differ in probe design, heat pulse duration, and interpretation. For instance, the DPHP method uses a relatively short heating duration (e.g., 8s to 15s) while the heating duration of the SPHP and DLHS methods is much longer (e.g., 60s to 600s). For the DPHP method, the length-to-spacing (LS) ratio (ratio of the length of the line source and distance between heater and temperature sensor) is much smaller than that for the DLHS method. For example, the sensor of Campbell et al. (1991) had a LS ratio of roughly 4.6. By contrast, the apparatus described in Fig. 3 of Merrill (1968) had a LS ratio of 250. A much larger LS ratio is required by the DLHS method because the heating duration is much longer than that in the DPHP method. All three thermal properties can be determined from DPHP measurements, while only the thermal conductivity can be determined accurately with the SPHP method traditionally. Liu and Si (2011a) tested the SPHP and DPHP methods with different data interpretation models on three air-dry soils, and their results showed that both methods yielded similar $\lambda$ with a relative deviation <6.1%. The DPHP method overestimated the $C_v$ compared to the measurement made by differential scanning calorimetry method, their
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result showed SPHP method can be used to well estimate $C_v$ using a perfect conductor model proposed by Blackwell (1954).

Advances in the design of HP probes enable both SPHP and DPHP measurements to be made using one sensor on the same soil sample. This reduces potential errors associated with any differences in soil samples when comparing the accuracy of these two methods. A good example is the study of Bristow et al. (1994a) who included a temperature sensor in the heater of a DPHP probe, so it could be used to make both SPHP and DPHP measurements. They found that the DPHP and SPHP methods yielded similar $\lambda$ of air-dry sand, and the DPHP measurements of $C_v$ agreed well with the $C_v$ calculated using the weighted volume fraction method. However, one possible defect of this two-purpose DPHP probe is that the SPHP and DPHP methods differ in the requirement of energy input per unit time (Bristow et al., 1994a), thus the design may not always be optimal for both methods especially for use in moist soil where water migration may occur. For instance, Noborio et al. (2002) demonstrated that at the same energy input (53 W m$^{-1}$), the SPHP gave a smaller $\lambda$ than the DPHP in the mid-range water content. How DPHP and SPHP probes are designed and constructed, and how to solve the problem of energy input for a two-purpose DPHP probe are discussed below.

4. Probe Design and Construction

Considerable work has gone into developing HP probes. An early prototype design of the SPHP probe was with a glass capillary sheath was developed by Van der Held and Van Drunen (1949) for measuring thermal conductivity of liquids, which was adopted by de Vries (1952) for soil measurements. The prototype design of a DPHP probe consisted of 2 bare wires, one acted as a heater and the other as a temperature sensor, for measuring the thermal conductivity of a powder under vacuum. Campbell et al. (1991) put the heater and the temperature sensors in two hypodermic needles with epoxy filling and used the probe for measuring soil heat capacity. These early efforts served as the foundation for further development in HP probe design.

In most cases a thin electric resistance wire is used as the heater and a temperature sensor is housed at the mid-length of the probe either together with the heater or in a separate sheath or “needle” (e.g., a hypodermic needle or a tube made of stainless steel, glass tube, or brass). Sheaths are used to increase the strength/durability of the probe. Thermally conductive epoxy,
cement, or resin (with a thermal conductivity > 4 W m⁻¹°C⁻¹) is used to hold the heater/temperature sensor in place within the sheath and to provide electrical insulation and water resistance. Probes of various designs have been developed during the past few decades. Figure 5 displays some examples of the basic designs of several recent probes. The materials and criteria used for making HP probes and their performances have been investigated by many researchers (e.g., Wechsler, 1966; Ham & Benson, 2004; Saito et al., 2007; Liuet al., 2008a, 2008b; Zhang et al., 2012). This section focuses on probe geometries, heaters, temperature sensors, circuits, integration of HP with TDR, and probe performances. Probe geometry will be discussed separately for the SPHP and DPHP probes according to the sources of errors. A summary of selected studies that have used HP probes are given in Table 1.
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4.1. Probe geometry (length, diameter and separation/spacing)

4.1.1. SPHP sensors

Early studies determined thermal conductivity based on the linear relationship between SPHP-measured temperature rise (ΔT) and the logarithm of time, log (t) (section 3.2). However, the deviation of linearity in ΔT~log (t) plot appeared at the early heating stage, which was termed the “initial lag effect” or “initial error” (Wechsler, 1966). At late heating stages, this non-linearity was termed “axial loss error” (Wechsler, 1966). The initial lag effect may be attributed to the effects of finite probe dimensions (e.g., diameters), λ and C_v of the probe, and contact resistance between the probe and test material or internal temperature sensor, while the axial loss error is from axial heat loss resulting from the limited length of the SPHP probe. Blackwell (1954) and Nix et al. (1967) showed that inaccuracies arising from the series approximation to equation (6) could be reduced to < 1% only after sufficient time had elapsed:

\[
\left(\frac{(d/2)^2}{\kappa t}\right)^2 < 0.01
\]  

(20)

Rearranging equation (20) gives
\[ t \gg 2.5d^2/\kappa \text{ or } d \ll \sqrt{0.4\kappa \cdot t} \]  \hspace{1cm} (21)

where \( d \) is the external diameter (m) of the probe needle. Jones (1988) recommended that
\[ 12.5d^2/\kappa \text{ or } d \ll \sqrt{2\kappa t} \]. To satisfy equation (20), temperature sensors have to be placed very close to the heater or the heat pulse duration needs to be relatively long.

In addition, inaccuracies are resulted of the assumptions of a line heat source of infinite length and infinitesimal thickness. In reality, the finite dimension of the probe significantly deviates from this and results in errors such as axial heat loss. To reduce the effects of the finite probe, Blackwell (1954) suggested that the length to diameter (LD) ratio should satisfy:

\[ \frac{L}{d} > \frac{1}{2} \sqrt{\frac{\kappa \cdot t}{0.0158d^2}} \]  \hspace{1cm} (22)

where \( L \) is the probe length (m). Blackwell (1956) further showed that the influence of the finite probe dimensions could be reduced to be less than 1% if the LD ratio > 25. Typical designs of SPHP probes can be found in Table 1. In general, the lengths of the probes are greater than 10 cm (e.g., de Vries, 1952; Woodside & Messmer, 1961a, 1961b; Merrill, 1968; Penner, 1970; Baker & Goodrich, 1986; Shiozawa & Campbell, 1990; Pilkington & Grove, 2012).

4.1.2. DPHP sensors

In recent literature, the prevalent design of DPHP consists of 2 to 11 parallel needles typically 1-3 mm in diameter, 28-40 mm in length, and 6 mm apart. HP probes of smaller needle diameters make it possible to introduce them into the soil without markedly disturbing the natural structure of soil (de Vries, 1952), but they could affect the accuracy and precision of the measurements due to the sensitivity to probe spacing and deflection (Campbell et al., 1991; Bristow et al., 1994b; Noborio et al., 1996b; Ren et al., 2003a; Kluitenberg et al., 2010; Liu et al., 2012; Wen et al., 2015). The \( C_v \) and \( \kappa \) are sensitive to the probe spacing \( r \). For instance, a 2% error in \( r \) results in a 4% error in \( C_v \) (Campbell et al., 1991), whereas \( r \) does not considerably affect \( \lambda \) estimates (Noborio et al., 1996b; Kluitenberg et al., 2010).

Insert Figure 6 near here
Energy input to the heater and the maximum temperature rise at the temperature sensor are additional issues that need to be considered. With increasing \( r \), more heating power is required to obtain a particular temperature rise at the sensor probe, which could result in convective heat transfer at the proximity of the heater. With a fixed energy input, larger needle spacing results in lower maximum temperature rise at the sensor needle (see Figure 6). In order to increase the accuracy of thermal property estimates, Campbell et al. (1991) introduced the approach of calibrating \( r \) in agar-stabilized water. Increasing \( d \) or decreasing \( L \) will improve the durability and rigidity of the probe (Kluitenberg et al., 1993; Kamai et al., 2007, 2013, 2015). However, a larger \( d \) implies a larger probe that acts as a heatsink. The finite probe length may violate the assumption of infinite line-heat source theory due to axial heat loss, but long probes may lead to uncertainty in the probe spacing (Noborio et al., 1996b). Therefore, the selection of \( r \), \( d \), and \( L \) should be considered together. The optimum length-diameter (L/D) ratio of SPHP probes may be applicable to DPHP probes. More details of DPHP design will be discussed with the thermo-TDR sensors that combine the functions of DPHP and TDR sensors (section 4.1.3 and in section 4.5).

4.1.3. Thermo-TDR sensors

Considering the similarities in probe geometry, it is possible to combine the TDR and DPHP probes into a single unit, which is referred as thermo-TDR sensor. Similar to a DPHP probe, the thermo-TDR probe also consists of 2 or more parallel needles. The center needle houses a resistance heater and also serves as the center TDR electrode. The other needles each house a thermistor or thermocouple and act as ground electrodes of a TDR sensor.

The design of a thermo-TDR probe has to satisfy the requirements of both TDR and HP theories. Topp et al. (1984) and Dalton and Van Genuchten (1986) suggested an \( L \) of > 0.1 m for TDR probes. Heimovaara (1993) found that triple TDR sensors with a length \( L < 0.10 \) m may result in a mingling of the first and second reflections when the dielectric permittivity was low. Robinson et al. (2003) suggested a sensor length between 0.15 and 0.30 m to provide adequate travel time. A small spacing \( r \) in DPHP probes results in a small representative sampling volume for TDR measurement (Knight, 1992), while a large \( r \) affects the propagated TDR signal (Zegelin et al., 1992). Knight (1992) suggested that the diameter \( d \) of the rods in TDR probes should be as large as possible given that it does not cause considerable local disturbance or compaction since an increase in \( d \) likely improved the...
reflected TDR signal and the durability and rigidity of the probe while introducing it into soil. Knight (1992) recommended that the ratio of $r$ to $d$ should be $< 10$.

Based on the error analysis of Kluitenberg et al. (1993, 1995) and others (Campbell et al., 1991; Bristow et al., 1994b), Ren et al. (1999) proposed a design criteria for the HP probe:

$$3.85d < r < 0.23L$$  \(23\)

Ren et al. (1999) also suggested that the minimum length of a TDR sensor in dry soils was 23 mm. They used 40 mm, 1.3 mm and 6 mm for $L$, $d$, and $r$ for their thermo-TDR probes. There are reports that an $L$ of 40 mm may affect the accuracy and precision of water content estimates (Olmanson & Ochsner, 2008; He et al., 2015), but the underlying reasons remain unknown. To address the problem, a new TDR calibration equation, which was similar to the Topp et al. (1980) but with different constants, was suggested for estimating soil water contents with the thermo-TDR sensor (Ren et al., 2003a). New TDR waveform analysis techniques and the use of thermo-frequency domain reflectometry (thermo-FDR) may provide solutions to this problem. For instance, Wang et al. (2014, 2016) obtained promising soil water contents by combining the tangent line methods and the second-order bounded mean oscillation method (TL-BMO) to determine the reflection points of thermo-TDR waveforms. The potential to address the problem of the short physical length of thermo-TDR probes using thermo-FDR will be discussed in section 6.2.

4.2. Heater

The heater of a HP probe (both SPHP and DPHP) is commonly made from loops of heating wire of known resistance, which is pulled into the heater needle, and which is then filled with high thermal conductivity epoxy glue to provide water resistant and electrically insulated probes. In some cases, a temperature sensor is also mounted into and centered in the heater needle. Heaters should give a constant/time-invariant heat output (Van der Held & Van Drunen, 1949; Batty et al., 1984; Shiozawa & Campbell, 1990; Preslmey & Christensen, 1997). Because the fact that the resistance of a heating wire changes with temperature, an inconsistent power output is expected if a constant current is applied. To keep a nearly constant power output: (1) the applied voltage across the heater circuit should be adjusted accordingly; (2) the thermal coefficient (i.e., change of resistivity per unit temperature) of the heating wire should be extremely small; and (3) a feedback mechanism
that can be implemented in the electrical circuit to maintain constant power supply. The second approach has been widely used.

Commonly used materials for heating wire are constantan \((10^{-5} \Omega \, ^\circ C^{-1})\), e.g., de Vries, 1952; Van der Held et al., 1952; 1953; Wechsler & Glaser, 1965; Wechsler, 1966; Goodrich, 1986; Jones, 1988; Verma et al., 1993), Karma \((2 \times 10^{-5} \Omega \, ^\circ C^{-1})\), e.g., Woodside & Messmer, 1961a; Van der Held and Van Drunen, 1949), Manganine \((2 \times 10^{-5} \Omega \, ^\circ C^{-1})\), e.g., van der Held and Van Drunen, 1949), and enameled Evanohm wire or Nichrome enameled resistance wire (e.g., Campbell et al., 1991; Bristow et al., 1994a, 1994b; Tarara & Ham, 1997; Ham & Benson, 2004; Zhang et al., 2011). The heating wire may be held straight (e.g., Van der Held & Van Drunen, 1949), folded into a loop or two loops (e.g., de Vries, 1952; Goodrich, 1986; Verma et al., 1993; Liu et al., 2008b, 2012), or coiled (e.g., Wechsler & Glaser, 1965; Penner, 1970; Baker & Goodrich, 1984). More details about heater elements are listed in Table 1, and an example of probe construction is presented in section 4.5.

The magnitude of energy output due to the heat pulse depends on the resistance of the heater, the voltage \((V)\) applied across the heater circuit, and the heat pulseduration. A heat pulse is generated by applying a voltage (e.g., \(\sim 1-12 \, V\)) from a direct current power supply to the heater for a fixed period. Before 1980s, a potentiometer (Woodside & Messmer, 1961a; Wechsler, 1966), multi-meter or voltmeter (e.g., Penner, 1970; Kasubuchi, 1977) is commonly used to monitor the voltage across the heater circuit and thermocouple prior to the appearance of dataloggers. Since the late 1980s, dataloggers have been used to control and supply the voltage to the heating circuit automatically, and to continuously monitor the voltage drop or current across the heater circuit and temperature responses of the thermocouple/thermistor sensors (e.g., Shiozawa & Campbell, 1990). More details about temperature sensors can be found in section 4.3. Direct voltage measurement of the heater circuit is impossible with dataloggers (e.g., Campbell Scientific models) that only accept voltage input of \(\sim 5 \, V\) or below because the power source is commonly greater than or equal to 12 V. In order to calculate the heat input, a precision resistor (e.g., \(\sim 1 \, \Omega\) reference resistor) is usually used in the heater circuit to measure the voltage drop, \(V_{\text{drop}}\), which can be used to determine the current flow through the heater. One can also determine the heat output by directly measuring the current, \(I\), through the use of a power shunt (e.g., Ochsner & Baker, 2008). The heat source strength can then be calculated according to the Joule’s law:


\[ q' = I^2 \frac{R_{heater}}{L} = \left( \frac{V}{R_{total}} \right)^2 \frac{R_{heater}}{L} \]  

(24)

or

\[ q' = \left( \frac{V_{drop}}{R_{ref}} \right)^2 \frac{R_{heater}}{L} \]  

(25)

where \( R_{total} \) is the total resistance of the heater circuit (\( \Omega \)), \( R_{heater} = n \ R_{wire} \) is the total resistance of the heating wire in the probe only (\( \Omega \)), \( n \) is the number of heating wire loops used in the heater, and \( R_{wire} \) is the resistance per loop of heating wire (\( \Omega \)).

Accurate determination of \( q' \), critical for determining thermal conductivity, can be made by inspection of equation (25): (a) accurate resistance of the heating wire (\( R_{heater} \)) and (b) accurate determination of the electrical circuit (\( = V_{drop}/R_{ref} \)) by installing a small resistor with precisely-known resistance (\( R_{ref} = 1 \Omega \)) in the circuit, plus precision measurement of voltage (\( V_{drop} \)) due to the reference resistor in the circuit (Tarara & Ham, 1997). Note that the magnitude of \( q' \) is determined by the values of \( R_{total} \); the greater the \( R_{total} \), the smaller the \( q' \) value, when the other conditions are the same (see Figure 7). This means that larger \( R_{heater} \) values are desirable for the SPHP method in order to suppress the overall temperature rise given the long time heating required for the determination of \( \lambda \), while smaller \( R_{heater} \) values are useful for the DPHP method. In the case that a heater probe is shared by SPHP and DPHP probes, one can either modify the voltage applied across the heater circuit or add an external adjustable reference resistor to the heater circuit. Note that although high power input to the SPHP affects \( \lambda \) estimates, there is little influence on the DPHP data (Bilskie, 1994; Noborio et al., 2002).

Figures 8 and 9 provide examples on how heat pulse duration and energy input affect temperature changes at \( r = 6 \) mm. The maximum temperature change increases with heat pulse duration and energy input, and longer tails of \( \Delta T(t) \) are associated with longer heat pulse duration and greater energy input. Figure 10 shows the temperature change at the heater for probes with the same heat pulse duration and strength but different heater resistances.
To simulate an instantaneous heat pulse, a larger heat input per unit length per unit time with shorter heat pulse duration is required. This is possible for air dry soils but may not be feasible for soils with intermediate to high water contents due to the possibility of induced convective water flow around the heater. A low heating energy at given heating duration and voltage/current may be facilitated by a greater heater resistance. Thus appropriate heater resistance and heat pulse duration must be used to optimize the temperature rise, as well as to minimize convective heat flow and heat-pulse-induced phase changes (with evaporation or ice melting in soils).

The heat pulse duration can be varied, but 8 s has worked well for most applications with DPHP methods (Bristow et al., 1994b). Reported energy input values typically range from <1 W m$^{-1}$ to >100 W m$^{-1}$ (Campbell et al., 1991; Liu & Si, 2011a). For SPHP method, Wechsler (1966) pointed out that the desirable measurement time is < 15 ~ 20 min with a maximum temperature rise < 3 to 4 °C to minimize water redistribution. SPHP measurements are done within 5 to 10 min, and the maximum temperature rise is controlled to be within 2 °C in recent literature. It is also desirable to keep the temperature rise of the heater smaller for the sake of the probe filling. For example, maximum temperature of the commonly used, heat-conducting OMEGA 101 epoxy is about 105 °C.

### 4.3. Temperature sensing element, data interpretation, and circuit

For both the SPHP and DPHP method, temperature sensors are usually placed at the mid-length of the HP probe to fulfill the assumption of an infinite line heat source and to reduce errors arising from axial heat flow. The two most commonly used temperature sensors are thermistors and thermocouples. Thermistors are made from metal oxides whose resistance decreases with increasing temperature; referred to as negative temperature coefficient (NTC) sensors. A thermocouple usually consists of two different metal wires (sometimes metal alloys, e.g., the Type T thermocouple is made of copper and constantan) that produce a voltage proportional to the temperature difference between the junctions of the metal pairs.
The relationships between resistance and temperature (the $R(T)$ curve) for a thermistor, and voltage and temperature (the $V(T)$ curve) for the thermocouples, form the basis for application of temperature sensors (Figure 11). The $R(T)$ curve of thermistors is usually provided by the manufacturer, but the calibration curve should be confirmed prior to use (Bittelli et al., 2003).

A relatively small change in temperature can cause a relatively large change in the thermistor resistances, and, therefore, thermistors provide more sensitive measuring system than thermocouple-based systems for temperatures ranging from -90 to 130°C (Goodrich, 1986; Bull, 2008). For example, a signal of 35 mV °C$^{-1}$ difference is typical for thermistors, nearly 1000 times greater than that generated by a thermocouple (e.g., Seebeck coefficient = 40 μV °C$^{-1}$ for a Type T thermocouple). The high resistivity of the thermistors allows a typical error of $<0.05$ °C (Agilent Technologies, 2000; Bittelli et al., 2003).

Compared to thermistors, thermocouples have a higher upper temperature limit, up to several thousand degrees Celsius. Thermistors have less long-term stability and experience more drift over time (e.g., a few tens of a degree of change after one year), but provide more rapid response to temperature change than thermocouples (Ham & Benson, 2004). The fast response is particularly important for the transient methods used to determine soil thermal properties. Furthermore, thermocouple measurements need a reference temperature sensor, and temperature differences between the reference sensors and the thermocouples can also be problematic. In addition, thermistors are available in very small sizes with fast responses and low thermal masses. Therefore, for HP method applications, thermistors are often preferable to thermocouples, especially for measuring temperature changes in response to heat inputs. However, thermocouples are often used in view of their low cost and the comparatively simple electronic circuitry required. Thermocouples are preferred for ambient temperature measurements because they have less over-time drift than thermistors. Methods for self-correcting the drift over time are needed for permanently installed HP probes in the field.

Temperature analysis of the cooling period can also help to minimize the effects of temperature drift during measurements (ASTM D5334-08).

Thermistors detect temperature by way of change in a resistive circuit (i.e., resistance of thermistor decreases with temperature). Resistance measurements are a special case of
voltage measurements. By supplying a precise, known voltage \( V_x \) or \( E_x \) from the datalogger or direct current power supply to a resistive circuit, the measured returning voltage is used to calculate the resistance of the thermistor. The calculated resistance can then be accurately converted to temperature by the temperature-resistance relationship described by the Steinhart-Hart equation (Steinhart & Hart, 1968)

\[
\frac{1}{T} = SH_1 + SH_2 \ln(R) + SH_3 \ln(R)^3
\]  

(26)

where \( SH_1, SH_2 \) and \( SH_3 \) are the Steinhart-Hart parameters, and must be specified for each device (e.g., \( SH_1, SH_2 \) and \( SH_3 \) are \( 1.1292 \times 10^{-3}, 2.3411 \times 10^{-4}, \) and \( 8.7755 \times 10^{-8} \), respectively, for the BetaTherm 10KMCD1 thermistors). \( T \) is the temperature in Kelvin and \( R \) is the resistance in ohms. Rather than directly calculating the exponentials for the \( R(T) \) curve, a data acquisition system can be programmed to use the nested polynomial equation to save execution time.

When using a datalogger (e.g., Campbell Scientific Inc., Logan, Utah, USA dataloggers) for temperature recording, differential wiring (e.g., copper to high channel, and constantan to low channel for type T thermocouple) is usually used for thermocouples, and a bridge electrical circuit (e.g., half- and full-bridge electrical circuit) is used for thermistors. The most frequently used connection methods for thermistors are 2- or 4-wire-half-bridges. The 2-wire-half-bridge occupies 2 input channels for each thermistor and allows simultaneous control of more probes, while the 4-wire-half-bridge occupies 4 channels for each thermistor, with a higher accuracy. Figure 12 shows the wiring of 2- and 4-wire-half-bridges (modified from the CR1000 manual, Campbell Scientific Inc.).

Insert Figure 12 here

A circuit board, which helps to wire the circuit together and making the connection on a datalogger or on multiplexer panels, is useful when making measurements with multiple probes. Reference resistors can be taken out of the circuit board or excluded from the probe handle of the customized heat pulse probe to reduce costs, which also allow easy switching among different measurement methods (half bridge, and 2 and 4-wire-half-bridges).
4.4. Probe design with numerical simulation

An appropriate design of a HP probe can be labor intensive and time consuming, because one must consider various issues (e.g., probe materials, geometry, needle to needle spacing) and heating strategies (e.g., heating duration and strength) (Wechsler, 1966; Ham and Benson, 2004). Any changes to the boundary conditions and/or introduction of new processes (e.g., phase changes) may preclude the use of analytical solutions. Thus numerical solutions are required (Kamai & Hopmans, 2007; Saito et al., 2007). In fact, numerical simulation can be a more efficient design approach than to physically make a number of prototype sensors, because numerical simulations can take into account the effects of probe materials, diameter/length, spacing, contact resistance, phase change, and even probe distribution on soil or water flow, and the optimized design can be selected from simulated scenarios (Mortensen et al., 2006; Kamai & Hopmans, 2007; Liu et al., 2007; Saito et al., 2007).

For example, Saito et al. (2007) employed the HYDRUS code to evaluate the effects of HP sensor location and body material, heater diameter, heat strength, and vapor flow. They found that only temperature measurements near the middle length of heater satisfied the assumption of infinite line heat source. For a rigid probe, the length of the temperature sensor needle can be much shorter than the heater needle. The larger the heater diameter (e.g., 2 or 4 mm), the greater the heat input, and the higher the sensitivity to water flux measurements. These findings can be used to improve the capabilities of HP probe to measure small water flux densities, compared to the traditional HP probe design (Kamai & Hopmans, 2007; Saito et al., 2007), which can only measure soil water flux density > 2.4 cm d\(^{-1}\) (Mori et al., 2005; Ochsner et al., 2005). Kamai et al. (2008) developed a HP probe with a heater needle of 4-mm in diameter. The improved design successfully extended the measurement range of water flux density to 1 cm d\(^{-1}\), which is suitable for many vadose zone flux measurements.

4.5. Probe construction

Probe design depends on and must enable achievement of the objectives of a particular study. The factors to be considered include but are not limited to the number of needles, probe length, diameter, spacing, heater resistance estimated from the desired maximum temperature rise and heat pulse duration, loops of heating wire based on the desired heater resistance, number of conductors of extension cable and the cable length. All these parameters should be
documented before and during the design and construction for later reference. We present an example of the procedure to construct a 2-needle DPHP probe.
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**DPHP probe**: 2 needles, 40-mm long, 6-mm spacing (Figure 13)

**Materials and tools**: hollow stainless steel tubing (~50 mm long, 1.03 mm O.D.), heater (e.g., Evan ohm resistance wire, 1 loop, ~120 mm long), temperature sensor (e.g., 10KMCD1 thermistor) and 10K reference resistor (preventing short circuit and form half bridge circuit), thermally conductive epoxy (for filling of needle), thermally nonconductive epoxy for probe handle, extension wire, solder (e.g., 7% silver), mold for probe handle construction, release agent/oil (a film between the probe handle and the mold for easy probe removal), syringe and flexible tube (for injection of epoxy), and wire cutter/stripper.

**Procedures**:

1. Strand the heating wire loop into a hollow stainless-steel tubing and fill the tubing with thermally conductive epoxy through a flexible tube using a syringe once the heating wire is in place (keep at the axis of the heater needle) and let it dry when completed.
2. Place the thermistor axially at 20 mm from one tip of the temperature sensor needle. Fill the sensor needle with epoxy and let it dry.
3. Strip the ends of the heating wires and splice them to 2 stripped conductors of the extension cable and solder the splices.
4. Strip the ends of the thermistor and splice each end to 2 stripped conductors. Put one 10K resistor between one thermistor end and the connecting wire. Sometimes the 10K resistor is taken out of the handle so both the 2- and 4-wire-half-bridge can be used for measurement.
5. Clamp the completed heater- and temperature-needle assemblies into a mold or jig that holds the needles 6 mm apart, extend the needles 40 mm out of the mold. Spray release agent/oil on the mold before casting with thermally nonconductive epoxy (mixture of resin and hardener).
(6) Check probe connection, carryout calibration to determine effective probe spacing \( (r) \) and test probe performance before using the probe. The connections can be checked simply with a multi-meter, and the spacing calibration can be done with agar stabilized water (to prevent free convection) as Campbell et al. (1991). The probe performance should then be calibrated by comparing the experimentally determined thermal properties of standard materials (e.g., dry Ottawa sand, Pyrex 7740, Fused Silica, Pryoceram 9606, glycerine/glycerol, paraffin wax, or agar-stabilized water) to their known values. For more details on calibration see ASTM D5334-14 "Standard Test Method for Determination of Thermal Conductivity of Soil and Soft Rock by Thermal Needle Probe Procedure" and IEEE Std 442-2017 "IEEE Draft Guide for Thermal Resistivity Measurements of Soils and Backfill Materials".

The SPHP probe, which includes both heating wire and temperature sensor in a long probe, can be constructed using similar procedures. For more details on the construction and operation of a DPHP sensor see Benson (2004) and Schubert and Schumacher (2005). For construction of the TDR part of a thermo-TDR, please refer to Evett (2000). Construction of HP probes needs to consider mechanical strength and durability to withstand handling and the stresses of repeated insertions into and removals from the test media (e.g., different soils). Making a measurement requires additional instruments and tools. These include a laptop computer with appropriate software connecting it to a datalogger (e.g., Campbell Scientific dataloggers), power supply (e.g., 12V DC), screw driver (e.g., for cable connection), and multi-meter (e.g., to check circuit connections).

While the SPHP, DPHP, and thermo-TDR are mostly homemade, certain probes are available from the manufacturers (e.g., KD2 Pro from Decagon Devices, Hukseflux thermal sensors TPO1/02/08 heated-needle probes, ISOMET 2114 from the Applied Precision Ltd., TPA2000 from GeothermUSA, TK04 from TeKa, Quickline 30 from Anter Corporation, and STP-1 from A.R.P.). Customized probes can be made in workshops (e.g., Yang Scientific or East 30 Sensors). The 3D printing technology may be adopted to fabricate the HP probe or thermo-TDR to reduce labor and cost of probe construction. It should be noted that the list of companies is not complete, and it does not imply any company endorsement. Readers may contact the authors for advice on probes and/or associated programs for data analysis.

© 2018 American Geophysical Union. All rights reserved.
5. Application of the HP method in unfrozen and frozen soils

5.1. Overview of the HP method in soil science

Although numerous applications of the HP method have been used to measure thermal properties of liquids, gases, biomaterials, and construction materials, the HP applications related to Earth and environmental sciences is the focus of this review. We performed an extensive literature review to summarize the current state and future directions of the HP method in Earth and environmental sciences. We include mainly peer reviewed journal articles, books, and theses/dissertations to have wide coverage. Only English-language literature is presented. The academic engines and databases we used are: Scopus, EBSCOhost, ScienceDirect, Web of Science, ProQuest Dissertations and Theses, IEEE Xplore, and Google Scholar.

The terms that most frequently appeared in titles and abstracts were chosen as descriptors for the search. The main terms were “heat pulse probe”, “dual probe heat pulse”, “single probe heat pulse”, “thermo-time domain reflectometry”, “KD2 pro”, “thermal probe”, “thermal needle”, “needle probe”, “cylindrical probe”, “hot wire method”, “line heat source”, “distributed temperature sensing/DTS”, “soil thermal properties”, “thermal conductivity”, “thermal resistivity”, “soil water content”, “soil ice content”, “evaporation”, “non-stationary”/”non-steady-state” and “transient method”. In addition, we also worked backwards by reviewing other papers written by the identified authors as well as citations in the papers identified from the databases. The search serves as a framework for gaining an understanding of the HP method. Every article retrieved through the search process was carefully reviewed to ensure its relevance, and a total of 490 articles were identified for the period of 1950 to 2016 (Figure 14). The number of articles published increased significantly since the 1990s, and there were averages of 20 papers per year since 2000, and 30 papers per year from 2010. We also summarized the most frequently published journals for these articles (Table 2). The Soil Science Society of America Journal, Vadose Zone Journal, and Water Resources Research are the three more utilized journals for publication of HP method related articles.
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The 490 articles were divided into different categories based on measurement theories (e.g., SPHP/DPHP/thermo-TDR/DTS, analytical or numerical methods), experimental conditions (e.g., unfrozen soil or frozen soil, laboratory or field), and properties measured (e.g., soil thermal properties, water content, water flux, heat flux, and evaporation). The classification is somewhat arbitrary because multiple properties were measured in recent articles, or both laboratory and field studies were performed, thus, making the sum of each category >490 (Figure 15). We will continue our discussion based on the categories described.

The prominent research groups using the HP method for soil physical measurements are mainly led by Gaylon S. Campbell (former professor at Washington State University, now with METER Group, Inc., USA), Gerard J. Kluitenberg at Kansas State University (USA), Jan W. Hopmans at University of California at Davis (USA), Robert Horton at Iowa State University (USA), Scott B. Jones at Utah State University (USA), Keith Bristow at CSIRO (Australia), Kosuke Noborio at Meiji University (Japan), John H. Knight at University of Sydney (Australia), Tusheng Ren and Gang Liu at China Agriculture University (China), Tyson Ochsner at Oklahoma State University (USA), Joshua L. Heitman at North Carolina State University (USA), Bing C. Si at the University of Saskatchewan (Canada), Tamir Kamai at Agricultural Research organization, Volcanic Center (Israel), and Yuki Kojima at Gifu University (Japan).

5.2. Physical measurements of unfrozen soils

5.2.1. Soil thermal properties

All studies with the HP method have been used to estimate one or more soil thermal properties. By reviewing the 490 studies, we found that soil thermal properties largely vary with texture and water content. For example, thermal conductivity of air dry soils generally ranges from about 0.17 for clayey soils to 0.32 J m$^{-1}$ s$^{-1}$ °C$^{-1}$ for sandy soils, volumetric heat capacity from 0.89 to 1.33 J m$^{3}$ °C$^{-1}$, and thermal diffusivity from 1.70 to 2.66 m$^{2}$ s$^{-1}$ based on the soil thermal conductivity database we are developing.

Soil thermal inertia (γ) is another thermal property that characterizes soil resistance to surrounding temperature change and has been used in remote sensing for soil moisture
estimation (Price, 1977; Verstraeten et al., 2006). This property can also be validated with the HP method (Maltese et al., 2010; Minacapilli et al., 2012). Lu et al. (2009) and Lu et al. (2018) reported soil water content from values of soil thermal inertia determined with remote sensing methods.

5.2.2. Water content, air filled porosity and bulk density

Indirect measurements of soil water content are based on DPHP-estimated $C_v$, and air-filled porosity and bulk density are based in part on DPHP-estimated $C_v$ or $\lambda$. As is well known, volumetric heat capacity of a soil can be expressed as the sum of the heat capacities of soil components (de Vries, 1963; Ochsner et al., 2001b)

$$C_v = \theta_v \rho_l c_l + f \rho_g c_g + (1 - \Phi) \rho_s c_s \quad (27)$$

where $\theta_v$, $f$, and $\Phi$ are volumetric fraction of water, air filled pores, and total porosity (m$^{-3}$ m$^{-3}$), respectively; subscripts $l$, $s$, and $g$ indicate liquid water, solid and air, respectively; $\rho$ is density (kg m$^{-3}$); $c$ is the specific heat capacity (J kg$^{-1}$ °C$^{-1}$). The second term on the right-hand side in equation (27) is much smaller relative to the other terms, thus it is usually neglected. Additionally,

$$(1 - \Phi) \rho_s = \rho_b \quad (28)$$

Inserting equation (28) into equation (27) gives (Campbell et al., 1991)

$$C_v = \theta_v \rho_l c_l + \rho_b c_s \quad (29)$$

By rearranging equation (29), the soil water content can be determined by (Campbell et al., 1991; Ren et al., 1999, 2003; Ochsner et al., 2001b)

$$\theta_v = \frac{C_v - \rho_b c_s}{\rho_l c_l} \quad (30)$$

Campbell et al. (1991) reported a 0.5% accuracy of $\theta_v$ for soil of various textures and water contents. Tarara and Ham (1997) noted that a real strength of the DPHP method is to measure changes in $\theta_v$. Since the bulk density or organic matter content rarely changes very much between two sampling times, the accuracy of $\theta_v$ differences are generally within 1%. DPHP can also monitor water depletion in the root zone at a fine scale (e.g., every 2 cm) (Song et al., 1999) and hydraulic lift (roots extracting water from deep wet subsoil and releasing it in
upper dry soil) (Song et al., 2000). Campbell et al. (2002) applied this method on peat soils and found that the DPHP-estimated water contents agreed well with gravimetric values, and the measurements were more sensitive in peat soil than in mineral soils.

Bulk density can be determined by the gravimetric method, and $c_s$ can be measured on dry soil, estimated from published values, or measured by using differential scanning calorimetry. In saturated soils, $\theta_v = 1 - \rho_b / \rho_s$, where $\rho_s$ is the particle density (about 2.65 g cm$^{-3}$ for mineral soils). Therefore, saturated soil water content and/or soil bulk density can be determined for a two phase system such as saturated soils or suspensions as shown by Li et al. (2015). For a three-phase system such as unsaturated soils, either the volumetric soil water content or bulk density must be known before the other could be determined with a heat pulse measurement. For example, if $\theta_v$ is known or can be measured (i.e., by gravimetric method or TDR), then arrangement of equation (29) gives (Ochsner et al., 2001b; Ren et al., 2003; Liu et al., 2008b, 2014; Li et al., 2015)

$$\rho_b = \frac{c_v - \theta_v \rho_s c_i}{c_s}$$

In a recent article, Lu et al. (2018) reported that a DPHP measurement can, for wet soils, be used to estimate water content and bulk density simultaneously. The theory behind is that soil heat capacity and thermal conductivity vary with water content and bulk density, and simultaneous determination of heat capacity and thermal conductivity provides the opportunity to estimate both water content and bulk density. Lu et al. (2016, 2017) also proposed a way to obtain $\rho_b$ by relating it to $\lambda$ and $\theta_v$ determined with thermo-TDR sensors using an empirical $\lambda$ model (Lu et al., 2007, 2015). Although no explicit expression for calculating $\rho_b$ was given, their results showed that this approach could be used to accurately estimate $\rho_b$ and in laboratory soils and in situ with RMSE < 0.17 g cm$^{-3}$ when soil texture was available. Lu et al. (2016) stated that the $\lambda$-based method performed better than the $C_v$-based method for estimating $\rho_b$, because $C_v$ was more sensitive to the probe deflection than $\lambda$. This $\lambda$-based approach, being empirical, is promising, but requires further verification. This is because the reliability of the $\rho_b$ estimates (similar to $\theta_v$) may largely depend on the reliability of the selected thermal conductivity model.

Ochsner et al. (2001b) used a thermo-TDR probe for simultaneous measurement of soil water content, air filled porosity, and bulk density. The results, however, indicated fairly large
deviations between thermo-TDR estimates and gravimetric measurement of bulk density. By using an improved thermo-TDR sensor, Liu et al. (2008b, 2014) found that bulk density results from thermo-TDR sensor had relative errors generally within 5% under laboratory conditions and within 10% under field conditions.

5.2.3. Evaporation/transpiration

A sensible heat balance (SHB) concept was initially proposed by Gardner and Hanks (1966). Heitman et al. (2008b, 2008c, 2017) developed the heat pulse based SHB method (HP-SHB) for direct measurement of subsurface soil evaporation with HP-measured \( C_v \), \( \lambda \), and temperature, while Kojima et al. (2013, 2014, 2015, 2016) applied this method to determine soil freezing/thawing rate and ice content:

\[
\Delta G - \frac{\Delta S}{\Delta t} = \begin{cases} 
L_e \rho_{\text{water}} E_{\text{vap}} & T > 0^\circ C \\
-L_f \rho_i \frac{\theta_{\text{ice}}}{\Delta t} \Delta Z & T < 0^\circ C
\end{cases} 
\]  

(32)

where,

\[
\Delta G = G_u - G_d = \left( -\lambda_u \frac{\Delta T_u}{\Delta Z} \right) - \left( -\lambda_{\text{lower}} \frac{\Delta T_d}{\Delta Z} \right) \]  

(33)

\[
\frac{\Delta S}{\Delta t} = \frac{C_u + C_d}{2} \frac{\Delta T_{\text{avg}}}{\Delta t} \Delta Z \]  

(34)

\[
L_e = 2.49463 \times 10^9 - 2.247 \times 10^6 T_{\text{avg}} \]  

(35)

where \( G_u \) and \( G_d \) are soil sensible heat fluxes at upper and lower depths of a measured soil layer, respectively (W m\(^{-2}\)). \( \Delta T_u \) and \( \Delta T_d \) are the temperature differences over \( \Delta z \) at the upper and lower sensor needles (with the heater needle in the center), respectively. \( \Delta S/\Delta t \) is the change of sensible heat storage (W m\(^{-2}\)) between the three needles over the time interval \( \Delta t \) (Heitman et al., 2007, 2008a, 2008b, 2008c). \( L_e \) is the latent heat of evaporation (J m\(^{-3}\)), which can be calculated according to equation (35) (Forsythe, 1964). \( T_{\text{avg}} \) is the average soil temperature (°C) over the three needles at a given time step, \( E_{\text{vap}} \) is the rate of evaporation (m s\(^{-1}\)), and \( L_f \) is the latent heat of fusion (J kg\(^{-1}\)). By placing HP sensors at various depths and applying the above calculation sequence to each sensor, the evaporation rates can be determined for subsurface soil layers at various depths.
The HP-SHB method has been applied to measure subsurface evaporation in the laboratory (Deol et al., 2012; Trautz et al., 2014), at bare soil sites (Heitman et al., 2008a, 2008b, 2010; Xiao et al., 2011; Deol et al., 2014; Wang et al., 2017), and vegetated fields (Xiao et al., 2014). This method provides an alternative and complementing approach for long-term measurement of evaporation, especially in vegetated sites where root water uptake alters soil water distribution (Agam et al., 2012), and the existence of vegetation changes the microclimate (e.g., decrease in temperature and increase in humidity (Holland et al., 2014)) through wind speed reduction (Heilman et al., 1994; Cammalleri et al., 2010) and shading (Horton et al., 1984; Horton, 1989; Ham & Kluitenberg, 1993; Colaizzi et al., 2010; Pieri, 2010). Previous studies have used the HP-SHB method to determine the magnitude of evaporation, and the results of SHB agreed well with Bowen ratio and a water-balance based methods.

Laboratory sandfield studies, along with numerical simulations (Heitman et al., 2008a, 2008b; Sakai et al., 2011; Xiao et al., 2011; Zhang et al., 2012; Deol et al., 2012, 2014; Trautz et al., 2014) have shown that evaporation mostly took place in the 0-5 cm soil layer, and this leads to a deep understanding of the time/depth dynamics of soil water evaporation.

The other applications of HP methods include the combination of HP-SHB-measured soil evaporation and HP-measured sap flow to estimate the rates of evapotranspiration (Wang et al., 2015). The HP-SHB is also capable to partition evapotranspiration into evaporation and transpiration in ecosystems. Note that soil water evaporation is often characterized by two distinct periods—an initially high and relatively constant rate termed Stage I evaporation, followed by a lower and gradually dropping evaporation rate (Stage II) reflecting a transition to diffusion-limited vapor transport. The HP-SHB method can only measure stage II subsurface evaporation rates. It is unfeasible to measure stage I evaporation rates when evaporation occurs at the soil surface. Therefore, the method is most suited to monitor evaporation rates over long drying periods (Kool et al., 2014). Numerical evaluation of the HP-SHB method showed that a smaller temperature sensor spacing near the surface minimized the underestimation of subsurface evaporation close to the soil surface and improved the accuracy of estimated total subsurface evaporation rate (Sakai et al., 2011).
5.2.4. Soil water flux density

For a homogeneous, isotropic, infinite medium with water moving at a uniform low velocity in a multiphase incompressible porous medium (e.g., saturated soil) along the $x$ direction with uniform 3-dimensional heat flow, a low flow rate means that conductive heat transfer can dominate over convective effects, and equation (1) is simplified as (Ren et al., 2000)

$$\frac{\partial T}{\partial t} = \kappa \left( \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} + \frac{\partial^2 T}{\partial z^2} \right) - V_h \left( \frac{\partial T}{\partial x} \right)$$ (36)

where $V_h$ is the heat pulse velocity or the thermal front advection velocity (m s$^{-1}$), which is defined as (Marshall, 1958; Ren et al., 2000; Kluitenberg et al., 2007)

$$V_h = \theta_v v_z \frac{(\rho c)_l}{\rho_c} = \frac{J}{c_v}$$ (37)

where $J$ is soil water flux (m$^3$ m$^{-2}$ s$^{-1}$), $\rho_c$ and $C_v$ are the volumetric heat capacity of soil (J m$^{-3}$ °C$^{-1}$), and $(\rho c)_l$ or $C_l$ are the volumetric heat capacity of water (J m$^{-3}$ °C$^{-1}$).

Equation (36) only applies to conduction dominated systems (Ren et al., 2000). This is true even when soil water flows at relatively higher velocities (Quintard & Whitaker, 1995; Roshan et al., 2014). However, the applicability of equation (36) remains poorly understood when preferential water flow dominates.

Byrne et al. (1967; 1968), Byrne (1971); and Cary (1973) were the first to use heat as a tracer (point and line heat source) to measure water fluxes in saturated soils, but their methods relied on empirical calibration curves rather than the heat transport theory and may not be applicable in unsaturated soils (Kamai et al., 2008; Rau et al., 2014). Therefore, the HP method would be a better choice and it has been widely used for measurement of sap flow, 1 m$^{-1}$ or larger, in plant sciences (Marshall, 1958; Granier, 1987; Burgess et al., 2001). The development revolutionized sap flow measurements, but remained empirical. Ren et al. (2000) constructed a 3-needle thermo-TDR: the common plane of the three cylindrical, parallel and equidistant needles is parallel to the water flow, the center needle is the heater; the other two are temperature sensors, one positioned upstream and one positioned downstream of the heater. Based on this design, Ren et al. (2000) developed an analytical solution of equation (36) for calculating the maximum dimensionless temperature difference (MDTD) between the downstream ($T_d$) and upstream ($T_u$) temperature sensors:
\[ \Delta T(t) = \begin{cases} \frac{q}{4\pi\lambda} [T_d(t) - T_u(t)], & 0 < t \leq t_0 \quad (a) \\ \frac{q}{4\pi\lambda} [T_d(t) - T_u(t)], & t > t_0 \quad (b) \end{cases} \]  

where,

\[ T_d(t) - T_u(t) = \exp \left[ \frac{(r_d - V_h \cdot s)^2}{4\kappa \cdot s} \right] - \exp \left[ -\frac{(r_u + V_h \cdot s)^2}{4\kappa \cdot s} \right] \quad (39) \]

where \( s \) is defined as \( t - t' \) and \( 0 < t' \leq t_0 \); \( r_u \) and \( r_d \) are distances directly upstream and downstream from the heater. The integrals in equation (43) were further simplified by Kluitenberg and Warrick (2001).

The MDTD of upstream and downstream sensors is a function of \( \kappa \) and \( V_h \), but is insensitive to variations in \( \kappa \). Thus, HP determined MDTD can be used to estimate \( V_h \), which in turn can be used to compute \( J \) with equation (37). Therefore, equation (39) can be used to indirectly estimate the water flux from the MTD between the downstream and upstream sensors of a 3-needle HP probe, given that the thermal properties of the soil were already known or can be determined separately with a zero-water flux condition. Moreover, the pore water velocity \( (J/\theta_v) \) can also be obtained because the thermo-TDR can determine \( \theta_v \).

With the inspirational work of Ren et al. (2000), Wang et al. (2002) simplified the procedure by using the ratio of temperature increases at downstream \( (T_d) \) and upstream \( (T_u) \) positions instead of using \( T_d(t) - T_u(t) \) in equation (39),

\[ \frac{T_d}{r_u} = \exp \left[ \frac{V_h (r_u + r_d)}{2\kappa} \right], \quad t \gg t_0 \quad (40) \]

Equation (40) approaches a constant value as \( t \) becomes larger than the heating period \( t_0 \) (Ochsner et al., 2005). Soil water flux density can be calculated by substituting equation (40) into (37)

\[ J = \frac{2\lambda}{c_w (r_d + r_u)} \ln \left( \frac{T_d}{T_u} \right) \quad (41) \]

This method results in an asymptotic solution, and it has been applied by Gao et al. (2006), Mori et al. (2003) and Ochsner et al. (2005). Ochsner et al. (2005) confirmed the existence of
a time window following a heat pulse application when the temperature ratio remained constant via HP measurements in steady water flow laboratory soil columns. Their measurements also confirmed that soil water flux was proportional to $\ln\left(\frac{T_d}{T_u}\right)$. However, equation (41) may not apply well for high water flux where thermal dispersion becomes significant (Hopmans et al., 2002). Mori et al. (2003) reported that actual soil water flux was underestimated by equation (41) based on HP measurements. Kluitenberg et al. (2007) attributed the errors to the approximation nature of the Wang et al. (2002) method, and they proposed the following model for $\frac{T_d}{T_u}$

$$\frac{T_d}{T_u} = \exp\left[\frac{(r_u+V_h, t)^2}{4\kappa t} - \frac{(r_d-V_h, t)^2}{4\kappa t}\right]$$  (42)

Kluitenberg et al. (2007) stated that the use of $t - t_0/2$ instead of $t$ would improve the approximation of equation (42), in this case the instantaneous heat input takes place midway between $t=0$ and $t=t_0$. The water flux can then be calculated by substituting equation (42) into equation (37)

$$J = \frac{2\lambda}{C_w(r_d+r_u)} \ln\left(\frac{T_d}{T_u}\right) + \frac{C_v(r_d-r_u)}{2C_w[t-(t_0/2)]}, \quad t > t_0/2$$  (43)

Compared to equation 41), equation (43) has an additional term that corrects the time dependence of $T_d/T_u$ at intermediate times. The method of Kluitenberg et al. (2007) improves the accuracy in estimating water flux, but it still retains the simple algebraic form.

The solutions of Wang et al. (2002) and Kluitenberg et al. (2007) are sensitive to variations in probe spacing (Kamai et al., 2008).

Most studies have included water flux density greater than 0.024 m d$^{-1}$ (Mori et al., 2005; Ochsner et al., 2005), which do not represent all vadose zone applications, where water flux is usually below 0.01 m d$^{-1}$. Kamai et al. (2008, 2010) developed a new probe design (larger heater needle, $r_o=2$ mm, spacing between heater and temperature sensors $\approx 4$ mm) based on the results of numerical sensitivity analysis. The upstream and downstream temperature rises are defined as

$$\Delta T(t) = \left\{ 4\pi \lambda \int_A^B s^{-1} \exp\left[\frac{r_u+V_h,S-r_0}{-4\kappa S}\right] \exp\left[\frac{r_0(r_u+V_h,S)}{-2\kappa S}\right] I_0\left(\frac{r_0(r_u+V_h,S)}{2\kappa S}\right) ds, \quad (a) \right\}$$

$$\Delta T(t) = \left\{ 4\pi \lambda \int_A^B s^{-1} \exp\left[\frac{|r_d-V_h,S|-r_0}{-4\kappa S}\right] \exp\left[\frac{|r_0|r_d-V_h,S|}{-2\kappa S}\right] I_0\left(\frac{|r_0|r_d-V_h,S|}{2\kappa S}\right) ds, \quad (b) \right\}$$  (44)
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where $I_0$ is the modified Bessel function of the first kind of order zero and the integration limits are

$$A = \begin{cases} 
0, & 0 < t \leq t_0 \\
t - t_0, & t > t_0
\end{cases} \quad (a) \quad B = t$$

(45)

Kamai et al. (2008, 2010) report that their HP approach can be used to estimate water flux from 0.01 to 10 m d$^{-1}$.

The above approaches for estimating water flux use single point values of temperature. However, Mori et al. (2005) stated that the use of a single point maximum temperature change can lead to errors, so they used a parameter optimization approach (inverse modelling) presented by Hopmans et al. (2002) to obtain parameters with a series of upstream and downstream data to estimate fluxes:

$$OF_{II} = \sum_{i=1}^{N} [\Delta T_d^M(t_i) - T_d^0(t_i, P_{II})]^2 + \sum_{i=1}^{N} [\Delta T_u^M(t_i) - T_u^0(t_i, P_{II})]^2$$

where $P_{II}$ is the parameter vector containing the unknown $V_h$, which can be optimized by minimizing equation (46), and from which the $J$ can be calculated using equation (37). Thermal diffusivity $\kappa$ can be estimated simultaneously with the $J$ if $C_v$ and $\theta_v$ are known. The inverse modelling method can be applied to coupled water and heat flow studies to estimate several parameters (e.g., thermal properties, water content, and water fluxes) simultaneously without limitations to the number and type of measurements (Hopmans et al., 2002). The parameter optimization approach has been used by a few investigators (e.g., Mortensen et al., 2006; Kamai et al., 2008). Yang and Jones (2009) developed the INV-WATFLX program (in FORTRAN) based on the inverse method for simultaneous estimation of thermal diffusivity, thermal conductivity, and heat velocity/water flux.

HP methods for measuring water fluxes work well on sandy soils (Ren et al., 2000; Ochsner et al., 2005), but water flux may be underestimated in fine-textured soils (Mori et al., 2003, 2005). The discrepancy may be attributed to a multitude of factors such as errors associated with the simplified solution (Ochsner et al., 2005), the exclusion of thermal dispersion (Hopmans et al., 2002; Ochsner et al., 2005) and effects of physical size of the heater (Hopmans et al., 2002). However, Gao et al. (2006) found that the discrepancy between water flux estimated from HP method and from outflow may result from wall flow and the magnitude of wall flow was largely determined by soil texture. The errors of water
flux estimated by the Wang et al. (2002) approach were reduced to 5% by using amplification factors (1.12 for the sandy loam and 1.24 for the sandy clay loam) (Gao et al., 2006).

For coupled water flow and heat conduction, the issue of heat dispersion caused by different flow velocities in different channels has been raised by Hopmans et al. (2002), but remains poorly understood. A systematic overestimation of MTDT by 10% may arise when fluxes is greater than 2.4 m d\(^{-1}\) (Hopmans et al., 2002; Ren et al., 2000). The error may be attributed to the thermal dispersity and the physical size of the heater cylinder (Hopmans et al., 2002; Ochsner et al., 2005; Lu et al., 2009). Taking thermal dispersion into the heat conduction-convection model, water flux estimates can be determined accurately at the range of 1 to 10 m d\(^{-1}\) (Hopmans et al., 2002). However, Mori et al. (2005) showed that the effects of thermal dispersion are insignificant, and the simulated thermal diffusivity was almost independent of water flux. Rigorous experimental verification of the dispersion effect and establishment of the threshold for it to occur are critically needed for measuring and modelling of coupled water and heat transfer in soil.

5.2.5. Soil heat flux density

Soil heat flux is a critical component of the surface energy balance along with net radiation, sensible and latent heat flux. The traditionally used combination method includes a heat flux plates (Fuchs & Tanner, 1968) which can perturb water/vapor and heat flow in soil. Besides there is contact resistance between the plate and the soil, and differences in soil and plate thermal conductivity, which together likely cause relatively large measurement errors (Ochsner et al., 2006; Sauer et al., 2007; Peng et al., 2015). Cobos and Baker (2003) and Peng et al. (2017) demonstrated that three-needle or multi-needle HP probes (i.e., heater and temperature sensors positioned in a vertical plane perpendicular to the soil surface) could be used to accurately measure soil heat flux (G, J m\(^{-2}\) S\(^{-1}\) or W m\(^{-2}\)).

5.3. Physical measurements of frozen soils

5.3.1. Frozen soil thermal properties

The HP method has been widely applied in unfrozen soils for water and heat flux measurements as discussed above. Implementation of the HP method in partially frozen and freezing soils, however, has been primarily confounded by the fact that soil ice melts and re-
freezes due to the application of heat (Putkonen, 2003; Ochsner & Baker, 2008; Zhang et al., 2011; Kojima et al., 2013, 2014, 2015, 2016, 2018; Tian et al., 2015, 2017). Melting and re-freezing of ice results in a significant amount of the heat pulse energy being directed to phase changes rather than to conduction heat transfer (Putkonen, 2003). Ice melting increases the HP-predicted volumetric heat capacity and decreases the soil thermal diffusivity because the general assumptions of the HP method derived under unfrozen conditions (i.e., no phase change and temperature-invariant thermal properties) do not apply to partially frozen soils. In addition, \(C_v, \kappa\) show a distinct dependence on the ambient soil temperature in partially frozen soils compared to that in unfrozen soils (Ochsner & Baker, 2008). For example, the HP melts less ice when the soil ambient temperature is very small (e.g., below -20 to -2 °C depending on soil types and heating strategies) and the HP-measured thermal properties approach the real thermal properties (Putkonen, 2003; Liu & Si, 2011b; Zhang et al., 2011).

The propagation of heat from the heater to the temperature sensors is described by the heat conduction equation that includes phase change in partially frozen soils, in the radial coordinate system (Overduin et al., 2006; Ochsner & Baker, 2008; Zhang et al., 2011)

\[
C_v \frac{\partial T}{\partial t} = \frac{1}{r} \frac{\partial}{\partial r} \left( r \lambda \frac{\partial T}{\partial r} \right) + L_f \rho_f \frac{\partial \theta_i}{\partial t}
\]  

(47)

There is no analytical solution to equation (47) for realistic soil conditions, and application of the HP method in partially frozen soils is confounded by melting and re-freezing of ice induced by the heat pulse. Three approaches can be found in the literature for application of the HP method to partially frozen soil studies:

1. By simply applying the analytical solution used in unfrozen soil by assuming that no phase change occurs (no ice melt results from the HP method) (Goodrich, 1986; Overduin et al., 2006; Tokumoto et al., 2010; Zhang et al., 2015; Sun et al., 2016);

2. By limiting the ice melting through optimized heat application as investigated by Liu and Si (2011b), Zhang et al. (2011), and Tian et al. (2015). However, HP-induced ice melting could only be controlled at temperatures below -2 °C (e.g., < -2 to -20°C), and ice melting was large at high subzero temperatures, especially around 0 °C.

3. By accounting for the influence of the ice melting on measured thermal properties. Ochsner and Baker (2008) incorporated the ice melting effects into apparent thermal properties which could be used to estimate lumped conduction and latent heat terms.
both the change of $\lambda$ with temperature and the HP-induced temperature change are small, $\lambda$ can be taken out of the partial derivatives in equation (47) and then it may be simplified as (Overduin et al., 2006; Ochsner & Baker, 2008):

$$C_a \frac{dT}{dt} = \lambda_a \left( \frac{a^2 T}{ar^2} + \frac{1}{r} \frac{dT}{dr} \right)$$

(48)

Equation (48) effectively lumps convection and latent heat terms into an apparent thermal conductivity ($\lambda_a$) parameter and an apparent volumetric heat capacity parameter ($C_a$). The apparent volumetric heat capacity can be expressed as,

$$C_a = C_v + L_f \rho_l \frac{\partial \theta_l}{\partial T}$$

(49)

The apparent heat capacity can be explained as the amount of energy required to raise the temperature of a unit volume of partially frozen soil by one degree even while phase change between liquid water and ice occurs due to the heat pulse induced temperature change (Anderson et al., 1973; Pusch et al., 1978; Ochsner & Baker, 2008; Kozlowski, 2012). $L_f$ is latent heat of fusion, $3.34 \times 10^5$ J kg$^{-1}$.

The method of Ochsner and Baker (2008) did not quantify the ice melting or attempt to retrieve the real thermal properties. He et al. (2015) evaluated the TDR method to quantify ice melting and extend the possibility to obtain accurate thermal properties of frozen soil. They combined the approach of Ochsner and Baker (2008) and the composite dielectric mixing models for unfrozen liquid water and ice content (He & Dyck, 2013; He et al., 2016). The TDR-measured liquid water and ice content could be used to calculate $C_v$ prior to the application of heat pulse according to equation (27). Comparison of the calculated $C_v$ and the HP-estimated $C_a$ which is affected by ice melting can be used to estimate the amount of ice melt (He et al., 2015, Figure 17).

Insert Figure 17 near here

He et al. (2015) tested this approach on a sandy soil and found that 0.5 and 2% ice melting had significant impact on the HP-estimated soil thermal properties, further confirming that the heat pulse method without further corrections was inappropriate for frozen soil thermal property measurements when temperatures were between -5 and 0 °C (Putkonen et al., 2003;
Liu & Si, 2011b; Zhang et al., 2011). The TDR and HP estimated heat capacity are hysteretic as are the soil freezing characteristics and soil freezing and thawing curves.

5.3.2. Unfrozen water/ice content and soil freezing characteristics

Partitioning liquid and ice water contents in partially frozen soil is a frontier cutting across soil science, hydrology, and engineering. The application of the HP method in recent years advanced the frontier. Two approaches complementing each other have been proposed. The first approach partitions ice and liquid water through their drastically different heat capacities. Zhang et al., (2011) evaluated the HP method for detecting unfrozen water content of sands at various total water contents and temperatures using different heating strategies (ranging from 8 to 60s, and 100 to 2000J m$^{-1}$) in combination with one-dimensional finite difference numerical simulations that account for phase change. They suggested that the HP method is applicable for estimating unfrozen water content (±0.05 m$^3$ m$^{-3}$) when ambient temperatures is below -4°C and only limited ice melting occurs. Liu and Si (2011b) used small heat strength with long heat duration (25 W m$^{-1}$, 60 s) to reduce HP-induced ice melting in sands. In combination with a finite element model, they reported that ice content could only be estimated accurately at temperatures less than about -20°C.

The second approach is based on the sensible heat balance (SHB, equation (32b), Figure 16), as pioneered by Kojima et al. (2013, 2014, 2015, 2016)) for direct measurement of transient soil ice contents due to freezing and thawing in both laboratory and field studies. The results showed that the SHB method was able to determine dynamic changes in ice contents during initial soil freezing and during thawing for soil temperatures between -5°C and 0°C when latent heat values associated with phase change (forming or melting of ice) were relatively large.

Because latent heat fluxes were small and below the sensitivity of the SHB method at soil temperature below -5°C, this method could not accurately estimate ice content. Instead, soil ice contents during extended freezing periods at temperatures below -5°C could be estimated from changes in volumetric heat capacity determined with HP probe. Thus, HP measurements used for SHB calculations at temperatures between -5°C and 0°C combined with HP probe determined volumetric heat capacity at temperatures below -5°C covers the range of temperatures at which soil freezes.
The determination of soil freezing characteristics and soil thermal properties is essential for describing and modeling soil thermal and physical processes in partially frozen soils. The SHB method can be used for the determination of soil thermal properties as a function of soil temperature, but it is tedious. As shown by Anderson and Tice (1972), Anderson et al. (1973), and Tokumoto et al. (2010), soil freezing characteristics can be expressed as an algebraic function of soil temperature with two or three soil-specific parameters. This parametric approach can greatly reduce the number of unknowns. Only a few HP experiments performed at different soil temperatures may be sufficient for obtaining the needed parameters through inverse numerical solution of equation (47). Combining parametric representation of soil thermal properties at different soil temperatures with the inverse procedures may require only a few HP experiments, and thus be less time consuming than the SHB method, which consequently may be worthy of further investigation in partially frozen soils. Kojima et al. (2018) provide guidance on a possible path forward on how to use HP measurements to determine soil thermal properties of partially frozen soils. Further work is needed to determine the effectiveness of the suggested approach.

5.3.3. Water flow and heat flux in frozen soils

In unfrozen soil, heat conduction is the dominant heat transfer mechanism and latent heat is usually important in the 0 to 5-cm layer where evaporation occurs. Ochsner et al. (2008) took advantage of uniqueness of the heat pulse method in detecting both latent and sensible heat transfer to measure the soil heat flux during freezing and thawing periods. The results showed that the measured heat flux was remarkably greater than the estimated values based on conduction only, and the peak of measured latent heat flux occurred at the spring snowmelt infiltration period. Using thermo-TDR sensors and thermally-insulated tensiometers, Tokumoto et al. (2010) also found that water flow toward a frozen zone from the underlying unfrozen layers, and the transition layer between the unfrozen and frozen soil layers decreased sensible heat flux because of latent heat associated with phase change from unfrozen water to ice. These innovative applications of the HP method in determining heat fluxes in partially frozen soil could provide critically needed parameters in constraining the uncertainties in earth system models.
5.4. New applications with fiber optics based distributed temperature sensing

In the last few years, the actively heated fiber optic-distributed temperature sensing (AHFO-DTS) system has been used for in situ or laboratory measurements of soil thermal properties and water content $θ_v$ (Sayde et al., 2010; Ciocca et al., 2012; Striegl & Loheide, 2012; Benítez-Buelga et al., 2016). A distributed temperature sensing system (DTS) consisting of a fiber optic cable (up to tens of kilometers) and readout equipment, likes a series of temperature sensors along the fiber optic cable. The difference is that each temperature measurement from a DTS has a spatial resolution of 10 ~ 200 cm, which is much longer than that of DPHP and SPHP sensors (4 cm long for DPHP and about 10 cm for SPHP). Through active heating of an insulated electrical wire or the electrically-conductive armor surrounding the fiber optic cable, the AHFO-DTS can serve as a series of SPHPs. Therefore, AHFO-DTS has the potential to extend thermal property and $θ_v$ measurements from a point scale to an intermediate scale. Table 3 and Figure 18 shows the comparison among DPHP, SPHP and AHFO-DTS.

Insert Table 3 near here
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Like SPHPs, the AHFO-DTS can be used to determine soil thermal conductivity. However, determination of other thermal properties and $θ_v$ using AHFO-DTS can be more challenging than with a SPHP sensor. As stated above, good contact and low thermal resistance between the probe and soil are essential for accurate measurements from a SPHP. Unfortunately, due to the construction of DTS cables, the contact and thermal resistance between the armored fiber optic cable and surrounding soil can be worse than that for SPHP. The DPHP approach has also been applied to an AHFO-DTS system (Benítez-Buelga et al. 2014). However, as stated above, the DPHP is very sensitive to the spacing ($r$) between the heat and sensor probes, and keeping two long cables (1 m to 10 km) parallel at an exact fixed distance can be problematic for the AHFO-DTS. Therefore, the AHFO-DTS is currently limited to the measurements of space insensitive $\lambda$. In order to use the well-developed theories of heat pulse methods, innovation in fiber optic cable construction to mimic an infinite line source and
good conductor is needed. Therefore, recent applications of DTS to measure soil heat capacity and water contents have focused on the development of methods.

There have been three approaches to infer soil water content from AHFO-DTS measurements: (1) $\theta_v$ was inferred from the $\lambda$~$\theta_v$ relation (Ciocca et al., 2012); (2) from the maximum temperature increase ($\Delta T_m$)~$\theta_v$ relation (Striegl & Loheide, 2012); or (3) from the cumulative temperature increase ($T_{cum}$) (Sayde et al., 2010). However, the $\theta_v$ estimation errors were relatively high (more than 0.05 m$^3$ m$^{-3}$) at high water contents for all three methods. Error analysis showed that $\theta_v$ measurements from the $\Delta T_{cum}$($\theta_v$) method were more precise than those from the $\Delta T_m$($\theta_v$) method. The $\Delta T_{cum}$($\theta_v$) method was further applied in the field (Sayde et al., 2014) and used to measure the wetting patterns of a drip irrigation emitter in a soil column study (Gil-Rodríguez et al., 2013). However, because of their strong dependence on soil bulk density and soil texture, all three methods (i.e., $\lambda$ ($\theta_v$), $\Delta T_m$($\theta_v$), and $\Delta T_{cum}$($\theta_v$) method) require specific calibration to determine thermal diffusivity, heat capacity and soil water content. Improvements in the methods are needed before wide application of the AHFO-DTS will occur.

Field installation of fiber optic cables may significantly disturb soil structure, affect the macropore structure, change water movement pathways, and have imperfect contact between soil and the cable. A proper cable installation protocol is required to minimize soil disturbance. The other problems associated with field applications are power supply and the uncertainty in the installation depth. Surface application of fiber optics could result in higher than actual measurements due to heat adsorption by the fiber-optic cables. Thermal instability may become apparent for long-term application of AHFO-DTS. In addition, there are trade-offs between precision in temperature, temporal resolution, and spatial resolution. For example, short measurements are less precise than measurements taken over longer spans in time and space (Selker et al., 2006).

For more information about the principles, limitations, opportunities, and applications of DTS in hydrological and soil physical studies see Weiss (2003), Selker et al. (2006), Tyler et al. (2009), and He et al., (2018).

5.5. Thermal conductivity models

Although development have occurred for the HP and DTS methods, larger scale applications of these methods are still time consuming, labor intensive, and expensive. Soil thermal
conductivity models, on the other hand, can be used for un-instrumented sites and some of them can be incorporated into numerical heat transfer algorithms for wide applications (Becker et al. 1992). For instance, the Kersten (1949) model, Johansen(1975) model, Farouki (1981) model, Campbell(1985) model, and the Chung and Horton (1987) model have been widely used and have been incorporated into several numerical simulation model, such as the Soil–Vegetation–Atmosphere Transfer Schemes (SVATS), CLM, and HYDRUS (Simunek et al., 1997). The reader is referred to Progelhof et al. (1976), Khader et al. (1980), Farouki (1981), Tavman (1996), Dong et al. (2016), He et al. (2017) for more details on the current availability of soil thermal conductivity models in literature, the evolution history of empirical/semi-empirical/physical models, their incorporation status in numerical simulation programs, and the evaluation of model performance.

Some thermal conductivity models are based on data obtained by steady-state methods (e.g., de Vries, 1963; Johansen, 1975; McCumber & Pielke, 1981; Campbell et al., 1985), which suffer from inaccuracy resulting from errors of water redistribution in the form of water or vapor flow and phase change from water to vapor or ice to water. Poor estimations of soil thermal conductivity are bound to cause large biases in surface energy balance studies and in predicting soil temperature (Peters-Lidard et al. 1998). Therefore, the right choices of soil thermal conductivity models are key for accurate numerical simulations. To better model or predict the soil thermal regime and thermal conductivity, it is necessary to reevaluate the performance of or calibrate currently available models or develop new formula/models that can be easily used experimentally or incorporated into numerical simulation models (e.g., Lu et al., 2007; Lu et al., 2014) based on HP data. Because the HP method has long been recognized for accurate measurements of soil thermal conductivity compared to steady-state methods, especially for unsaturated soils and frozen soils. Unfortunately, only a few datasets measured with HP method are available in literature and more measurements on soils of various textures, structures, water contents, bulk densities, organic matter contents should be performed (Ochsner et al., 2001a; Lu et al., 2007). Datasets on frozen soils are especially encouraged.

6. Limitations and perspectives of the HP method

In this section, we start with a list of attributes desirable for thermal property estimation methods and discuss the HP method performance with respect to these desirable attributes:
(1) **Improved accuracy in soil thermal property determinations are needed** for accurate inference of other soil properties such as soil water content and bulk density. For example, an error of 10% in the heat capacity may result in $>0.01 \text{ cm}^3 \text{ cm}^{-3}$ error in soil water content estimates (and many factors could make the measurement error in heat capacity greater than 10%). Further, most hydro-meteorological models generally use empirical/semi-empirical/physical models to estimate soil thermal properties (e.g., de Vries, 1963; Johansen, 1975; Farouki, 1981; McCumber & Pielke, 1981; Campbell et al., 1985; Chung & Horton, 1987). These soil thermal conductivity models vary in complexity and their applicability is limited only to certain soil types under specific conditions and may introduce biases in numerical simulation studies (Becker, 1992), and the output results (e.g., surface energy balance and soil temperature regimes) of numerical studies are largely dependent on the choice of these soil thermal conductivity models (Peters-Lidard et al., 1998; Lu et al., 2014; Kahan et al., 2006; Zheng et al., 2015). This highlights the importance of a fundamental understanding of the various factors influencing soil thermal properties and the need for accurate measurements.

(2) **Portable measurement devices are needed.** The energy and water balances in the top few centimeters of soil are critical for accurate estimation of soil temperature and evaporation (Or et al., 2013). This requires accurate measurements of thermal conductivity and heat storage (heat capacity) in fine spatial resolution. Thus, it is desirable to have instrumentation of small dimensions and low energy consumption that are portable for measurement of thermal properties at remote locations on Earth and other extraterrestrial bodies (e.g., Moon and Mars).

(3) **The thermal properties need to be determined in situ.** Soil thermal properties depend on several factors such as soil texture, bulk density, particle geometry, temperature, and the contents and ratios of the water phase (i.e., ice, liquid water, and vapor) (Wechsler, 1966; Baker & Goodrich, 1984; Shiozawa & Campbell, 1990; Carter, 1993; Ewing & Horton, 2007; Lu et al., 2014). Disturbance to soil will likely lead to error-prone measurements, which calls for nondestructive methods.

(4) **Rapid data acquisition is desirable.** Thermal properties of soils are strongly affected by rapidly varying soil water content and temperature from minute to day scales, especially those during rapid freezing and thawing (Ochsner & Baker, 2008; Tokumoto et al., 2010).
Therefore, rapid measurement is a prerequisite for accurate determination of soil thermal properties for estimating soil temperature and other hydrological processes.

(5) Soil thermal property determination methods need to be adaptable. Firstly, the accurate partitioning of sensible and latent heat requires determination of soil thermal properties as well as soil water content, matric potential (and osmotic potential in saline soils). Therefore, simultaneous determination of thermal properties and one or more of these hydrological variables in the same soil volume is desirable. This requires that instrumentation for thermal property measurements be easily combined with instrumentation used to measure other soil properties such as Time Domain Reflectometry (TDR) used to measure soil water content and electrical conductivity (EC) (Topp et al., 1980; Ren et al., 1999), suction lysimeter (Si et al., 1999), or matric potential sensors (Noborio et al., 1999; Or & Wraith, 1999). Secondly, because subsurface thermal properties with depth are also important for many geotechnical applications, thermal property profiling is desirable.

(6) There is a potential need/application for scaling up thermal property determinations. The depth scale of thermal property measurements varies from millimeters to hundreds of millimeters. However, the horizontal scale of applications varies from a few millimeters (such as soil skin temperature in the vertical direction) to tens of kilometers (a pixel of remote sensing of soil water and temperature by satellites). Therefore, extrapolation of the thermal property measurements to a great depth to a larger domain is needed. To this end, greater progress is desired for coupling the heat pulse method with a fiber optic cable buried in boreholes or in horizontal trenches.

We will discuss the limitations and perspectives of HP method section based on the abovementioned desirable attributes and accuracy and sources of error.

6.1. Accuracy and sources of error

The accuracy of HP probes has been reported at ± 10% for $\lambda > 0.1$ W m$^{-1}$ °C$^{-1}$ (Wechsler, 1966; Presley & Christensen, 1997), but accuracy may be reduced when $\lambda < 0.1$ W m$^{-1}$ °C$^{-1}$ (Nicolas et al., 1993). Some researchers reported satisfactory $\lambda$ values (Woodside, 1958; Horai, 1981), but others found lower values than with a steady state method under low atmospheric pressure or under vacuum (Wechsler & Glaser, 1965). Measurements taken under vacuum or low pressure are beyond the scope of this paper and are not discussed further.
Sources of error associated with the HP method and potential for reducing these errors include: (1) finite dimensions of the probe such that there is uncertainty in the DPHP probe spacing and violations to the assumption of a perfect line heat source of infinite length to diameter (LD) ratio for both the DPHP and SPHP methods. Errors resulting from line heat source violations can be minimized (<1%) by using a LD ratio ≥ 25 (Blackwell, 1954,1956); (2) finite thermal properties of the probe and contact resistance between the probe and the surrounding sample due to the imperfect contact between them, different conductivities and the potential of air entrapment during probe insertion (Sepaskhah & Boersma, 1979; Knight & Kluitenberg, 2012); (3) inappropriate selections of the heating wire material and total resistance, varying power output due to resistance of the heater wire changing with temperature can be reduced by using heater wire with a low temperature coefficient of resistance; (4) sample of infinite extent, which may be practically accommodated by limiting the time interval/energy input to complete the measurements before the input heat reaches any external boundary of the sample, and the finite sample does not violate the infinite size assumption for the finite time of measurement; and (5) thermal instability due to soil heterogeneity and non-isothermal boundary conditions near the soil surface that may significantly affect the accuracy of estimated thermal properties.

6.2. Probe dimension/geometry/deflection

Thermal properties obtained using the DPHP are sensitive to probe spacing \(r\) between the heater and sensor needles, and it is necessary to calibrate \(r\) using materials with known heat capacity. Campbell et al. (1991) verified the performance of the HP probe using agar-immobilized water (e.g., 2 g L\(^{-1}\)). The small amount of agar was assumed to have a negligible effect on \(C_v\) of water \((4.18 \times 10^6 \text{ J m}^{-3} \text{ °C}^{-1})\), but it was enough to prevent natural convection in the water. This method of probe spacing calibration has been widely used; most researchers use 3 to 6 g L\(^{-1}\) agar concentrations (Ren et al.,1999; Ochsner et al.,2001a,2001b; Liu et al.,2008a; 2008b). Probe spacing can be calculated either by SPM or NMF methods.

Probe spacings should yield the same value if a sensor is calibrated with different media of different \(C_v\), however, studies show that \(r\) increases as media \(C_v\) decreases at lower water contents. This can lead to overestimations of \(C_v\) and soil water content as soil dries (Tarara & Ham, 1997; Song et al., 1998; Basinger et al., 2003; Ham & Benson, 2004). The problem may be from model errors (i.e., solution to the heat conduction equation of \(C_v\)), instrumentation errors, or due to imperfect contact.
errors (e.g., inaccurate measurement of \( q, \Delta T_m, t_m \)), the reduced heat capacity of bound water, the heat capacity differences between dry soils and the probe (dry soils usually have smaller \( C_v \) than that of the probe materials), and increased probe-soil contact resistance (will be discussed in section 6.3).

Needle deflection may occur upon insertion of a DPHP probes into a soil, or from ice formation during soil freezing, and from frost heave (i.e., distance between the heater and temperature needles), and thus, changing the value of \( r \). This is an impediment for field application of HP methods. Studies have been carried out to investigate the influence of errors in \( r \) on measured unfrozen soil thermal properties (Wechsler, 1966; Kluitenberg et al., 1993, 1995, 2010; Bristow et al., 1994b; Liu & Si, 2010, 2013, 2016; Wen et al., 2015).

Wechsler (1966) found that probe construction had little effect in dry soils, with an accuracy of \( \pm 8\% \). Campbell et al. (1991) found that \( C_v \) was most sensitive to errors in \( r \), as was the water content deduced from \( C_v \) (Bristow et al., 1993; Noborio et al., 1996b). This agrees well with Kluitenberg et al. (1993, 1995, 2010) who showed that \( \kappa \) and \( C_v \) were sensitive to errors in \( r \), but \( \lambda \) was unaffected by errors in \( r \). This is because \( \lambda \) calculated from equation (18) is actually independent of \( r \) (no \( r \) appears in the equation), which indicates that the effect of \( r \) is entirely reflected in the magnitudes of \( t_m \) and \( \Delta T_m \), whose changes with \( r \) compensate for each other and \( \lambda \) remains constant (Noborio et al., 1996b). This has also been experimentally proven by Kluitenberg et al. (2010) who found that inward or outward deflections of a DPHP probes (~ \( \pm 15\% \) spacing change) resulted in small changes in \( \lambda \) (\( \leq 0.04 \text{ W m}^{-1}\text{°C}^{-1} \)).

Liu et al. (2008a) derived a 3D analytical solution to account for influences of inclined heater or sensor needles, and their model yielded good results for deflections between -6 to +6 °. Liu et al. (2013, 2016) and Wen et al. (2015) designed a DPHP probe with two or three thermistors in each temperature sensing needle that made it possible to reduce errors associated with probe deflections in DPHP-estimated \( C_v \). Other approaches, for instance, shorter probes or larger probe diameter (Mori et al., 2003; Ham and Benson, 2004; Kamai et al., 2008, 2010, 2013, 2015) and sensors with different geometries (partial cylindrical thermo-TDR: Olmanson and Ochsner, 2008; button-shaped HP probe: Kamai et al., 2009), were also introduced to minimize the deflection effects. For example, Yang et al. (2013) and Kamai et al. (2015) used shorter needles for the temperature sensors (about half the length of the heater needle, Figure 5-(6)). Kamai et al. (2015) used thick-walled stainless steel tubes (e.g., 0.97 mm I.D. and 2.38 mm O.D. compared to ~0.6 mm I.D. and ~1 mm O.D. for conventional
probes) to construct rigid DPHP probes that were more resistant to deflection compared to conventional probes. Their results showed that the rigid DPHP probe in combination with the identical-cylindrical-perfect-conductors model (ICPC, semi-analytical solution) developed by Knight et al. (2012, 2016) that accounted for effects of probe heat capacity and dimension could improve the accuracy of soil water estimation.

Bristow et al. (1994b) found that keeping probe spacing relatively small enabled well-defined $\Delta T(t)$ datasets and made it relatively easy to identify $\Delta T_m$ and $t_m$ values, but if probe spacing was too small, it was difficult to calibrate the probe spacing. Small probe spacing also leads to small sample volumes, which may not well represent the representative elementary volume of the soil. Using a multi-needle probe provides multiple estimates of the thermal properties by analyzing the $\Delta T(t)$ data from each thermistor separately. Sometimes an average of each estimate is used in the case of local heterogeneity. However, the use of multi-needle probes may cause changes in the local soil bulk density. Moreover, more needles may introduce additional distortion in the heat field due to the presence of highly thermally conductive materials (stainless steel) and heat storages and the prevalent data analysis model and theory does not account for the finite size and properties of the needles. There are applications, however, where a small sampling volume is desirable. For example, DPHP probes can be used to measure soil physical properties of fine spatial resolution, like water content changes close to soil surface (e.g., ~2 cm) or near to plant roots, which is a limitation for the traditional methods (Song et al., 1998; Bristow et al., 2001; Kirkham, 2014).

The short physical probe length of a thermo-TDR sensor also limits the accuracy of soil water determination. A possible alternative is to use a thermo-FDR (Sheng et al., 2016), because capacitance or impedance sensors (FDR) allow more flexibility in electrode configuration with reduced measurement complexity compared to TDR, in addition to lower costs of the electronics system and minimal post-processing (Zent et al., 2009, 2010; Xu et al., 2012; Sheng et al., 2016). Sheng et al. (2016) coupled an electromagnetic sensor to determine water content with a penta-needle thermo-FDR, which demonstrated a significant improvement in soil water content determination (with RMSE=0.012 cm$^3$ cm$^{-3}$ compared to RMSE=0.042 cm$^3$ cm$^{-3}$ of the HP methods). It should be noted the proper frequency range must be used to obtain accurate soil water determination as well as to reduce effects of temperature and salinity, but the use of FDR has difficulty in soils with high clay content. In addition, FDR measurements at multiple low frequency dielectric spectroscopy (much lower
than the TDR bandwidth) have potential to determine ice content and unfrozen water content (Bittelli et al., 2004), which advances its applications in frozen soil studies. Future investigations on a range of soil conditions are required, because results of Bittelli et al. (2004) showed that this method might only be feasible on coarse-textured soils.

6.3. Contact resistance and probe material

Early applications of the SPHP method in geophysics estimated the thermal properties of rocks (Lubimova et al., 1961; Clauser & Huenges, 1995). The SPHP probe requires a cylindrical shape so it can be inserted into a diamond-drilled hole. Calculation of thermal properties of test material is based on the known thermal properties of the SPHP probe itself and the rate of temperature change with time according to a suitable theoretical relationship. The SPHP method is based on the assumption of zero contact resistance; however, there may be imperfect contact between the probe and the external tested media. When heat flows across the interface between two contacting bodies (e.g., probe and soil), a temperature discontinuity occurs at the interface. The discontinuity can be a result of differences in the thermal conductivities due to a change in transport media. The heat flux across the interface is proportional to the temperature difference and the proportionality constant is called thermal contact conductance. Analogous to Ohm’s law, the inverse of the thermal contact conductance is the thermal contact resistance. For a stainless steel probe in uniform media such as a liquid or gel, because of the interface, there is small contact resistance, even though the contact is perfect beyond the molecule level. When a probe is inserted into soil, however, in addition to the interface resistance, there are surface roughnesses at the interface due to the mismatch between the cylindrical surface of the probe and the irregular shape of soil particles. There may also be air gaps between soil particle and the probe in unsaturated soils. Therefore, the surface roughness and gaps will further impede heat flow across the interface and increase contact resistance. Therefore, for a probe inserted into soil, thermal contact resistance is the sum of resistance due to the existence of the interface and resistance due to the poor contact between the probe and the media. For example, long drill holes may not be very straight, and the probe must be loosely fitted in the hole; insertion of a HP probe into soils of low density results in local soil disturbance and poor contact between soil and probe while it is hard to insert a HP probe into soils of high density. Sometimes high thermal conductivity grease (with thermal conductivity >4 W m⁻¹ K⁻¹) is used to reduce poor contact, but this method
does not always work for low density soils (Barry-Macaulay et al., 2014). An imperfect thermal contact at the interface between a HP probe and the external medium under test can result in a non-zero thermal contact resistance (e.g., Figure 19), which must be accounted for to obtain accurate thermal property estimates (Blackwell, 1954; Liu et al., 2017). A SPHP probe can be either solid with a small radius or hollow with a thin wall to be a relatively good conductor with low heat storage (Blackwell, 1956), so that radial temperature difference within the probe material is negligible, and temperature is uniform over its cross-section (Jaeger, 1955; Blackwell, 1956). Air entrapment at the surface of a probe during introduction of probe into wet soil is another issue causing potential errors (Nagpal & Boersma, 1973). In practice, it is hard to separate the interface resistance from the contact resistances. Currently, little is known about the characteristics of the two in soils, and further developments in theory, practice, and verification are needed.

Insert Figure 19 near here

For the SPHP method, data for the first 5 to 100 s, depending on the duration of the heat pulse and the probe dimensions, are affected by the probe characteristics and the contact resistance between the probe and the soil (Wechsler, 1966; Bristow et al., 1994a), but data at longer times reflect increasingly more the mean characteristics of the surrounding soil (Shiozawa & Campbell, 1990). This is also why SPHP can obtain accurate thermal conductivity estimates from large time temperature rise measurements during a long heat pulse. The effects of axial flow and resolution of temperature measurement may increase for the late time data. Therefore, the SPHP method generally applies a relatively long heat pulse duration, but a small heat input per unit time is used to prevent heat induced water redistribution. DPHP generally uses a relatively short heating duration with relatively large heat input per unit time to approximate the theory of an instantaneous heat pulse, but similar to SPHP, it must avoid causing significant heat convection in the vicinity of the heater. Most analysis methods assume radial heat dissipation occurs in ideal soil that is homogeneous, isotropic and highly conductive, with negligible contact resistance between the soil and the measurement probes. How soil heterogeneity and energy input affects the thermal property measurements will be discussed in the following sections.
6.4. Soil heterogeneity

The solutions to the heat conduction equation used to analyze most HP measurements assume the soil thermal properties are isotropic and homogeneous with an initially isothermal temperature distribution within the measurement volume. However, in reality, soils are highly heterogeneous even at small scales. Heterogeneous examples are soils containing rocks or plant roots, layered soils, and soils subject to wetting/drying or freezing/thawing processes. Soil heterogeneity may significantly affect the performance of HP methods.

Philip and Kluitenberg(1999) initiated the investigation of DPHP errors resulting from the spatial variation of soil thermal properties and presented a simplified approximation for a solution to the heat conduction equation in a heterogeneous region based on the instantaneous line source theory. Four different configurations that simulate practical conditions were tested: heater is located at the interface between different soils (effects of layered soils), near or behind a wetting front (the behavior of a DPHP when a sharp wetting front approaches it during infiltration), and near a soil surface (how close can it be installed to the soil surface without surface interface interference). The results showed that errors are small when the distance of the heterogeneity (e.g., soil layer interface and wetting front) to the probe is greater than probe spacing (e.g., 6 mm). The solution allows regions with different \( \lambda \) and \( C_v \) but uniform \( \kappa \). They later improved the solution to give precise results for probes with four different configurations (the first three scenarios of Philip and Kluitenberg(1999) and the case of heater and temperature sensor on different sides of the interface/wetting front) (Kluitenberg and Philip, 1999). In an infinite region \((z<z_1, z_1 \geq 0)\), the thermal conductivity and the volumetric heat capacity are \( \lambda \) and \( C_v \); in \( z>z_1 \) they are \( \alpha \lambda \) and \( \alpha C_v \), the thermal diffusivity is assumed to be uniform through \(-\infty<z<\infty \). Initial conditions of the solution are: \( t=0, -\infty<x<\infty, -\infty<z<\infty, T=0 \), heat strength \( q \) released at \((x, z, t) = (0, 0, 0)\).

\[
\Delta T(x, z, t) = \begin{cases} 
\frac{q}{4\pi \kappa t} \left[ \exp \left( \frac{-x^2+z^2}{4\kappa t} \right) + \frac{1-a}{1+a} \exp \left( \frac{-x^2+(2z_1-z)^2}{4\kappa t} \right) \right] & \text{if } z \leq z_1 \quad (a) \\
\frac{q}{2\pi (1+a) \kappa t} \exp \left( \frac{-x^2+z^2}{4\kappa t} \right) & \text{if } z \geq z_1 \quad (b) 
\end{cases}
\]

where \( z_1 \) is the interface/wetting front and \( \alpha \) is a parameter related to the heterogeneity.

The results of Philip and Kluitenberg(1999) and Kluitenberg and Philip(1999) show that the DPHP gives good estimates of water content near a wetting front interface. But this method is based on the assumption of having uniform \( \kappa \) (two regions may differ much more in thermal
conductivity than in diffusivity) and instantaneous line heat source theory. More studies are required for layered soils with differing $\kappa$ or when freezing/thawing or wetting/drying front approaches a HP sensor.

6.5. Energy input/output

A theoretical analysis by de Vries and Peck (1958b) indicated that the temperature gradients resulting from the application of heat pulses can cause soil water to migrate away from the heater giving rise to lower water contents in the vicinity of the SPHP probe and a slight increase in soil water content at small radial distance from the probe axis. The water redistribution depends on soil physical properties, probe radius, and heating duration. The magnitude of water content decline at the probe surface is approximately inversely proportional to the probe radius, and it increases with increasing duration of heating and with higher temperatures. For most soils, water redistribution and its effects on $\lambda$ are small at temperatures below about 40 °C (de Vries and Peck, 1958b). Horton and Wierenga (1984) provide practical guidelines for SPHP measurements in unfrozen soils.

Moisture migration is a source of error when probes are used in wet soils at temperatures above freezing (de Vries & Peck, 1958b; Wechsler 1966). At temperatures below freezing, moisture migration is significantly reduced (Wechsler, 1966), but ice melting can occur (Ochsner & Baker, 2008; Liu & Si, 2011b, Zhang et al., 2011; He et al., 2015). Liu and Si (2010) found that thermally induced heat flow was negligible when comparing DPHP-measured water contents from sand saturated with water and sand saturated with agar stabilized water. Small heat strength for a long duration reduced overestimation of $C_v$ compared to short duration with a large heat strength (e.g., 60 s, < 6 W m$^{-1}$ vs 8 s, > 80 W m$^{-1}$) for the DPHP method (Liu & Si, 2010). However, a long duration heat pulse requires a large sample volume and could lead to excessive radial and axial heat loss (de Vries, 1958b; Wechsler, 1966; Campbell et al., 1991). How the sample volume size influences the measurements of soil thermal properties will be discussed in section 6.6. Therefore, a heater should be properly designed, constructed and used to minimize water redistribution and convective heat flow around the heater in order to determine thermal properties accurately.

Several applications of HP probe are performed indoors with easy access to a power supply, but solar panels may be required for long-term field studies, weather stations, or remote locations or on Earth and other extraterrestrial bodies with limited or no power access. The
power draw of HP systems vary depending on the probe design (heater resistance), heating scheme (duration of heating cycle), frequency of measurements, and wireless control and communication of data. Therefore, low power consumption of HP probes is an important characteristic required for field applications where power supply is limited. New automated, self-sustained, economic, durable, and wirelessly communicated HP systems should be properly designed for field studies (Jorapur et al., 2015; Palaparthy et al., 2015).

6.6. Sample volume/outer boundary

There are two kinds of heat losses that need to be considered during the application of a heat pulse: (1) the radial heat wave released by the heat source may be absorbed by the sample or reflected by the boundaries of the sample and (2) axial heat flow may become significant depending on the sample size and the duration of heating (Presley & Christensen, 1997). The finite sample size should be properly selected, because it can influence the measured temperature changes. de Vries (1958a) recommended that the sample size to be expressed as $R$, where $R$, the radial extent of the material being measured, must satisfy:

$$\exp\left(\frac{-R^2}{4\kappa t}\right) \ll 1$$

(51)

This shows that sample size depends on the thermal diffusivity of the material and the duration of heating. Equation (51) provides a conservative estimate of the sample size effect. Errors due to absorption (e.g., isothermal boundary) or reflection (e.g., adiabatic boundary) of the heat wave due to a finite sample size would reduce to < 1% if

$$t < \frac{0.25 R^2}{\kappa} \quad \text{or} \quad R \gg 2\sqrt{\kappa t}$$

(52)

Deviations from a linear rise in temperature when plotted against log $(t)$ tend to be concave upward when the sample size is too small, and concave downward when axial heat loss is significant (Wechsler, 1966).

For the DPHP method, Campbell et al. (1991) estimated the influence radius of a heater at time $t_m$ as:

$$r_0 = r_m \left[1 - \ln(\Delta T_0 / \Delta T_m)\right]^{1/2}$$

(53)
where $\Delta T_0$ is the temperature change at any distance $r_o$ from the heater at time $t_m$. If taking $\Delta T_0/\Delta T_m = 0.01$ as the outer boundary, then $r_o = 2.37r_m$. This also indicates that the radius of a soil sample used for measuring soil thermal properties should be greater than $2.37r_m$.

Equation (53) could be used as a rule of thumb for the determination of minimum soil sample volumes especially for laboratory tests. Figure 20 provides an example of the area of influence of the heater. Accurate measurements require a large enough sample and a steady boundary condition where temperature change is less than $\pm0.1$–$0.2 \, \degree C$ over the course of the measurement.
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Knight et al. (2007) used a perturbation expansion approach to derive spatial sensitivity functions to test the effective measurement volume of typical DPHP sensors. They found that 99% of the spatial sensitivity was attributed to an ellipse with area of 168 mm$^2$ and a major axis of 15.6 mm long for a DPHP of 6 mm needle-spacing.

6.7. Thermal instability at close proximity to the surface (soil-air interface)

Thermal instabilities or drift is another problem that can cause inaccurate measurements of thermal properties (Jury & Bellantuoni, 1976; Bristow et al., 1993; Presley & Christensen, 1997; Young, 2008; Zhang et al., 2014). These problems can be minimized by: (1) increasing the interval between measurements, so the sample can return to thermal and hydraulic equilibrium; (2) shortening the HP measurement time; or (3) accounting for changes in the background temperature during the measurement period. The first method can be easily applied in laboratory studies, but difficulties can arise in the field environment due to the effects of ambient temperature (e.g., diurnal temperature variations close to the ground surface) for long-term field application (Presley & Christensen, 1997). The second approach is restricted to short-term measurements. Thus, the third approach may be the most appropriate. Field experiments showed that ambient temperature changes had significant impacts on measured $\Delta T(t)$ datasets and the estimated thermal properties. Measurement accuracy could be improved by accounting for changes in ambient temperature during the measurement period (Bristow et al., 1993). Efforts have been made to account for the impact of abrupt spatial changes in thermal properties, such as near the soil-air interface, on heat

6.8. Convection and phase change

During the measurements, heat convection/water migration in the vicinity of the heater may result from thermal gradients due to the heat input. Heat inputs must be controlled effectively as mentioned in section 6.5. Another issue caused by the heat pulse method is the phase change of water to vapor in unfrozen soils and ice to water in frozen soils because of the release of heat (He et al., 2015). Phase change-associated latent heat is not considered in heat conduction equation solutions for heat pulse methods. Therefore, the resulting thermal properties and other calculated physical property values should be corrected (He et al., 2015), or the results can only be applied to certain scenarios such as soil evaporation measurement (Heitman et al. 2008b, 2008c, 2017, see section 5.2.3) or frozen soil thermal properties, unfrozen water and ice content at low subfreezing temperatures (Liu & Si, 2010b; Zhang et al., 2011, see section 5.3).

7. Summary

A comprehensive review of the heat pulse method that applies to the determination of soil thermal properties and a range of other properties in unfrozen and frozen soils is presented. This review covers theories of heat conduction and practical issues such as probe design, construction, and calibration as well as data interpretation methods.

Heat pulse probes can be classified into two types: single probe heat pulse probe (SPHP) and dual probe heat pulse probe (DPHP). SPHP can be long or short, and thus can have a range of sampling volume. It is also robust, alleviating the error due to needle deflection. Unfortunately, SPHP can only be used to accurately determine thermal conductivity. To advance SPHP to determine other properties such as heat capacity and soil water content, an improved understanding of thermal contact conductance between soil and probe is needed.

There have been major advances in DPHP in the last 30 years, beginning with Campbell et al. (1991). It can be used to measure all three thermal properties, soil water contents, and
potentially bulk density (figure 21). It has also been used to measure soil water flux and heat flux, allowing partitioning of evapotranspiration into transpiration through sap flow measurements and to soil water evaporation (figure 22). Progress has been made in measuring soil ice content and latent and sensible heat fluxes within soil. To date, DPHP has become an important selection in our toolbox for characterizing hydrological processes. Like any other measurement technique, DPHP has its advantages and weaknesses. DPHP has a small sampling volume, and because of that, it is irreplaceable in sap flow measurements, and in measuring subsurface evaporation occurring at the 0 to 5 cm of soil, a process that was not possible to determine and to understand with other tools. For other processes, DPHP may be limited by the small measurement volume and its shortcomings for use to describe large areas of soil.

DPHP can be combined with other soil property instruments such as Time Domain Reflectometry (TDR) used to measure soil water content and electrical conductivity (EC), suction lysimeter, and matric potential sensors. Such combinations enable multiple soil properties and processes to be determined for the same soil sampling volume and at the same time.

Some of the weaknesses of SPHP and DPHP can be overcome with advancements in technology. For example, the combination of SPHP or DPHP with fiber-optic cable could potentially revolutionize the application of HP methods in science and engineering and provides much-needed data for ground truthing of remote sensing observation, and for calibration and validation of earth system models.

Future studies should focus on the following aspects:

(1) Present probe design limits the representative volume of the soil sample measured. Its extreme sensitivity to needle spacing results in a lack of accuracy, precision and durability; the short length of thermo-TDR needles may affect the accuracy and precision for water content or water flux estimation. Low energy consumption and wireless communication are among the important properties for field applications (e.g., weather monitoring stations and remote research sites) of HP probes. Moreover, a single HP probe that enables the measurement of spatial variability of soil physical properties will be of interest and significance. New and innovative probes are continually being designed and should continue to
contribute to the versatility of the HP method in Earth and environmental sciences and engineering research.

(2) Examining probe performance in non-ideal field conditions: heterogeneity of soil samples, rock and root contents, initially non-uniform temperature, time varying ambient temperature, and spatio-temporal changes of moisture and bulk density.

(3) Improved data interpretation and error analysis modeling warrant attention. The linkage of such an analysis into a computer program could provide a comprehensive and user-friendly $\Delta T(t)$ data analysis package, and make the data interpretation procedure as simple as possible. Further, numerical solutions and inverse modeling for estimation of thermal properties should be developed for arbitrary initial and boundary conditions with transient water flow in heterogeneous soil. Such approaches are particularly useful for nonconventional heat pulse applications, such as hotter or colder water injection into subsurface soils with the widespread use of ground source heat pump systems (Saito et al., 2014).

(4) Efforts to extend the range of HP and AHFO-DTS measurements into partially frozen soils are of substantial interest. However, the possibility of ice melting by the heat pulse confounds the understanding of these processes and restricts its applications in partially frozen soils. New theories, methods, heating strategies, and probe designs for the estimation of soil thermal properties, unfrozen water content, and ice content are in their infancy, but they potentially could greatly improve our understanding of the measurement techniques and the properties of partially frozen porous materials.

(5) AHFO-DTS extends the capability of HP methods to field scales and offers new possibilities for multi-scale characterization of soil thermal properties and monitoring of soil water dynamics. However, in order to use the well-developed theories of HP methods, innovations in fiber optic cable construction to mimic an infinite line source with good conductor is needed. Otherwise, new theories/paradigms that are specific to AHFO-DTS are needed before adoption of AHFO-DTS systems will occur for routine monitoring of soil thermal and hydrological processes.

(6) Imperfect contact is an issue for HP sensors and for many other methods, such as TDR and neutron moisture meters. To totally avoid it is impossible, but it can be
minimized if caution is taken in installing the probes. However, we have, so far, limited knowledge on thermal contact resistance. Microscopically, thermal contact resistance between soil and the probe is affected by the contact area between the two, which is affected by the probe dimensions and geometry, compactness of soil particles, which are in turn affected by bulk density, soil particle size distribution, soil structure, and particle shapes. Displacement of soil air with water also increases the thermal contact, shortens heat conduction pathways and thus reduces thermal contact resistance. Quantitative descriptions of the relationships between thermal contact conductance (or contact resistance) and bulk density, particle size distribution and particle arrangement, soil structure and soil water contents, are needed for further advancement of SPHP techniques.

(7) Soil thermal and hydrological properties and processes in the 0-5 cm soil surfacelayerare important for understanding critical processes such as evaporation, greenhouse gas emission, and biological activity and for soil management and flood and drought forecasting. Although, HP methods have had some successes in these areas, further advancements may require new probe designs and possibly new methodologies.

(8) Measurement of the thermal properties of deep subsurface soils is a challenge for the HP method. An alternative HP design to allow a HP probe to be mounted on a direct push-probe is needed. While borehole heated DTS systems have been used to measure soil thermal conductivity and soil water content, extension to measurements of other thermal and hydraulic properties is needed.

(9) Evaluating and calibrating available thermal conductivity models that are developed from steady-state measurements, and developing new models based on the HP measurements are needed. The HP method has been recognized for accurate measurement of soil thermal conductivity, however, some of the existing thermal conductivity models are based on steady-state data that suffer from inaccuracy resulting from errors of temperature gradient driven water migration and phase change from water to vapor or ice to water. To better model or predict soil thermal conductivity, it is necessary to further validate existing models and to develop new models based on HP data. These models can be used to estimate soil thermal properties for a range of soil conditions and be incorporated into sophisticated numerical simulation models for larger scale applications.
A standard test method of SPHP (thermal needle probe) for determining thermal conductivity of soil and soft rock has been developed (e.g., ASTM D5334-08 and IEEE 442-1981), but there is a lack of standards of DPHP and DTS for measurements of soil heat capacity, thermal diffusivity and hydraulic properties. Such protocols should be established for the purpose of providing accepted applications of the heat pulse method in both science and engineering.
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Table 1. Selected applications of heat pulse (HP) methods, including single-probe heat-pulse (SPHP), dual-probe heat-pulse (DPHP), and thermos-time domain reflectometry (thermo-TDR).

<table>
<thead>
<tr>
<th>Reference</th>
<th>Method</th>
<th>Dia (mm)</th>
<th>Length (mm)</th>
<th>Spacing (mm)</th>
<th>Heater resistance (Ω)</th>
<th>Heat duration (s)</th>
<th>Heat strength (W m⁻¹)</th>
<th>Experimental conditions</th>
<th>Experimental conditions</th>
<th>Experimental conditions</th>
<th>Experimental conditions</th>
<th>Experimental conditions</th>
<th>Experimental conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>van der Held&amp; van Drunen 1949</td>
<td>SPHP</td>
<td>1</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Various</td>
<td>N/A</td>
<td>Lab, various liquids</td>
<td>Thermal conductivity</td>
<td>Thermal conductivity</td>
<td>Thermal conductivity</td>
<td>Thermal conductivity</td>
<td>Thermal conductivity</td>
</tr>
<tr>
<td>de Vries 1952</td>
<td>SPHP</td>
<td>1</td>
<td>1.4</td>
<td>100</td>
<td>-</td>
<td>6.31</td>
<td>180</td>
<td>0.0631</td>
<td>Field, different depths</td>
<td>Thermal properties</td>
<td>Thermal properties</td>
<td>Thermal properties</td>
<td>Thermal properties</td>
</tr>
<tr>
<td>Woodside&amp; Messmer 1961 a &amp;b</td>
<td>SPHP</td>
<td>1</td>
<td>1.65</td>
<td>152.4</td>
<td>-</td>
<td>1600</td>
<td>180</td>
<td>Lab, vacuum and low pressure, sands, glass beads, sandstones</td>
<td>Thermal conductivity</td>
<td>Thermal conductivity</td>
<td>Thermal conductivity</td>
<td>Thermal conductivity</td>
<td>Thermal conductivity</td>
</tr>
<tr>
<td>Wechsler 1966 b</td>
<td>SPHP</td>
<td>1</td>
<td>0.50</td>
<td>75-610</td>
<td>-</td>
<td>N/A</td>
<td>1200</td>
<td>Lab, dry and wet soils, insulation, snow, ice etc.</td>
<td>Thermal conductivity of soil and insulation, probe design</td>
<td>Thermal conductivity of soil and insulation, probe design</td>
<td>Thermal conductivity of soil and insulation, probe design</td>
<td>Thermal conductivity of soil and insulation, probe design</td>
<td></td>
</tr>
<tr>
<td>Merrill 1968</td>
<td>SPHP/DPHP</td>
<td>2</td>
<td>0.00</td>
<td>150</td>
<td>0.6</td>
<td>N/A</td>
<td>60</td>
<td>Lab, different temperatures</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Penner 1970 e</td>
<td>SPHP</td>
<td>1</td>
<td>0.51</td>
<td>102</td>
<td>-</td>
<td>885</td>
<td>600</td>
<td>0.87 a</td>
<td>Lab, frozen soil</td>
<td>Thermal conductivity</td>
<td>Lab, frozen soil</td>
<td>Thermal conductivity</td>
<td>Lab, frozen soil</td>
</tr>
<tr>
<td>Kasubuchi</td>
<td>SPHP</td>
<td>2</td>
<td>1</td>
<td>50</td>
<td>-</td>
<td>N/A</td>
<td>40</td>
<td>N/A</td>
<td>Lab, soil with different water</td>
<td>Thermal</td>
<td>Lab, soil with different water</td>
<td>Thermal</td>
<td>Lab, soil with different water</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Year</th>
<th>Method</th>
<th>Domain</th>
<th>Temperature and Water Content Details</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1977</td>
<td></td>
<td></td>
<td>contents, and 1% agar, ethyl alcohol conductivity of soil</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Baker &amp; Goodrich 1984, SPH</td>
<td>2</td>
<td>3.2</td>
<td>500</td>
</tr>
<tr>
<td>1987</td>
<td>Baker &amp; Goodrich 1984, P+TD</td>
<td>2</td>
<td>3.2</td>
<td>500</td>
</tr>
<tr>
<td></td>
<td>Goodrich 1986</td>
<td>SPHP</td>
<td>1</td>
<td>3, 0.5</td>
</tr>
<tr>
<td></td>
<td>Morabito 1989</td>
<td>SPHP/DPHP</td>
<td>2</td>
<td>1, 4</td>
</tr>
<tr>
<td></td>
<td>Shiozawa &amp; Campbell 1990</td>
<td>SPHP</td>
<td>1</td>
<td>1.27</td>
</tr>
<tr>
<td></td>
<td>Campbell et al. 1991</td>
<td>DPHP</td>
<td>2</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>Bristow et al. 1993</td>
<td>DPHP</td>
<td>3</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>Bristow et al. 1994</td>
<td>SPHP+</td>
<td>2</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>Noborio et al. 1996b</td>
<td>DPHP+TDR</td>
<td>3</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>Ren et al. 1998</td>
<td>Thermo-</td>
<td>3</td>
<td>1.3</td>
</tr>
<tr>
<td>Year(s)</td>
<td>Measurement Method</td>
<td>TDR</td>
<td>DPHP</td>
<td>HP</td>
</tr>
<tr>
<td>---------</td>
<td>-------------------</td>
<td>-----</td>
<td>------</td>
<td>----</td>
</tr>
<tr>
<td>1999, 2000, 2003a, b</td>
<td>TDR</td>
<td>contents and solute concentration</td>
<td>electric conductivity, thermal properties, soil water flux and pore water velocity, EC, bulk density</td>
<td></td>
</tr>
<tr>
<td>Bristow et al. 2001</td>
<td>DPHP</td>
<td>4</td>
<td>1</td>
<td>28</td>
</tr>
<tr>
<td>Mori et al. 2003, 2005, Mortensen et al. 2006</td>
<td>Thermo-TDR/MFH</td>
<td>6</td>
<td>1.27</td>
<td>26</td>
</tr>
<tr>
<td>Heitman et al. 2008 a, b, c</td>
<td>DPHP</td>
<td>3</td>
<td>1.3</td>
<td>40</td>
</tr>
<tr>
<td>Liu &amp; Si 2008</td>
<td>DPHP</td>
<td>5</td>
<td>1.27</td>
<td>28</td>
</tr>
<tr>
<td>Ochsner &amp; Baker 2008</td>
<td>DPHP</td>
<td>3</td>
<td>1.3</td>
<td>40</td>
</tr>
<tr>
<td>Morin et al.</td>
<td>SPHP</td>
<td>1</td>
<td>1.5</td>
<td>~100</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Year</th>
<th>Authors</th>
<th>Methodology</th>
<th>Snowpack Conductivity of Snow</th>
<th>Soil Water Content</th>
<th>Soil Thermal Properties and Soil Moisture Content</th>
<th>Total Water Content</th>
<th>Heat Capacity</th>
<th>Evaporation</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>Sayde et al., 2010, 2014</td>
<td>AHFO-DTS</td>
<td>1, 3.8, 30000-25000, N/A, 60-120, 11-20</td>
<td>Lab, Field</td>
<td>Soil conductivity of snow</td>
<td>Soil water content</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010</td>
<td>Steele-Dunne et al., 2010</td>
<td>PFO</td>
<td></td>
<td>Lab, frozen soils, different water contents and temperatures</td>
<td>Total water content</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>Zhang et al., 2011</td>
<td>Thermo-TDR</td>
<td>3, 1.27, 40, 6, 17.76, 8-60, 12.5-33.3</td>
<td>Lab, frozen soils, different water contents and temperatures</td>
<td>Total water content</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2014, 2016</td>
<td>Benítez-Buelga et al., 2014, 2016</td>
<td>AHFO/PFO-O-DTS</td>
<td>1, 2, 1-3.8, 15000, 5.3-8.2, N/A, 40-45, 32-40</td>
<td>Lab, unfrozen soils, different FO and spacings</td>
<td>Heat capacity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2012, 2014</td>
<td>Zhang et al., 2012, 2014</td>
<td>DPHP</td>
<td>1, 1, 1.3, 20, 40, 6, N/A, 8-12, 3.5</td>
<td>Field, multiple depths</td>
<td>Evaporation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2015b</td>
<td>Wen et al., 2015b</td>
<td>DPHP</td>
<td>2, 1.27, 40, 50, 6.1-6.5, N/A, 15, ~40, 70</td>
<td>Lab, dry and saturated soils, various probe deflections</td>
<td>Deflection</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*a* Values are calculated according to the description in the article.

*b* Two or more probe designs were used.

*c* Distance between the heater and the reference needle.

*d* 20 and 40 mm are lengths for temperature sensors and heaters, respectively.

*s* hollow probe
Table 2. Most utilized journals for publication of heat pulse related studies.

<table>
<thead>
<tr>
<th>Journal</th>
<th>Number of articles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soil Science Society of America Journal</td>
<td>64</td>
</tr>
<tr>
<td>Vadose Zone Journal</td>
<td>26</td>
</tr>
<tr>
<td>Water Resources Research</td>
<td>15</td>
</tr>
<tr>
<td>Soil Science</td>
<td>11</td>
</tr>
<tr>
<td>Agricultural and forest meteorology</td>
<td>9</td>
</tr>
<tr>
<td>Journal of Geophysical Research</td>
<td>8</td>
</tr>
<tr>
<td>Geotechnical Testing Journal</td>
<td>8</td>
</tr>
<tr>
<td>Canadian Geotechnical Journal</td>
<td>5</td>
</tr>
</tbody>
</table>
Table 3. Comparison between distributed temperature sensing (DTS) and single-probe heat-pulse (SPHP) or dual-probe heat-pulse (DPHP) method (after He et al., 2018).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>DTS</th>
<th>SPHP/DPHP</th>
</tr>
</thead>
<tbody>
<tr>
<td>T measurement frequency</td>
<td>Minutes</td>
<td>≤1 s*</td>
</tr>
<tr>
<td>Measurements</td>
<td>Thermal conductivity, water content</td>
<td>Thermal conductivity, water content</td>
</tr>
<tr>
<td>Probe length</td>
<td>1m to &gt;10km</td>
<td>0.1<del>0.6 m for SPHP, 0.04</del>0.06 m for DPHP</td>
</tr>
<tr>
<td>Probe diameter</td>
<td>3~5mm</td>
<td>0.5~2 mm</td>
</tr>
<tr>
<td>Hardness</td>
<td>Soft</td>
<td>Rigid</td>
</tr>
<tr>
<td>Heater material</td>
<td>Metallic component (e.g., stainless steel) and carbon fiber</td>
<td>Resistance heating wire</td>
</tr>
<tr>
<td>Nominal voltage</td>
<td>40/60 12 VDC or 108/120/240VAC</td>
<td>12 V</td>
</tr>
<tr>
<td>Heating duration</td>
<td>1~10 min</td>
<td>1<del>10 min for SPHP, 8</del>15s for DPHP</td>
</tr>
<tr>
<td>Energy</td>
<td>10W ~100W</td>
<td>0.4<del>2 W/m for SPHP, 2</del>700 W/m for DPHP</td>
</tr>
<tr>
<td>Protective sheath/outer jacket</td>
<td>multiple layer</td>
<td>Stainless steel</td>
</tr>
<tr>
<td>Temperature sensor</td>
<td>Optical fiber (temperature sensing at 0.1m~1m spacing)</td>
<td>1 thermistor/thermocouple at the mid-length</td>
</tr>
<tr>
<td>Temperature resolution</td>
<td>0.01°C</td>
<td>0.01°C</td>
</tr>
<tr>
<td>Availability/ease of access</td>
<td>Commerically available</td>
<td>Commerically available or customized</td>
</tr>
<tr>
<td>Cost</td>
<td>as low as US$1/m</td>
<td>&gt;US $200/each</td>
</tr>
<tr>
<td>Durability/life span</td>
<td>design life of 30yr+</td>
<td>Various</td>
</tr>
<tr>
<td>Long-term stability</td>
<td>Temperature drift</td>
<td>Suffer from temperature drift</td>
</tr>
<tr>
<td>Additional major equipment</td>
<td>DTS unit, computer</td>
<td>Datalogger, computer</td>
</tr>
</tbody>
</table>

*The values presented in the table only represent the most frequently occurring values in the literature, not all scenarios are included.
Figure 1. Diagram of $y = E_1(x)$, $y = Ei(x)$, and $y = \text{Exp}(x)$ adapted from (Abramowitz and Stegun, 1972). $E_1(x) = \int_x^\infty \frac{e^{-n}}{n} \, dn$, (\arg x < \pi) and $Ei(x) = \int_{-\infty}^x \frac{e^{-n}}{n} \, dn$, (x > 0).
Figure 2. Measured temperature of single probe heat pulse method imbedded in a sand (<1mm, bulk density 1.5 g cm$^{-3}$) with soil water contents at 0.27 cm$^3$ cm$^{-3}$, 0.17 cm$^3$ cm$^{-3}$, 0.12 cm$^3$ cm$^{-3}$, 0.05 cm$^3$ cm$^{-3}$, and oven dry. The heating duration is 600s and heating strength is 5.77 w m$^{-1}$. 
Figure 3. Simulated temperature change for instantaneous and short duration line source heat pulse model. Values used for the simulation were: probe spacing $r = 0.006$ m, heat pulse duration $t_0 = 8$ s, energy input $q = 62.5$ W m$^{-1}$, heat capacity $C_v = 1 \times 10^6$ J m$^{-3}$ °C$^{-1}$, and thermal diffusivity $\kappa = 5 \times 10^{-7}$ m$^2$ s$^{-1}$. $t_{m_i}$ and $t_{m_8}$ are time to get maximum temperature for instantaneous and for 8s pulse, respectively (data from Bristow et al. (1994b)).
Figure 4. Example of the SPM and NMF methods used to determine the soil thermal properties using DPHP sensors. Energy input $q = 11.5 \text{ W m}^{-1}$, and heat pulse duration $t_\theta = 8 \text{ s}$, probe spacing $r = 0.0068 \text{ m}$, SPM-single point method, NMF-nonlinear model fitting, ILS-instantaneous line source theory, and SLS-short duration line source theory.
Figure 5. Schematic diagram of selected HP probe designs discussed in recent literature (not to scale): (1) SPHP; (2) 2-needle DPHP (Campbell et al., 1991; Knight et al., 2007); (3) 3-needle DPHP, 3 needles are equally spaced (Ren et al., 2000; 2003) and with temperature sensors shorter than the heater (Kamaie et al., 2008; 2013); (4) 3-needle DPHP, 2 needles 6 mm apart and 1 reference probe 20 mm apart; (5) 5/penta-needle DPHP (Endo and Hara, 2003; He et al., 2015), all needles are of equal length; (6) 5-needle DPHP with shorter temperature sensors (Yang et al., 2013); (6) 6-needle DPHP (Multi-functional heat pulse probe consists of 6 needles: one heater needle, four temperature sensor needles, and one background temperature sensor needle, Morie et al., 2003; 2005; Mortensen et al., 2006); and (8) 11-needle DPHP (Zhang et al., 2012), the 2- to 6-needle heat pulse probes can be converted to thermo-TDR if the heater needle also serves as the center TDR electrode and the temperature sensor needles function as TDR ground electrodes.
Figure 6. Measured temperature change in Sandfly Creek sand (bulk density = 1.5 Mg m$^{-3}$) at sensor probe for various heater-temperature sensor spacing ($r = 7.5 \sim 15$ mm), energy input $q' = 123$ W m$^{-1}$ for heat pulse duration $t_0 = 8$ seconds (data from Bristow et al. (1994b)).
Figure 7. Relationship between the energy input, voltage drop, and the total resistance, reference resistor $R_{\text{ref}} = 1 \ \Omega$, voltage applied $V = 12 \ \text{v}$, heater resistance $R_{\text{heater}} = 0.9 R_{\text{total}}$ (heater is composed of looped 37/40 N80 heavy ML enamel heating wire), probe length $L = 0.04 \ \text{m}$, heat pulse duration $t_0 = 8 \ \text{s}$. Data points are from authors’ probe design test, R2 for both fitted line are 1.
Figure 8. Measured temperature change at $r = 0.0053$ m following application of heat pulses of different durations ($t_0 = 2-20$ s) at constant energy input ($q' = 55$ W m$^{-1}$) on air-dry Clayton sand (bulk density = 1.5 Mg m$^{-3}$) in a constant temperature laboratory (after Bristow et al. (1994b)).
Figure 9. Measured temperature change at r = 0.0053 m following various energy inputs ($q^\prime = 35 \sim 79 \text{ W m}^{-1}$) on air-dry Sandfly Creek sand (bulk density = 1.5 Mg m$^{-3}$) in a constant temperature laboratory (after Bristow et al. (1994a)).
Figure 10. Maximum temperature change at the heater ($R^2 = 0.96$) and the temperature sensor ($R^2 = 0.99, r = 6$ mm) for different resistances when tested in agar-stabilized water. The applied power = 12V, heat pulse duration = 8 s.
Figure 11. Resistance-temperature curve for the thermistor (red) and voltage-temperature curve for a type T thermocouple (blue) with a reference temperature = 0 °C.
Figure 12. Schematic showing a 2- and 4-wire half-bridge circuit for thermistors to measure temperature changes when using SPHP and DPHP sensors. $E_x$ is the excitation, $V_1$ and $V_2$ are used to measure the voltage drop, $R_{\text{sensor}}$ and $R_{\text{ref}}$ are SPHP/DPHP sensors and reference resistor, respectively.
Figure 13. Example of DPHP probe construction (after Heitman et al. (2003)).
Figure 14. Number of publications using heat pulse probes by year.
Figure 15. Distribution of articles using heat pulse probes according to topics.
Figure 16. Diagram for using combined passive and active needles to determine latent heat fluxes due to evaporation, freezing and thawing (a), and the sensible heat balance (SHB) method to determine latent heat associated with evaporation/condensation or soil freezing/thawing (b) using measurements of three-needle heat-pulse sensor with 6 mm needle-to-needle spacing (c), and an example of the basic probe installation for laboratory or field application (d). For the SHB method, thermal conductivity ($\lambda$) and heat capacity ($C$) are averaged from heat-pulse response curve calculations at needles 1 and 3. Other symbols denote temperature ($T$) at three depths (subscripts 1, 2, 3), heat flux at the upper ($G_{upper}$) and lower ($G_{lower}$) depth of the measured soil layer, change in soil heat storage ($\Delta S/\Delta t$) and latent heat (after Heitman et al. (2008b) and Kojima et al. (2016)).
Figure 17. Relationship between TDR-$C_p$, HP-$C_a$ and energy input (after He et al. (2015)).
Figure 18. Schematics and comparison of fiber optics (left) and single-probe heat pulse (right) system (not to scale). For DTS fiber optics, $\Phi_1$ and $\Phi_2$ are the outer diameters of core and cladding, respectively, marked as $\Phi_1/\Phi_2$. The common $\Phi_1/\Phi_2$ size for fiber optics are 62.5/125 micron (Multimode), 50/125 micron (Multimode), and 8-10/125 micron (Single mode). (a) fiber optic, (b) distributed temperature sensing system, (c) heat pulse probe, and (d) heat pulse connecting system (after He et al. (2018)).
Figure 19. Schematic of the interface between heater and the surrounding soils (a) illustrating the discontinuous temperature distribution from probe heater to soil as a result of contact resistance (b)
Figure 20. A cross-section of simulated temperature change distributions in a homogeneous and isotropic soil for the DPHP method assuming a zero background temperature. Energy input $q = 500 \, \text{J m}^{-1}$, heat pulse duration $t_0 = 8 \, \text{s}$, time at the maximum temperature change $t_m = 18 \, \text{s}$, thermal diffusivity $\kappa = 5 \times 10^{-7} \, \text{m}^2 \, \text{s}^{-1}$, and heat capacity $C_v = 10^6 \, \text{J m}^{-3} \, \text{C}^{-1}$. 
Figure 21. Diagram to show the capacities of heat pulse method for determination of soil thermal properties, energy fluxes (latent heat fluxes of evaporation/fusion and sensible heat flux), and heat storage.
Figure 22. The heat pulse (HP) method for water balance studies: infiltration, evaporation, soil water content, ice content, bulk density, soil water flux, sap flow/ET, plant water use and hydraulic redistribution. More study is needed for the determination of small water flux, fine root water uptake and transpiration from grasses with the HP method.