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CHAPTER 1. General Introduction

The fact that all life on Earth is genetically related is one of the most profound scientific observations of all time. Scientists have observed that these genealogical relationships among living things can (generally) be represented by a vast evolutionary tree, and constructing this tree of all life is a fundamental scientific problem facing human-kind today. Trees that depict evolutionary relationships between species, or other entities, are called phylogenetic trees or phylogenies.

The rapidly increasing amount of available genomic sequence data provides an abundance of potential information for phylogenetic analyses. Many models and methods have been developed to build evolutionary trees based on this information [27]. A common feature of most of these models is that they start out with fragments of the genome, called genes. Depending on the genes and species, and the methods used to perform the phylogenetic analyses, one typically ends up with a large number of phylogenetic trees which may not agree with one another. Simply put, the problem now is the following: Given several discordant phylogenetic trees as input, infer the (presumably) correct phylogeny. This thesis comprises of three new papers that address some of the methodological and algorithmic challenges posed by this problem. The first and second papers (Chapters 2 and 3) are both related to inferring phylogenetic trees in the presence of gene duplication. The third paper (Chapter 4) discusses a new distance measure for comparing phylogenetic trees.

1.1 Gene Duplication

Gene duplication is an evolutionary phenomenon in which one or more genes in an organism are duplicated. Both copies of the duplicated genes then evolve independently. Gene
duplication is known to have played a major role in the evolution of almost all life on Earth. Typically, to build a phylogenetic tree for a set of species, one constructs a phylogenetic tree from genes taken from those species. Such trees are called gene trees. The implicit assumption is that the evolution of the chosen genes mimics the evolution of the species themselves. However, due to complex evolutionary processes such as gene duplication and loss, recombination, and horizontal gene transfer, trees constructed on genes do not always accurately represent the evolutionary history of the corresponding species.

The gene duplication model [29] provides a framework for inferring species phylogenies from a collection of gene trees that are confounded by complex histories of gene duplication events. This model proposes that the true species tree can be inferred by solving one of the following two optimization problems: The gene-duplication problem, and the duplication-loss problem. Unfortunately, both of these problems are known to be NP-hard [33]. Therefore, in practice, local search based heuristic strategies are used to approach the gene-duplication and duplication-loss problems.

Even though both the gene-duplication and duplication-loss approaches have been shown to work well in practice, their utility has been limited due to the high time complexity of the existing heuristics. Chapters 2 and 3 introduce algorithms that greatly speed-up these heuristics.

1.2 Comparing Phylogenetic Trees

Most algorithms for constructing phylogenetic trees solve some (typically NP-hard) optimization problem. Solving different optimization problems, even on the same input data, can lead to different phylogenetic trees for the same set of species. In fact, even the same optimization problem, on the same input data, might produce multiple equally optimal phylogenies. Thus, it becomes important to be able to compare and quantify the difference between different phylogenetic trees. In Chapter 4 we introduce a new distance measure for comparing phylogenetic trees on the same leaf set. The distinguishing feature of our distance measure relative to existing distance measures for evolutionary trees is its ability to deal cleanly with
the presence of unresolved nodes, also called polytomies.

1.3 Thesis Organization

This thesis consists of five chapters. The next chapter, i.e. chapter 2, describes an algorithm which greatly speeds-up existing heuristics for solving the NP-hard gene-duplication problem. A preliminary version of the paper presented in this chapter appeared in [4] and was also included in my Masters Thesis [5]. Here we present the full and completely re-written version of this paper. In a similar spirit, Chapter 3 describes an algorithm that greatly speeds-up existing heuristics for the NP-hard duplication-loss problem. This work is new and unpublished. In Chapter 4 we introduce a new distance measure for comparing phylogenetic trees on the same leaf set, and give algorithms that can be used to compute this distance efficiently. A preliminary version of this work appeared in [6]. Chapter 4 is an extract from the full and re-written version of this paper. Concluding remarks appear in Chapter 5.

1.3.1 Authors’ Contributions

Chapter 2: MSB contributed to algorithm design, wrote major parts of the manuscript, and contributed to program implementation; OE contributed to algorithm design and to the writing of the manuscript; AW contributed to algorithm design and to program implementation. Chapter 3: MSB was responsible for algorithm design, program implementation, and writing major parts of the manuscript; OE contributed to algorithm design and to the writing of the manuscript. Chapter 4: MSB was responsible for algorithm design, and wrote major parts of the manuscript; DFB contributed to algorithm design and to the writing of the manuscript.
CHAPTER 2. SPR-Based Local Searches for the Gene-Duplication Problem

A paper to be submitted to IEEE/ACM Transactions on Computational Biology and Bioinformatics

Mukul S. Bansal, Oliver Eulenstein, and André Wehe

Abstract

The gene-duplication problem is to infer a species supertree from a collection of gene trees that are confounded by complex histories of gene duplications. This problem is NP-hard and thus requires efficient and effective heuristics. Existing heuristics perform a stepwise search of the tree space, where each step is guided by an exact solution to an instance of a local search problem. These local search problems are often defined based on the classical SPR tree edit operation. We improve on the best-known running time of the SPR based local search problem by a factor of \( n \), where \( n \) is the number of species in the resulting supertree solution. This makes the gene-duplication problem more tractable for large-scale phylogenetic analyses. We verify the exceptional performance of our solution in a comparison study using sets of large randomly generated gene trees.

2.1 Introduction

The rapidly increasing amount of available genomic sequence data provides an abundance of potential information for phylogenetic analyses. Most phylogenetic analyses combine genes from presumably orthologous loci, or loci whose homology is the result of speciation. These
analyses largely neglect the vast amounts of sequence data from gene families, in which complex evolutionary processes such as gene duplication and loss, recombination, and horizontal transfer generate gene trees that differ from species trees. One approach to utilize the data from gene families in phylogenetics is to reconcile their gene trees with species trees based on an optimality criterion, such as the gene-duplication model introduced by Goodman et al. [29]. This problem is a type of supertree problem, that is, assembling from a set of input gene trees a species supertree that contains all species found in at least one of the input trees. The decision version of the gene-duplication problem is NP-complete [33]. Other approaches make use of sequence similarity to reconstruct the underlying evolutionary history of genes (see, for example, [51, 52]). Probabilistic models for gene/species tree reconciliation as well as gene sequence evolution have also been developed [2, 3].

Existing heuristics aimed at solving the gene-duplication problem search the space of all possible supertrees guided by a series of exact solutions to instances of a local search problem [38, 35]. The gene-duplication problem has shown much potential for building phylogenetic trees for snakes [45], vertebrates [39, 40], Drosophila [20], and plants [43]. Yet, the run time performance of existing heuristics has limited the size of such studies. We improve on the best existing solution for the local search problem asymptotically by a factor of \( n \), where \( n \) is the number of species from which sequences in the gene trees were sampled (that is the number of nodes in a resulting supertree). To show the applicability of our improved solution for the local search problem, we implemented it as part of standard heuristics for the gene-duplication problem. We demonstrate that the implementation of our method greatly improves the speed of standard heuristics for the gene-duplication problem and makes it possible to infer large supertrees that were previously difficult, if not impossible, to compute.

2.1.1 Previous Results

The gene-duplication problem is based on the Gene Duplication model from Goodman et al. [29]. In the following, we (i) describe the Gene Duplication model, (ii) formulate the gene-duplication problem, and (iii) describe a heuristic approach of choice [38, 35] to solve the
2.1.1.1 Gene Duplication model

The Gene Duplication model is well studied [37, 31, 36, 23, 54, 18, 10, 30] and explains incompatibilities between a pair of “comparable” gene and species trees through gene duplications. A gene and a species tree are comparable, if a leaf-mapping exists that provides a leaf to leaf mapping that maps every leaf node in the gene tree to a leaf node in the species tree. Biologically speaking, the leaves in the gene tree represent genes and the leaves in the species tree represent species, and the leaf-mapping essentially maps each gene to the species from which it was sampled. Consider the example shown in Figure 2.1, taken from [4]. The leaf to leaf mapping from the gene tree $G$ to the species tree $S$ is the leaf-mapping. However, both trees describe incompatible evolutionary histories. The Gene Duplication model explains such incompatibilities by reconciling the gene tree with postulated gene duplications. For example, in Figure 2.1 a reconciled gene tree $R$ can be theoretically inferred from the species tree $S$ by duplicating a gene $x$ in species $X$ into the copies $x'$ and $x''$ and letting both copies speciate according to the topology of $S$. In this case, the gene tree can be embedded into the reconciled tree. Thus, the gene tree can be reconciled by using the duplication of gene $x$ to explain the incompatibility. The minimum number of gene duplications that are necessary under the
Gene Duplication model to explain the incompatibilities can be inferred from the mapping \( M \), which is an extension of the given leaf-mapping. \( M \) maps every gene in the gene tree to the most recent species in the species tree that could have contained the gene. More precisely, \( M \) maps each gene to the least common ancestor of the species from which the leaves (genes) of the subtree rooted at the gene were sampled (given by the leaf-mapping). A gene in the gene tree is a (gene) duplication if it has a child with the same \( M \) mapping \([37, 23]\). The reconciliation cost for a gene tree and a comparable species tree is measured in the number of gene duplications in the gene tree induced by the species tree.\(^1\) The reconciliation cost for a given collection of gene trees and a species tree is the sum of the reconciliation costs for each gene tree in the collection and the species tree. The mapping function is linear time computable on a PRAM \([54]\) through a reduction from the least common ancestor problem \([9]\). Hence, the reconciliation cost for a collection of gene trees and a species tree is computable in linear time.

### 2.1.1.2 Gene-duplication problem and heuristics

The gene-duplication problem is to find, for a given collection of gene trees, a comparable species tree with minimum reconciliation cost. This approach has been successfully applied to phylogenetic inference in snakes \([45]\), vertebrates \([39, 40]\), *Drosophila* \([20]\), and plants \([43]\) among others. The decision variant of this problem and some of its characterizations are NP-complete \([33, 26]\) while some parameterizations are fixed parameter tractable \([49, 32]\). Therefore, in practice, heuristics (e.g. \([38, 35]\)) are commonly used for the gene-duplication problem, even though they are unable to guarantee an optimal solution. These heuristics are based on local search and, consequently, involve repeatedly solving a local search problem. Such a heuristic starts with some species tree comparable with the input gene trees and finds a minimum reconciliation cost tree in its neighborhood. This constitutes one local search step. The new tree thus found then becomes the starting point for the next local search step, and so on, until a local minima is reached. Thus, at each local search step we must solve the local

\(^1\) Alternatively, the reconciliation cost could be defined in the number of gene duplications and losses. However, it is often problematic to accurately infer gene losses if there is missing data. Thus, for this study we only consider gene duplications.
search problem. The time complexity of the local search problem depends on the tree edit operation used to define the neighborhood.

An edit operation of interest is the rooted subtree pruning and regrafting (SPR) operation [1, 11]. Given a tree $S$, an SPR operation can be performed in three steps: (i) prune some subtree $P$ from $S$, (ii) add a root edge to the remaining tree $S$, (iii) regraft $P$ into an edge of the remaining tree $S$. The resulting tree graph is connected and every node has a degree of $\Theta(n^2)$, where $n$ is the size of a species tree comparable to the given gene trees [46]. Assuming, for convenience, similar gene tree and species tree sizes, the local search problem for the SPR edit operation can be solved naively in $\Theta(n^3)$ time per gene tree. If there are $k$ gene trees then this gives a total time bound of $O(kn^3)$. This is the best-known algorithm to solve the local search problem for SPR operations. In practice, the cubic run time typically allows only the computation of smaller supertrees [38, 35]. We show how to solve the local search problem for the SPR edit operations within $O(kn^2)$ time.

**Contribution of the Manuscript:** We introduce an algorithm that, irrespective of the sizes of the gene trees, improves the run time of the best known solution by $\Theta(n)$, where $n$ is the size of the resulting species supertree. To support typical input gene trees, our algorithm also allows multiple leaf-genes from the same gene tree to map to a single leaf-species. We implemented our algorithm as part of a standard heuristic for the gene-duplication problem, and we compared the run times of our implementation and the program GeneTree, which can infer species trees using the same local search heuristic. Our experiments demonstrate the great improvement in runtime offered by our algorithm over current approaches.

### 2.2 Basic Notation and Preliminaries

By and large, we follow the basic definitions and notation from [8]. Given a tree $T$, let $V(T)$ and $E(T)$ denote the node and edge sets of $T$ respectively. $T$ is *rooted* if it has exactly one distinguished node called the *root* which we denote by $rt(T)$. We define $\leq_T$ to be the partial order on $V(T)$ where $x \leq_T y$ if $y$ is a node on the path between $rt(T)$ and $x$. The set of minima under $\leq_T$ is denoted by $rt(T)$ and its elements are called *leaves*. If $\{x, y\} \in E(T)$ and
$x \leq_T y$ then we call $y$ the parent of $x$ denoted by $pa_T(x)$ and we call $x$ a child of $y$. The set of all children of $y$ is denoted by $Ch_T(y)$. If two nodes in $T$ have the same parent, they are called siblings. The least common ancestor of a non-empty subset $L \subseteq V(T)$, denoted as $lca(L)$, is the unique smallest upper bound of $L$ under $\leq_T$. A subtree of $T$ rooted at node $y \in V(T)$, denoted by $T_y$, is the tree induced by $\{x \in V(T) : x \leq_T y\}$. $T$ is fully binary if every node has either zero or two children. Throughout this paper, the term tree refers to a rooted fully binary tree.

Next, we introduce the definitions necessary for stating the gene-duplication problem.

### 2.2.1 The Gene-Duplication Problem

A species tree is a tree that depicts the evolutionary relationships of a set of species. Given a gene (or gene family) for a set of species, a gene tree is a tree that depicts the evolutionary relationships among the sequences encoding only that gene (or gene family) in the given species. Thus, the nodes in a gene tree represent genes from some species. In this work, we shall assume that each leaf of the gene trees is labeled with the species from which that gene was sampled. Thus, unlike species trees, a gene tree might have several leaves with the same label.

**Definition 2.2.1 (Mapping).** The leaf-mapping $L_{G,S} : Le(G) \rightarrow Le(S)$ maps a leaf node $g \in Le(G)$ to that unique leaf node $s \in Le(S)$ which has the same label as $g$. The extension $M_{G,S} : V(G) \rightarrow V(S)$ of $L_{G,S}$ is the mapping defined by $M_{G,S}(g) = lca(L_{G,S}(Le(G_g)))$.

Note: For any node $s \in V(S)$, $M_{G,S}^{-1}(s)$ denotes the set of nodes in $G$ that map to node $s \in V(S)$ under the mapping $M_{G,S}$.

**Definition 2.2.2 (Comparability).** Given trees $G$ and $S$, we say that $G$ is comparable to $S$ if, for each $g \in Le(G)$, the leaf-mapping $L_{G,S}(g)$ is well defined. A set of gene trees $\mathcal{G}$ is comparable to $S$ if each gene tree in $\mathcal{G}$ is comparable to $S$.

Throughout this paper we use the following terminology: $\mathcal{G}$ is a set of gene trees that is comparable to a species tree $S$, and $G \in \mathcal{G}$.

---

2 A gene family is a set of homologous genes assumed to have shared ancestry.
Definition 2.2.3 (Duplication). A node \( g \in V(G) \) is a (gene) duplication if \( \mathcal{M}_{G,S}(g) \in \mathcal{M}_{G,S}(Ch(g)) \) and we define Dup\((G,S) = \{ g \in V(G): g \text{ is a duplication}\} \).

Definition 2.2.4 (Reconciliation cost). We define reconciliation costs for gene and species trees as follows:

1. \( \Delta(G,S) = |\text{Dup}(G,S)| \) is the reconciliation cost from \( G \) to \( S \).

2. \( \Delta(\mathcal{G},S) = \sum_{G \in \mathcal{G}} \Delta(G,S) \) is the reconciliation cost from \( \mathcal{G} \) to \( S \).

3. Let \( T \) be the set of species trees to which \( \mathcal{G} \) is comparable. We define \( \Delta(\mathcal{G}) = \min_{S \in T} \Delta(\mathcal{G},S) \) to be the reconciliation cost of \( \mathcal{G} \).

The gene-duplication problem is the problem of finding a species tree that requires the minimum number of postulated gene duplications. More formally:

**Problem 1** (Duplication).

Instance: A set \( \mathcal{G} \) of gene trees.

Find: A species tree \( S^* \) to which \( \mathcal{G} \) is comparable, such that \( \Delta(\mathcal{G},S^*) = \Delta(\mathcal{G}) \).

2.2.2 Local Search Problems

Here, we first define the SPR [11] edit operation and then formulate the related local search problems that were motivated in the Introduction.

Definition 2.2.5 (SPR operation). (See Fig. 2.2) For technical reasons we first define for a tree \( T \) the planted tree \( \Phi(T) \) that is the tree obtained by adding an additional edge, called root edge, \( \{ p, rt(T) \} \) to \( T \).
Let $T$ be a tree, $e = (u, v) \in E(T)$ and $X, Y$ be the connected components that are obtained by removing edge $e$ from $T$ such that $v \in X$ and $u \in Y$. We define $\text{SPR}_T(v, y)$ for $y \in Y$ to be the tree that is obtained from $\Phi(T)$ by first removing edge $e$, and then adjoining a new edge $f$ between $v$ and $Y$ as follows:

1. Create a new node $y'$ that subdivides the edge $(\text{pa}(y), y)$.
2. Add edge $f$ between nodes $v$ and $y'$.
3. Suppress the node $u$, and rename $y'$ as $u$.
4. Contract the root edge.

We say that the tree $\text{SPR}_T(v, y)$ is obtained from $T$ by a subtree prune and regraft (SPR) operation that prunes subtree $T_v$ and regrafts it above node $y$.

Notation. We define the following:

1. $\text{SPR}_T(v) = \bigcup_{y \in Y} \{\text{SPR}_T(v, y)\}$
2. $\text{SPR}_T = \bigcup_{(u, v) \in E(T)} \text{SPR}_T(v)$

We now define the relevant local search problems based on the SPR operation.

Problem 2 (SPR-Scoring (SPR-S)).

Instance: A set $\mathcal{G}$ of gene trees, and a species tree $S$ such that $\bigcup_{G \in \mathcal{G}} \bigcup_{g \in \text{Le}(G)} \mathcal{L}_{G,S}(g) = \text{Le}(S)$.

Find: A tree $T^* \in \text{SPR}_S$ such that $\Delta(\mathcal{G}, T^*) = \min_{T \in \text{SPR}_S} \Delta(\mathcal{G}, T)$.

Problem 3 (SPR-Restricted Scoring (SPR-RS)).

Instance: A set $\mathcal{G}$ of gene trees, a species tree $S$ such that $\bigcup_{G \in \mathcal{G}} \bigcup_{g \in \text{Le}(G)} \mathcal{L}_{G,S}(g) = \text{Le}(S)$, and a non-root node $v$ in $V(S)$.

Find: A tree $T^* \in \text{SPR}_S(v)$ such that $\Delta(\mathcal{G}, T^*) = \min_{T \in \text{SPR}_S(v)} \Delta(\mathcal{G}, T)$.

Throughout the remainder of this manuscript, $S$ denotes a species tree such that $\text{Le}(S) = \bigcup_{G \in \mathcal{G}} \bigcup_{g \in \text{Le}(G)} \mathcal{L}_{G,S}(g)$, $n$ is the number of leaves in $S$, and $v$ is a non-root node in $V(S)$. The following observation follows from Definition 2.2.5.

Observation 2.2.1. The $\text{SPR-S}$ problem on instance $(\mathcal{G}, S)$ can be solved by solving the $\text{SPR-RS}$ problem $|V(S)| - 1$ times.

We show how to solve the $\text{SPR-RS}$ problem in $O(\sum_{G \in \mathcal{G}} |V(G)|)$ time. This immediately implies an $O(\sum_{G \in \mathcal{G}} |V(G)| \cdot n)$ time algorithm for the $\text{SPR-S}$ problem (see Observation 2.2.1).
In the next section we study structural properties of the \text{SPR-RS} problem and in Section 2.4 we develop our algorithm for the \text{SPR-S} problem. Experimental results are discussed in Section 2.5 and concluding remarks appear in Section 2.6.

2.3 Solving the \text{SPR-RS} problem

Throughout this section, we shall limit our attention to just one gene tree $G \in \mathcal{G}$; in particular, we show how to solve the \text{SPR-RS} problem for the instance $\langle \{G\}, S, v \rangle$ in $O(|V(G)| + n)$ time. Our algorithm extends trivially to solve the \text{SPR-RS} problem on the instance $\langle G, T, v \rangle$ in $O(\sum_{G \in \mathcal{G}} |V(G)|)$ time.

\textbf{Notation.} We define a boolean function $f_T : V(G) \rightarrow \{0, 1\}$ such that $f_T(g) = 1$ if node $g \in V(G)$ is a duplication w.r.t. tree $T$, and $f_T(g) = 0$ otherwise.

Consider the tree $N^{S,v} = \text{SPR}_S(v, \text{rt}(S))$. Observe that, since $\text{SPR}_{N^{S,v}}(v) = \text{SPR}_S(v)$, solving the \text{SPR-RS} problem on instance $\langle \{G\}, S, v \rangle$ is equivalent to solving it on the instance $\langle \{G\}, N^{S,v}, v \rangle$. Thus, in the remainder of this section, we will work with tree $N^{S,v}$ instead of tree $S$; the motivation for doing so will become apparent in light of Lemma 2.3.2.

Since $S$ and $v$ are fixed in the current context, we will, in the interest of clarity, abbreviate $N^{S,v}$ simply to $N$.

2.3.1 Structural Properties

To solve the \text{SPR-RS} problem on instance $\langle \{G\}, N, v \rangle$, we rely on a strong characterization which lets us efficiently infer the value of $f_{S'}(g)$ for any $S' \in \text{SPR}_N(v)$ and any $g \in V(G)$. This characterization is developed in the following six lemmas.

Let $u$ denote the sibling of $v$ in $N$. We color the nodes of $N$ as follows: (i) All nodes in the subtree $N_v$ are colored red, (ii) the root node of $N$ is colored blue, and (iii) all the remaining nodes, i.e. all nodes in $N_u$, are colored green. Correspondingly, we color the nodes of $G$ by assigning to each $g \in V(G)$ the color of the node $M_{G,N}(g)$.

Then, we have the following lemma.
Lemma 2.3.1. Given $G$ and $N$, if $g \in V(G)$ is either red or green, then $M_{G,S'}(g) = M_{G,N}(g)$ for all $S' \in \mathcal{SPR}_N(v)$.

Proof. If $g$ is red, then so are all its descendants. Now, since the subtree $N_v$ is identical in all trees in $\mathcal{SPR}_N(v)$, $g$ and all its descendants must map to the same nodes under the mappings $M_{G,N}$ and $M_{G,S'}$, for any $S' \in \mathcal{SPR}_N(v)$.

Similarly, if $g$ is green, then so are all its descendants. Thus, the mappings from $g$ and its descendants depend only on the green nodes in any $S' \in \mathcal{SPR}_N(v)$ and are immune to the placement of the red nodes. Since the subtree $N_v$ is identical in all trees in $\mathcal{SPR}_N(v)$, except for the addition of the red nodes, $g$ and its descendants must map to the same nodes under the mappings $M_{G,N}$ and $M_{G,S'}$ for any $S' \in \mathcal{SPR}_N(v)$. \hfill \Box

Lemma 2.3.2. Given $G$ and $N$, if $g \in V(G)$ is either red or green, then $f_{S'}(g) = f_N(g)$ for all $S' \in \mathcal{SPR}_N(v)$.

Proof. This follows immediately from Lemma 2.3.1. \hfill \Box

Thus, only the blue gene tree nodes, i.e. those gene tree nodes that map to the root of $N$, are responsible for any difference in the reconciliation costs $\Delta(G,N)$ and $\Delta(G,S')$ for any $S' \in \mathcal{SPR}_N(v)$.

Consider the version of $G$ obtained by removing all red nodes from it. The leftover, which we shall call $\Gamma$, must also be a tree. See Figure 2.3 for an example. The significance of $\Gamma$ stems from the following Lemma.

![Figure 2.3](image)

Figure 2.3 The tree $\Gamma$ is obtained from $G$ by removing all the red (shaded) nodes.
Lemma 2.3.3. Given $G$ and $N$, if $g \in V(G)$ is a blue node, then $\mathcal{M}_{G,S'}(g) = \text{lca}_{S'}(v, \mathcal{M}_{\Gamma,N}(g))$ for any $S' \in \text{SFR}_N(v)$.

Proof. Let $R(g)$ and $G(g)$ denote the set of red and green descendants of $g$ respectively. Note that since $g$ is blue, neither $B(g)$ nor $R(g)$ may be empty, and, moreover, $Le(G_g) = G(g) \cup R(g)$. Thus, for any $S' \in \text{SFR}_N(v)$, we must have $\mathcal{M}_{G,S'}(g) = \text{lca}_{S'}(\mathcal{M}_{G,S'}(G(g)) \cup \mathcal{M}_{G,S'}(R(g)))$.

From the definition of the tree $\Gamma$, it follows that $\text{lca}_{S'}(\mathcal{M}_{S'}(G(g))) = \mathcal{M}_{\Gamma,N}(g)$, and consequently, by Lemma 2.3.1, $\text{lca}_{S'}(\mathcal{M}_{S'}(G(g))) = \mathcal{M}_{\Gamma,N}(g)$. Thus, $\mathcal{M}_{G,S'}(g) = \text{lca}_{S'}(\mathcal{M}_{\Gamma,N}(g), \mathcal{M}_{G,S'}(R(g)))$.

Now observe that the subtree $S'_v$ contains precisely all the red nodes in $S'$. Thus, the least common ancestor, in $S'$, of $\mathcal{M}_{\Gamma,N}(g)$ and $\mathcal{M}_{G,S'}(R(g))$, must be simply $\text{lca}_{S'}(v, \mathcal{M}_{\Gamma,N}(g))$, yielding the lemma. \qed

Lemma 2.3.3 characterizes the behavior of the mapping from any given blue node in $G$ when the tree $N$ is modified into some other tree $S' \in \text{SFR}_N(v)$. This characterization will be used to prove Lemmas 2.3.4 through 2.3.7.

Note that any blue node $g \in V(G)$ must belong to one of the following four categories: (i) $g$ has two blue children, (ii) $g$ has one blue child and one red child, (iii) $g$ has one blue child and one green child, or (iv) $g$ has one red child and one green child. We analyze each of these four cases separately.

Lemma 2.3.4. If $g \in V(G)$ is blue, and $g$ has two blue children, then $f_{S'}(g) = f_N(g)$ for all $S' \in \text{SFR}_N(v)$.

Proof. We will show that $f_{S'}(g) = 1$ for all $S' \in \text{SFR}_N(v)$.

Let $s$ denote the node $\mathcal{M}_{\Gamma,N}(g)$, $\{s', s''\} = Ch_N(s)$, and $\{g', g''\} = Ch_G(g)$. If either $\mathcal{M}_{\Gamma,N}(g')$ or $\mathcal{M}_{\Gamma,N}(g'')$ is the same as $s$, then it follows from Lemma 2.3.3 that $f_{S'}(g) = 1$ for all $S' \in \text{SFR}_N(v)$. Therefore, let us assume, without any loss of generality, that $\mathcal{M}_{\Gamma,N}(g') \in N_{s'}$ and $\mathcal{M}_{\Gamma,N}(g'') \in N_{s''}$. Let $S' = \text{SFR}_N(v, y)$ for some $y \in V(N_u)$. There are now three possible cases.
Lemma 2.3.6. If $y \in N_{s'}$: In this case, by Lemma 2.3.3, we must have $\mathcal{M}_{G,S'}(g) = \mathcal{M}_{G,S'}(g'') = s$. Therefore, $f_{S'}(g) = 1$.

If $y \in N_{s''}$: In this case, by Lemma 2.3.3, we must have $\mathcal{M}_{G,S'}(g) = \mathcal{M}_{G,S'}(g') = s$. Therefore, $f_{S'}(g) = 1$.

All other $y$: Here, we must have $\text{lca}_{S'}(v, \mathcal{M}_{\Gamma,N}(g)) = \text{lca}_{S'}(v, \mathcal{M}_{\Gamma,N}(g')) = \text{lca}_{S'}(v, \mathcal{M}_{\Gamma,N}(g''))$. Consequently, by Lemma 2.3.3, $\mathcal{M}_{G,S'}(g) = \mathcal{M}_{G,S'}(g') = \mathcal{M}_{G,S'}(g'')$, and therefore, $f_{S'}(g) = 1$.

Thus, since $\text{Spr}_N(v) = \bigcup_{y \in N_u} \text{Spr}_N(v, y)$, we have $f_{S'}(g) = 1$ for all $S' \in \text{Spr}_N(v)$. \qed

Lemma 2.3.5. If $g \in V(G)$ is blue, and $g$ has one blue and one red child, then $f_{S'}(g) = f_N(g)$ for all $S' \in \text{Spr}_N(v)$.

Proof. We will show that $f_{S'}(g) = 1$ for all $S' \in \text{Spr}_N(v)$. Let $g'$ and $g''$ denote the red and blue child of $g$ respectively. By definition, since all nodes in the subtree $G_{g'}$ must be red, they can not appear in the tree $\Gamma$. Thus, in $\Gamma$, the node $g$ has only one child, $g''$. This implies that $\mathcal{M}_{\Gamma,N}(g) = \mathcal{M}_{\Gamma,N}(g'')$. Consequently, by Lemma 2.3.3, we must have $\mathcal{M}_{G,S'}(g) = \mathcal{M}_{G,S'}(g'')$, i.e. $f_{S'}(g) = 1$, for all $S' \in \text{Spr}_N(v)$. \qed

Lemma 2.3.6. Let $g \in V(G)$ be a blue node and let $s$ denote the node $\mathcal{M}_{\Gamma,N}(g)$. Let \{s', s''\} = $\text{Ch}_N(s)$, and $S'$ be a tree in $\text{Spr}_N(v)$. If $g$ has one blue and one green child, denoted $g'$ and $g''$ respectively, then $f_{S'}(g) \neq f_N(g)$ if and only if $\mathcal{M}_{\Gamma,N}(g') \in V(N_{s'})$, $\mathcal{M}_{\Gamma,N}(g'') \in V(N_{s''})$, and $S' = \text{Spr}_N(v, y)$ for $y \in V(N_{s'})$.

Proof. We will show that $f_{S'}(g) = 0$ if and only if $\mathcal{M}_{\Gamma,N}(g') \in V(N_{s'})$, $\mathcal{M}_{\Gamma,N}(g'') \in V(N_{s''})$, and $S' = \text{Spr}_N(v, y)$ for $y \in V(N_{s'})$.

Suppose $\mathcal{M}_{\Gamma,N}(g') = s$. Then, by Lemma 2.3.3, we must have $\mathcal{M}_{G,S'}(g) = \mathcal{M}_{G,S'}(g')$, and, consequently, $f_{S'}(g) = 1$, for any $S' \in \text{Spr}_N(v)$.

Similarly, suppose $\mathcal{M}_{\Gamma,N}(g'') = s$. We have two possible cases: (i) $y \in V(N_s) \setminus \{s\}$, or (ii) $y \notin V(N_s \setminus \{s\})$. In case (i), Lemma 2.3.3 implies that $\mathcal{M}_{G,S'}(g) = s$, i.e. $\mathcal{M}_{G,S'}(g) =$
\( \mathcal{M}_{G,S'}(g') \). Consequently, \( f_{S'}(g) = 1 \) in this case. In case (ii), Lemma 2.3.3 implies that \( \mathcal{M}_{G,S'}(g) = \mathcal{M}_{G,S'}(g') \) and hence, \( f_{S'}(g) = 1 \).

Thus, if \( f_{S'}(g) = 0 \) for some \( S' = \text{SPR}_N(v, y) \), then there must exist children \( s', s'' \) of \( s \) such that \( \mathcal{M}_{\Gamma,N}(g') \in N_s' \) and \( \mathcal{M}_{\Gamma,N}(g'') \in N_{s''} \). There are now three possibilities for \( y \):

1. \( y \in N_s' \): In this case, by Lemma 2.3.3, we have \( \mathcal{M}_{G,S'}(g) = s \). Now since \( \mathcal{M}_{\Gamma,N}(g'') \neq s \), by Lemma 2.3.1, we know that \( \mathcal{M}_{\Gamma,S'}(g'') \neq s \). And, since \( \mathcal{M}_{\Gamma,N}(g') \in N_{s'} \), we know, by Lemma 2.3.3, that \( \mathcal{M}_{\Gamma,S'}(g') \neq s \) in this case. Thus, \( f_{S'}(g) = 0 \).

2. \( y \in N_{s''} \): In this case, by Lemma 2.3.3, we have \( \mathcal{M}_{G,S'}(g) = \mathcal{M}_{G,S'}(g') = s \). Thus, \( f_{S'}(g) = 1 \).

3. All other \( y \in V(N_s) \): In this case, Lemma 2.3.3 implies that we must have \( \mathcal{M}_{G,S'}(g) = \mathcal{M}_{G,S'}(g') \). Thus, \( f_{S'}(g) = 1 \).

The lemma follows.

\[ \text{Lemma 2.3.7.} \text{ Let } g \in V(G) \text{ be a blue node and let } s \text{ denote the node } \mathcal{M}_{\Gamma,N}(g). \text{ Let } S' \text{ be a tree in } \text{SPR}_N(v). \text{ If } g \text{ has one red and one green child, then } f_{S'}(g) \neq f_N(g) \text{ if and only if } S' = \text{SPR}_N(v, y) \text{ for } y \in V(N_s) \setminus \{s\}. \]

Proof. Note that \( f_N(g) = 0 \). We will show that \( f_{S'}(g) = 1 \) if and only if \( S' = \text{SPR}_N(v, y) \) for \( y \in V(N_s) \setminus \{s\} \).

Let \( g' \) and \( g'' \) denote the red and green child of \( g \) respectively. By definition, since all nodes in the subtree \( G_{g'} \) must be red, they can not appear in the tree \( \Gamma \). Thus, in \( \Gamma \), the node \( g \) has only one child, \( g'' \). This implies that \( \mathcal{M}_{\Gamma,N}(g) = \mathcal{M}_{\Gamma,N}(g'') = s \).

Observe that \( \mathcal{M}_{G,N}(g'') = \mathcal{M}_{\Gamma,N}(g'') \), and consequently, by Lemma 2.3.1, we must have \( \mathcal{M}_{G,S'}(g'') = s \) for all \( S' \in \text{SPR}_N(v) \). Now, Lemma 2.1 implies that \( \mathcal{M}_{G,S'}(g) = s \) if and only if \( S' = \text{SPR}_N(v, y) \) for \( y \in V(N_s) \setminus \{s\} \). Thus, it follows immediately that \( f_{S'}(g) = 1 \) if and only if \( S' = \text{SPR}_N(v, y) \) for \( y \in V(N_s) \setminus \{s\} \).
2.4 The Algorithm

For any $s \in V(N_u)$, let $A(s)$ denote the cardinality of the set \( \{ g \in V(G) : f_{S'}(g) = 0, \text{ but } f_N(g) = 1 \} \), and $B(x)$ the cardinality of the set \( \{ g \in V(G) : f_{S'}(g) = 1, \text{ but } f_N(g) = 0 \} \), where $S' = \text{SPR}_N(v, x)$. Observe that $\text{SPR}_N(v) = \bigcup_{y \in N_u} \text{SPR}_N(v, y)$, and therefore, to solve the SPR-RS problem we must find a node $s \in V(N_u)$ for which $|A(s)| - |B(s)|$ is maximized. Our algorithm computes, at each node $s \in V(N_u)$, the values $A(s)$ and $B(s)$.

In a preprocessing step, our algorithm converts the given tree $S$ into tree $N$, computes the mapping $M_{G,N}$, colors the nodes in $G$, obtains the tree $\Gamma$, and computes the mapping $M_{\Gamma,N}$. It also creates and initializes (to 0) two counters $\alpha(s)$ and $\beta(s)$ at each node $s \in V(N_u)$. This takes $O(n)$ time.

The algorithm then considers each node $g \in V(G)$. There are four possible cases:

1. If $g$ is either green or red, then, by Lemma 2.3.2, we must have $f_{S'}(g) = f_N(g)$ for all $S' \in \text{SPR}_N(v)$. Consequently, we do nothing in this case.

2. If $g$ blue and satisfies the precondition of either Lemma 2.3.4 or Lemma 2.3.5, then we must have $f_{S'}(g) = f_N(g)$ for all $S' \in \text{SPR}_N(v)$. Consequently, we do nothing in this case.

3. If $g$ satisfies the precondition of Lemma 2.3.6, then we increment the value of $\alpha(y)$ at each node $y \in V(N_{s'})$ (where $s'$ is as in the statement of Lemma 2.3.6). To do this efficiently we can simply increment a counter at node $s'$ such that, after all $g \in V(G)$ have been considered, a single post-order traversal of $N_u$ can be used to compute the correct values of $\alpha(y)$ at each $y \in V(N_u)$. See Algorithm 1 for a more detailed description.

4. If $g$ satisfies the precondition of Lemma 2.3.7, then we increment the value of $\beta(y)$ at each node $y \in V(N_u) \setminus \{s\}$ (where $s$ is as in the statement of Lemma 2.3.7). Again, to do this efficiently, we can simply increment a counter at node $s$ such that, after all $g \in V(G)$ have been considered, a single post-order traversal of $N_u$ can be used to compute the correct values of $\beta(y)$ at each $y \in V(N_u)$. See Algorithm 1 for a more detailed description.
When the algorithm terminates, the values $\alpha(x)$ and $\beta(x)$ at each node $x \in V(T_v)$ must be the values $A(x)$ and $B(x)$.

A formal description of our algorithm for the $\text{SPR-RS}$ problem appears in Procedure-$\text{SPR-RS}$ (see Algorithm 1).

**Algorithm 1** **Procedure-$\text{SPR-RS}$**

1. **Input:** $G$, $S$, $v$
2. Construct the tree $N$ from $S$.
3. Create and initialize to zero two counters $\alpha(t)$, and $\beta(t)$ at each node $t$ in $N_u$.
4. **for all** each $G \in \mathcal{G}$ do
5. Construct the mapping $\mathcal{M}_{G,N}$, color the nodes of $G$ as described in Section 2.3.1, and construct the mapping $\mathcal{M}_{\Gamma,N}$.
6. **for all** each blue node $g \in \bigcup_{G \in \mathcal{G}} V(G)$ do
7. Let $s$ denote the node $\mathcal{M}_{\Gamma,N}(g)$, and let $\{s', s''\} = \text{Ch}_N(s)$.
8. if $g$ has a red child and a green child **then**
9. Increment $\beta(s')$ and $\beta(s'')$ by one each.
10. **if** $g$ has children $g'$ and $g''$ such that $g'$ is blue and $g''$ is green, and $\mathcal{M}_{\Gamma,N}(g') \in V(N_{s'})$ and $\mathcal{M}_{\Gamma,N}(g'') \in V(N_{s''})$ **then**
11. Increment $\alpha(s')$ by one.
12. **for** each node $t$ in a preorder traversal of $N_u$ do
13. **if** $t \neq u$ **then**
14. $\alpha(t) = \alpha(pa(t)) + \alpha(t)$, and $\beta(t) = \beta(pa(t)) + \beta(t)$
15. A tree with lowest reconciliation cost in $\text{SPR}_S(v)$ is given by $\text{SPR}_S(v,t)$, where $t \in V(N_u)$ is a node that maximizes $\alpha(t) - \beta(t)$. The reconciliation cost of this tree is given by $\Delta(G, N) - (\alpha(t) - \beta(t))$.

**Theorem 2.4.1.** The $\text{SPR-RS}$ problem on instance $(G, S, v)$ can be solved in $O(\sum_{G \in \mathcal{G}} |V(G)|)$ time.

**Proof.** We will show that Procedure-$\text{SPR-RS}$ solves the $\text{SPR-RS}$ problem on instance $(G, S, v)$ in $O(\sum_{G \in \mathcal{G}} |V(G)|)$ time.

**Correctness:** Since $\text{SPR}_N(v) = \bigcup_{y \in N_u} \text{SPR}_N(v,y)$, it is sufficient to show that the values $A(t)$ and $B(t)$ are computed correctly at each node $t \in V(N_u)$, where $A(t) = |\{g \in \bigcup_{G \in \mathcal{G}} V(G) : f_{S'}(g) = 0, \text{but } f_{N}(g) = 1\}|$ and $B(t) = |\{g \in \bigcup_{G \in \mathcal{G}} V(G) : f_{S'}(g) = 1, \text{but } f_{N}(g) = 0\}|$. Since the values $A(t)$ and $B(t)$, for each $t \in V(N_u)$, are computed according to Lemmas 2.3.4 through 2.3.7, the correctness of Procedure-$\text{SPR-RS}$ follows.

**Complexity:** Let us analyze Procedure-$\text{SPR-RS}$ step-by-step. Steps 2 and 3 take $O(n)$ time.
The ‘for’ loop of Step 4 can be executed in \(O(\sum_{G \in \mathcal{G}} |V(G)| + n)\) time as follows: During a preprocessing step, within \(O(n)\) time, we can process the tree \(N\) so that lca queries on any two nodes in \(V(N)\) can be answered in \(O(1)\) time; see [9] for details on how to do this. Subsequently, the task of constructing the mapping \(\mathcal{M}_{G, N}\) only takes \(O(|V(G)|)\) time. Coloring the nodes of \(G\) and constructing the mapping \(\mathcal{M}_{\Gamma, N}\) also take \(O(|V(G)|)\) time. Thus, the total time complexity of this ‘for’ loop is \(O(\sum_{G \in \mathcal{G}} |V(G)| + n)\), which is, since \(\sum_{G \in \mathcal{G}} |V(G)| \geq n\), simply \(O(\sum_{G \in \mathcal{G}} |V(G)|)\).

The ‘for’ loop of Step 6 involves considering \(O(\sum_{G \in \mathcal{G}} |V(G)|)\) gene tree nodes and performing some processing at each node. We claim that the algorithm can be executed so as to spend only \(O(1)\) time at each node. Observe that the ‘if’ block of Step 8 can be trivially executed in \(O(1)\) time. However, to claim an \(O(1)\) time complexity for the ‘if’ block of Step 10, we must show how to check the conditions \(\mathcal{M}_{\Gamma, N}(g') \in V(N_{s'})\) and \(\mathcal{M}_{\Gamma, N}(g'') \in V(N_{s''})\) in \(O(1)\) time. This is done as follows: In a preprocessing step, within \(O(n)\) time, we can perform an in-order traversal of the tree \(N\) and label the nodes with increasing integer values in the order in which they are traversed. Based on the resulting order we can check whether a given node is in \(V(N_t)\) for any \(t \in V(N)\) in \(O(1)\) time. Thus, the ‘if’ block of Step 10 can be executed in \(O(1)\) time as well, yielding a time complexity of \(O(\sum_{G \in \mathcal{G}} |V(G)|)\) for the ‘for’ loop of Step 6.

And lastly, the ‘for’ loop of Step 12 involves traversing through the nodes in the subtree \(N_u\) and spending \(O(1)\) time at each node. Therefore, this ‘for’ loop requires \(O(n)\) time.

The total time complexity of Procedure-\textbf{SPR-RS} is thus \(O(\sum_{G \in \mathcal{G}} |V(G)|)\). \(\square\)

**Theorem 2.4.2.** The \textbf{SPR-S} problem on instance \((G, S)\) can be solved in \(O(\sum_{G \in \mathcal{G}} |V(G)| \cdot n)\) time.

**Proof.** This follows immediately from Theorem 2.4.1 and Observation 2.2.1 \(\square\)

The best known (naïve) approach to solve the \textbf{SPR-S} problem involves computing the reconciliation cost for each of the \(\Theta(n^2)\) trees in the SPR neighborhood of \(S\) separately. This requires \(\Theta(\sum_{G \in \mathcal{G}} |V(G)| \cdot n^2)\) time. Our algorithm thus improves on the best known solution for the \textbf{SPR-S} problem by a factor of \(n\).
2.5 Experimental Analysis

In order to study the performance of our algorithm we implemented it as part of a standard local search heuristic for the gene-duplication problem; our program is called DupTree. We compared the run time performance of DupTree against the program GeneTree [38]. We measured the run time of each program to compute its final species supertree for the same set of input gene trees and the same randomly generated starting species tree. The input gene trees for each run consisted of a set of 20 randomly generated gene trees, all with the same set of taxa. We conducted six such runs, each with a different number of taxa (50, 100, 200, 400, 1000, and 2000) in the input trees. All analyses were performed on a 3 Ghz Intel Pentium 4 CPU based PC with Windows XP operating system. The results of these experiments are shown in Table 2.1. DupTree shows a vast improvement in run time and scalability compared to GeneTree. Consequently, DupTree can compute much larger supertrees within a reasonable time. This also allows our algorithm to be used with more thorough versions of the heuristic to obtain supertrees with lower reconciliation costs. We could not run GeneTree on input trees with more than 200 taxa. Also, the memory consumption of DupTree was less than the memory consumption of GeneTree.

Note that even though both DupTree and GeneTree implement the same local search heuristic, they may produce different supertrees which may also have different reconciliation costs. This happens because during a local search step, more than one neighboring node may have the smallest reconciliation cost. In this case the node to follow is chosen arbitrarily among such nodes, and this may cause the programs to follow different paths in the search space. In practice we noticed little or no difference in the final reconciliation costs. In fact, during the experiments, DupTree inferred supertrees with smaller reconciliation cost more often than GeneTree.

\footnote{The programs Mesquite [35] and GeneTree [38] both implement similar brute-force algorithms for SPR local search under the gene duplication model.}
### Table 2.1  GeneTree vs. DupTree

<table>
<thead>
<tr>
<th>Taxa size</th>
<th>GeneTree</th>
<th>DupTree</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>9m:23s</td>
<td>1s</td>
</tr>
<tr>
<td>100</td>
<td>3h:25m</td>
<td>6s</td>
</tr>
<tr>
<td>200</td>
<td>108h:33m</td>
<td>58s</td>
</tr>
<tr>
<td>400</td>
<td>–</td>
<td>9m:19s</td>
</tr>
<tr>
<td>1000</td>
<td>–</td>
<td>3h:20m</td>
</tr>
<tr>
<td>2000</td>
<td>–</td>
<td>38h:25m</td>
</tr>
</tbody>
</table>

### 2.6 Conclusion

Despite the inherent complexity of the gene-duplication problem, it has been an effective approach for incorporating data from gene families into a phylogenetic inference [45, 39, 40, 20]. Yet, existing local search heuristics for the problem are slow and thus cannot utilize the vast quantities of newly available genomic sequence data. We introduced an algorithm that speeds up the stepwise search procedure of local search heuristics for the gene-duplication problem. Our algorithm eliminates redundant calculations in computing the reconciliation cost for all trees resulting from pruning a given subtree and regrafting it to all possible positions.

Since the publication of a preliminary version of this manuscript in [4], efficient algorithms have also been presented for TBR [8] and NNI [7] based local searches for the gene-duplication problem. In particular, the solution for TBR based local searches depends crucially on our efficient algorithm for the SPR local search problem. We have also implemented our SPR algorithm, as well as various enhancements, in the software package DupTree [53].
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Abstract

The duplication-loss problem is to infer a species supertree from a collection of gene trees that are confounded by complex histories of gene duplication and loss events. The utility of this NP-hard problem for large-scale phylogenetic analyses has been largely limited by the high time complexity of its existing heuristics. These heuristics perform a stepwise search of the tree space, where each step is guided by an exact solution to an instance of a local search problem. We present new algorithms for these local search problems that improve on the time complexity of the best known solutions by a factor of $n$ (the number of taxa in the species supertree). This makes the duplication-loss problem much more tractable for rigorous large-scale phylogenetic analyses. We verify the performance of our algorithms in practice by a comparison study using sets of large randomly generated gene trees.

3.1 Introduction

Large-scale phylogenetic analysis is of fundamental importance to comparative genomics and ubiquitous in evolutionary biology. *Phylogenetics* is the study of the evolutionary development or history of a species. Most phylogenetic analyses combine genomic sequences, from
presumably orthologous loci, or in other words, loci whose homology (similarity) is the result of a speciation event, into gene trees. Typically, it can be assumed that such gene trees are similar to the actual species trees. However, these analyses have to neglect the vast amounts of available sequence information in which gene duplication and gene loss cause gene trees to differ from the species tree. Phylogenetic information from such gene trees can be utilized by reconciling the gene trees with a species tree based on the duplication-loss cost (also known as the mutation cost) [29]. The duplication-loss cost captures the minimum number of gene duplications and gene losses that are necessary to reconcile the inconsistencies of the gene trees with the species tree. The corresponding optimization problem, the duplication-loss problem [31], is to find a species tree with the minimum duplication-loss cost for a given collection of gene trees. The decision variant of the duplication-loss problem is NP-complete [33]. Other approaches make use of sequence similarity to reconstruct the underlying evolutionary history of genes (see, for example, [51, 52]). Probabilistic models for gene/species tree reconciliation as well as gene sequence evolution have also been developed [2, 3].

Existing heuristics aimed at solving the duplication-loss problem have shown much potential for building accurate species trees (see, for example, [45, 39, 40, 20, 43]). These heuristics search the space of all possible species trees guided by a series of exact solutions to instances of a local search problem [38, 35]. The local search problem is to find an optimal species tree under the duplication-loss cost in the neighborhood of a given tree. The neighborhood is the set of all phylogenetic trees into which the given species tree can be transformed by applying a tree edit operation. The rapidly increasing availability of whole genome data has lent the duplication-loss problem especially desirable for performing phylogenetic analyses. Yet, the high time complexity of duplication-loss local search problems has largely limited its applicability for large-scale phylogenetic analyses.

The duplication-loss problem is closely related to the gene-duplication problem, in which the cost is defined strictly in the number of gene duplications. Recently, efficient solutions were given for the standard SPR [4] and TBR [8] local search problems for the gene-duplication problem. However, due to the added complexity of computing losses, it has remained unclear
whether the SPR and TBR local search problems associated with the duplication-loss problem could be significantly speeded-up as well. In this work we answer this question in the affirmative by providing algorithms that improve on the complexity of the best known solutions for both the SPR and TBR local search problems by a factor of $n$, where $n$ is the size of the resulting species supertree.

3.1.1 Previous Results

The duplication-loss problem is based on the Gene Duplication model from Goodman et al. [29]. In the following, we (i) describe the Gene Duplication model, (ii) formulate the duplication-loss problem, and (iii) describe the standard local search heuristic [38, 35] used to solve the duplication-loss problem.

3.1.1.1 Gene Duplication Model

The Gene Duplication model is well studied [37, 31, 36, 54, 18, 10, 30] and explains incompatibilities between a pair of “comparable” gene and species trees through gene duplications. A gene and a species tree are comparable, if a leaf-mapping exists that provides a leaf to leaf mapping that maps every gene to the species from which it was sampled. The minimum number of gene duplications and gene losses that are necessary under the Gene Duplication model to explain the incompatibilities can be inferred from the mapping $M$, which is an extension of the given leaf-mapping. $M$ maps every gene in the gene tree to the most recent species in the species tree that could have contained the gene. More precisely, $M$ maps each gene to the least common ancestor of the species from which the leaves (genes) of the subtree rooted at the gene were sampled (given by the leaf-mapping). An ancestral gene$^1$ in the gene tree is a gene duplication if it has a child with the same $M$ mapping. Similarly, the number of losses associated with an ancestral gene is roughly equal to the number of ancient species between the mapping of the gene and the mappings of its children. A more precise definition of losses appears in Section 3.2.2.

---

$^1$An ancestral gene is a gene that corresponds to some internal node in the gene tree.
The duplication-loss cost (also known as the mutation cost) for a gene tree and a comparable species tree is measured in the number of gene duplications and the number of gene losses. The duplication-loss cost for a given collection of gene trees and a species tree is the sum of the duplication-loss costs for each gene tree in the collection and the species tree. The mapping function is linear time computable [54] through a reduction from the least common ancestor problem [9]. Consequently, the duplication-loss cost for a collection of gene trees and a species tree is computable in linear time.

### 3.1.1.2 Duplication-Loss Problem and Heuristics

The duplication-loss problem is to find, for a given set of gene trees, a comparable species tree with minimum duplication-loss cost. This approach has been successfully applied to phylogenetic inference in snakes [45], vertebrates [39, 40], Drosophila [20], and plants [43] among others. However, the decision variant of this problem and some of its characterizations are NP-complete [33, 26]. The problem is also known to be fixed parameter tractable [32] for a particular parameterization. In practice, heuristics (e.g. [38, 35]) are commonly used for the duplication-loss problem, even though they are unable to guarantee an optimal solution. In these heuristics, a tree graph (see [1, 44]) is defined for the given set of gene trees and some fixed tree edit operation. Each node in the tree graph represents a unique species tree comparable with the given gene trees. An edge is drawn between two nodes exactly if the corresponding trees can be transformed into each other by one tree edit operation. The duplication-loss cost of a node in the graph is the duplication-loss cost of the species tree represented by that node and the given gene trees. Given an initial node in the tree graph, the heuristic’s task is to find a maximal-length path of steepest descent in the duplication-loss cost of its nodes and to return the last node on such a path. This path is found by solving the local search problem for every node along the path. The local search problem is to find a node with the minimum duplication-loss cost in the neighborhood of a given node. The time complexity of the local search problem depends on the tree edit operation used. Edit operations of interest are rooted subtree pruning and regrafting (SPR) [11] and rooted tree bisection and reconnection (TBR) [17].
For convenience, assume that the size of the $k$ given gene trees differs by a constant factor from the size of the resulting species tree, which we denote by $n$. The best known (naive) solutions for the SPR and TBR local search problems require $\Theta(kn^3)$ and $\Theta(kn^4)$ time respectively, where $k$ is the number of input gene trees.

### 3.1.2 Contribution of this Work

We introduce efficient algorithms for local search heuristics based on SPR and TBR neighborhoods. Our algorithms solve the SPR and TBR local search problems in $O(kn^2)$ and $O(kn^3)$ time respectively. Consequently, our algorithms provide a speedup of $\Theta(n)$ over the best known algorithms for both of these local search problems. The exceptional speed-ups achieved make the duplication-loss problem much more tractable for large-scale phylogenetic analyses.

Recently, in [16], Chauve et al. introduced a Loss-only variant of the duplication-loss problem. This problem seeks to find, for the given set of gene trees, a species supertree that minimizes the loss cost. Our efficient local search algorithms for SPR and TBR also work under this Loss-only optimization setting. Chauve et al. [16] also presented an algorithm which, for a given gene tree, heuristically constructs a species tree minimizing the total loss cost against the gene tree. This heuristic could possibly be used to obtain good starting species trees for our local search algorithms.

We implemented our algorithm for the SPR local search and demonstrate the improvement it offers over the best current solutions by applying it to several large simulated datasets.

### 3.2 Basic Notation and Preliminaries

In this section we first introduce basic definitions and notation, and then the necessary preliminaries required for this work. For the most part, we follow the basic definitions, notation, and preliminaries from Chapter 2.
3.2.1 Basic Definitions and Notation

A tree $T$ is a connected graph with no cycles, consisting of a node set $V(T)$ and an edge set $E(T)$. $T$ is rooted if it has exactly one distinguished node called the root which we denote by $rt(T)$. Let $T$ be a rooted tree. We define $\leq_T$ to be the partial order on $V(T)$ where $x \leq_T y$ if $y$ is a node on the path between $rt(T)$ and $x$. The set of minima under $\leq_T$ is denoted by $Le(T)$ and its elements are called leaves. The set of internal nodes of $T$, denoted $I(T)$, is defined to be $V(T) \setminus Le(T)$. If $\{x, y\} \in E(T)$ and $x \leq_T y$ then we call $y$ the parent of $x$ denoted by $pa_T(x)$ and we call $x$ a child of $y$. The set of all children of $y$ is denoted by $Ch_T(y)$. If two nodes in $T$ have the same parent, they are called siblings. The least common ancestor of a non-empty subset $L \subseteq V(T)$ in tree $T$, denoted as $lca_T(L)$, is the unique smallest upper bound of $L$ under $\leq_T$. A subtree of $T$ rooted at node $y \in V(T)$, denoted by $T_y$, is the tree induced by $\{x \in V(T) : x \leq y\}$. Given $x, y \in V(T)$, $x \rightarrow_T y$ denotes the unique path from $x$ to $y$ in $T$. We denote by $d_T(x, y)$ the number of edges on the path $x \rightarrow_T y$. $T$ is fully binary if every node has either zero or two children. Throughout this paper, the term tree refers to a rooted fully binary tree.

Given $T$ and a set $L \subseteq Le(T)$, let $T'$ be the minimal rooted subtree of $T$ with leaf set $L$. We define the leaf induced subtree $T[L]$ of $T$ on leaf set $L$ to be the tree obtained from $T'$ by successively removing each non-root node of degree two and adjoining its two neighbors.

3.2.2 The Duplication-Loss Problem

We now introduce necessary definitions to state the gene-duplication problem. A species tree is a tree that depicts the evolutionary relationships of a set of species. Given a gene family for a set of species, a gene tree is a tree that depicts the evolutionary relationships among the sequences encoding only that gene family in the given species. Thus, the nodes in a gene tree represent genes. We shall assume that each leaf of the gene trees is labeled with the species from which that gene was sampled. In order to compare a gene tree $G$ with a species tree $S$ a mapping from each gene $g \in V(G)$ to the most recent species in $S$ that could have contained $g$ is required.
Definition 3.2.1 (Mapping). The leaf-mapping $L_{G,S}: \text{Le}(G) \to \text{Le}(S)$ maps a leaf node $g \in \text{Le}(G)$ to that unique leaf node $s \in \text{Le}(S)$ which has the same label as $g$. The extension $M_{G,S}: V(G) \to V(S)$ of $L_{G,S}$ is the mapping defined by $M_{G,S}(g) = \text{lca}(L_{G,S}(\text{Le}(G,g)))$.

Note: For any node $s \in V(S)$, $M_{G,S}^{-1}(s)$ denotes the set of nodes in $G$ that map to node $s \in V(S)$ under the mapping $M_{G,S}$.

Definition 3.2.2 (Comparability). Given trees $G$ and $S$, we say that $G$ is comparable to $S$ if, for each $g \in \text{Le}(G)$, the leaf-mapping $L_{G,S}(g)$ is well defined. A set of gene trees $\mathcal{G}$ is comparable to $S$ if each gene tree in $\mathcal{G}$ is comparable to $S$.

Throughout this paper we use the following terminology: $\mathcal{G}$ is a set of gene trees that is comparable to a species tree $S$, and $G \in \mathcal{G}$.

Definition 3.2.3 (Duplication). A node $g \in V(G)$ is a (gene) duplication if $M_{G,S}(g) \in M_{G,S}(\text{Ch}(g))$ and we define $\text{Dup}(G,S) = \{g \in V(G): g \text{ is a duplication}\}$.

Following [32], we define the number of losses as follows.

Definition 3.2.4 (Losses). The number of losses $\text{Loss}(G,S,g)$ at a node $g \in I(G)$, is defined to be:

- $0$, if $M_{G,S'}(g) = M_{G,S'}(g') \forall g' \in \text{Ch}_G(g)$, and
- $\sum_{g \in \text{Ch}_G(g)} |d_{S'}(M_{G,S'}(g), M_{G,S'}(g')) - 1|$, otherwise;

where $S' = S[\text{Le}(G)]$. We define $\text{Loss}(G,S) = \sum_{g \in I(G)} \text{Loss}(G,S,g)$ to be the number of losses in $G$.

Under the duplication-loss model, the reconciliation cost for $G$ with respect to $S$ is simply the duplication-loss cost; that is, the number of duplications and losses.

Definition 3.2.5 (Reconciliation cost). We define reconciliation costs for gene and species trees as follows:

1. $\Delta(G,S) = |\text{Dup}(G,S)| + \text{Loss}(G,S)$ is the reconciliation cost from $G$ to $S$. 
2. $\Delta(G, S) = \sum_{G \in \mathcal{G}} \Delta(G, S)$ is the reconciliation cost from $G$ to $S$.

3. Let $T$ be the set of species trees that is comparable with $\mathcal{G}$. We define $\Delta(\mathcal{G}) = \min_{S \in T} \Delta(\mathcal{G}, S)$ to be the reconciliation cost of $\mathcal{G}$.

Problem 4 (Duplication-Loss).

Instance: A set $\mathcal{G}$ of gene trees.

Find: A species tree $S^*$ comparable with $\mathcal{G}$, such that $\Delta(\mathcal{G}, S^*) = \Delta(\mathcal{G})$.

3.2.3 Local Search Problems

Here we first provide the definition of an SPR edit operation [11] and then formulate the related local search problems that were motivated in the Introduction. The definition and associated local search problems for the TBR edit operation are considered later in Section 3.5.

Definition 3.2.6 (SPR operation). (See Fig. 3.1) For technical reasons we first define for a tree $T$ the planted tree $\Phi(T)$ that is the tree obtained by adding an additional edge, called root edge, $\{p, rt(T)\}$ to $T$.

Let $T$ be a tree, $e = (u, v) \in E(T)$ and $X, Y$ be the connected components that are obtained by removing edge $e$ from $T$ such that $v \in X$ and $u \in Y$. We define $\text{SPR}_T(v, y)$ for $y \in Y$ to be the tree that is obtained from $\Phi(T)$ by first removing edge $e$, and then adjoining a new edge $f$ between $v$ and $Y$ as follows:

1. Create a new node $y'$ that subdivides the edge $(\text{pa}(y), y)$.
2. Add edge $f$ between nodes $v$ and $y'$.
3. Suppress the node $u$, and rename $y'$ as $u$.
4. Contract the root edge.

We say that the tree $\text{SPR}_T(v, y)$ is obtained from $T$ by a subtree prune and regraft (SPR) operation that prunes subtree $T_v$ and regrafts it above node $y$.

Notation. We define the following:

1. $\text{SPR}_T(v) = \bigcup_{y \in Y} \{\text{SPR}_T(v, y)\}$
2. $\text{SPR}_T = \bigcup_{(u, v) \in E(T)} \text{SPR}_T(v)$

We now define the relevant local search problems based on the SPR operation.
Figure 3.1 \( S_1 \) and \( S_2 \) are obtained from \( S \) by pruning the subtree rooted at \( v \) and regrafting it into the remaining tree \( S \).

**Problem 5** (\texttt{SPR}-Scoring (\texttt{SPR}-S)).

Instance: A set \( G \) of gene trees, and a species tree \( S \) such that \( \bigcup_{G \in G} \bigcup_{g \in \text{Le}(G)} \mathcal{L}_{G,S}(g) = \text{Le}(S) \).

Find: A tree \( T^* \in \text{SPR}_S \) such that \( \Delta(G,T^*) = \min_{T \in \text{SPR}_S} \Delta(G,T) \).

Our goal, as seen in the Introduction, is to solve the \texttt{SPR}-S problem efficiently. To that end, we first define a restricted version of the \texttt{SPR}-S problem, called the \texttt{SPR}-Restricted Scoring Problem.

**Problem 6** (\texttt{SPR}-Restricted Scoring (\texttt{SPR}-RS)).

Instance: A set \( G \) of gene trees, a species tree \( S \) such that \( \bigcup_{G \in G} \bigcup_{g \in \text{Le}(G)} \mathcal{L}_{G,S}(g) = \text{Le}(S) \), and a non-root node \( v \) in \( V(S) \).

Find: A tree \( T^* \in \text{SPR}_S(v) \) such that \( \Delta(G,T^*) = \min_{T \in \text{SPR}_S(v)} \Delta(G,T) \).

Throughout the remainder of this manuscript, \( S \) denotes a species tree such that \( \text{Le}(S) = \bigcup_{G \in G} \bigcup_{g \in \text{Le}(G)} \mathcal{L}_{G,S}(g) \), \( n \) is the number of leaves in \( S \), and \( v \) is a non-root node in \( V(S) \).

Let \( n = |\text{Le}(S)| \), \( m = |\text{Le}(S)| + |\text{Le}(G)| \) and \( k = |G| \), and let us assume, for convenience, that all \( G \in G \) have approximately the same size. In the following, we show how to solve the \texttt{SPR}-RS problem in \( O(km) \) time. Since \( \text{SPR}_S = \bigcup_{\{pa(v),u\} \in E(S)} \text{SPR}_{S(v)} \) , it is easy to see that the \texttt{SPR}-S problem can be solved by solving the \texttt{SPR}-RS problem \( O(n) \) times. This yields an \( O(kmn) \) time algorithm for the \texttt{SPR}-S problem. Later, in Section 3.5, we show that the local search problem corresponding to the \texttt{TBR} operation reduces to solving \( O(n^2) \) \texttt{SPR}-RS problems; which yields an \( O(kmn^2) \) time algorithm for the \texttt{TBR} local search problem.
3.3 Solving the SPR-RS Problem

Throughout this section, we shall limit our attention to one gene tree $G$; in particular, we show how to solve the SPR-RS problem for $G$ in $O(m)$ time. Our algorithm extends trivially to solve the SPR-RS problem on the set of gene trees $G$ in $O(km)$ time. For simplicity, we will assume that $Le(G) = Le(S)$.\footnote{Note: if $Le(G) \neq Le(S)$ then we can simply set the species tree to be $S[Le(G)]$. This takes $O(n)$ time and, consequently, does not affect the time complexity of our algorithm.}

In order to solve the SPR-RS problem for $G$, it is sufficient to compute only the values $|Dup(G, S')|$ and $Loss(G, S')$ for each $S' \in SPR_S(v)$. Bansal et al. [4] (see also Chapter 2) showed how to compute the value $|Dup(G, S')|$ for each $S' \in SPR_S(v)$, in $O(m)$ time. Therefore, in the remainder of this section we concentrate on showing how to compute the value $Loss(G, S')$ for each $S' \in SPR_S(v)$ in $O(m)$ time as well. Altogether, this implies that the SPR-RS problem for $G$ can be solved in $O(m)$ time.

Recall that an efficient solution for the version of the SPR-RS problem in which the reconciliation cost is defined strictly in terms of gene duplications has already been given in [4]. The problem of additionally incorporating losses into the reconciliation cost might seem like a simple addition to the results in [4], but achieving this without increasing the time complexity is non-trivial and quite technical. This is because, when the species tree is modified, losses behave very differently compared to gene duplications. However, before we proceed to study the behavior of losses in detail, we first introduce some of the basic structural properties studied in Chapter 2 that are helpful in the current setting as well.

3.3.1 Basic Structural Properties

Consider the tree $N^{S,v} = SPR_S(v, rt(S))$. Observe that, since $SPR_{N^{S,v}}(v) = SPR_S(v)$, solving the SPR-RS problem on instance $\langle\{G\}, S, v\rangle$ is equivalent to solving it on the instance $\langle\{G\}, N^{S,v}, v\rangle$. Thus, in the remainder of this section, we will work with tree $N^{S,v}$ instead of tree $S$; the reason for this choice becomes clear in light of Lemmas 3.3.3 and 3.3.4.

Since $S$ and $v$ are fixed in the current context, we will, in the interest of clarity, abbreviate
$N^{S,v}$ simply to $N$. Similarly, in the remainder of this section, we abbreviate $M_{G,T}$ to $M_T$, for any species tree $T$.

Throughout the remainder of this chapter, let $u$ denote the sibling of $v$ in $N$. We color the nodes of $N$ as follows: (i) All nodes in the subtree $N_v$ are colored red, (ii) the root node of $N$ is colored blue, and (iii) all the remaining nodes, i.e. all nodes in $N_u$, are colored green. See Figure 3.2 for an example. Correspondingly, we color the nodes of $G$ by assigning to each $g \in V(G)$ the color of the node $M_N(g)$.

![Figure 3.2](image)

Figure 3.2 Example depicting the construction of the tree $N$ from $S$, and the subsequent coloring of the nodes in $N$.

Now consider the version of $G$ obtained by removing all red nodes from it. The leftover, which we shall call $\Gamma$, must also be a tree. See Figure 3.3 (taken from Chapter 2) for an example.

![Figure 3.3](image)

Figure 3.3 The tree $\Gamma$ is obtained from $G$ by removing all the red (shaded) nodes.

The following two Lemmas are taken from Chapter 2.

**Lemma 3.3.1.** Given $G$ and $N$, if $g \in V(G)$ is either red or green, then $M_{S'}(g) = M_N(g)$ for all $S' \in SPR_N(v)$.
Lemma 3.3.2. Given $G$ and $N$, if $g \in V(G)$ is a blue node, then $\mathcal{M}_{S'}(g) = \text{lca}_{S'}(v, \mathcal{M}_{G,N}(g))$ for any $S' \in \mathcal{SPR}_N(v)$.

Lemmas 3.3.1 and 3.3.2 together completely characterize the mappings from nodes in $V(G)$ for each $S' \in \mathcal{SPR}_S(v)$. This characterization will be used (often without explicit reference to the two lemmas) throughout the proofs of Lemmas 3.3.3 through 3.3.8.

3.3.2 Characterizing Losses

To solve the $\mathcal{SPR}$-RS problem efficiently we rely on the following six lemmas, which make it possible to efficiently infer the value of $\text{Loss}(G, S', g)$ for any $S' \in \mathcal{SPR}_N(v)$ and any $g \in V(G)$.

Consider any $g \in I(G)$, and let $g'$ and $g''$ be its two children. Let $a = \mathcal{M}_N(g)$, $b = \mathcal{M}_N(g')$ and $c = \mathcal{M}_N(g'')$. Without loss of generality, node $g$ must correspond to one of the following six categories.

1. $g$ is red,
2. $g$ is green,
3. $g$, $g'$, and $g''$ are all blue,
4. $g$ and $g'$ are blue, and $g''$ is green,
5. $g$ and $g'$ are blue, and $g''$ is red, and,
6. $g$ is blue, $g'$ is red, and $g''$ is green.

Lemmas 3.3.3 through 3.3.8 characterize the behavior of the loss cost $\text{Loss}(G, S', g)$, for each $S' \in \mathcal{SPR}_N(v)$, for each of these six cases. At this point, it would help to observe that $\mathcal{SPR}_N(v) = \{\mathcal{SPR}_N(v, s) : s \in V(N_u)\}$.

Lemma 3.3.3. If $g$ is red then $\text{Loss}(G, S', g) = \text{Loss}(G, N, g)$ for all $S' \in \mathcal{SPR}_N(v)$.

Proof. The subtree $N_v$ is identical in all trees in $\mathcal{SPR}_N(v)$. Moreover, $g$ and all its descendants must map to the same red nodes under the mappings $\mathcal{M}_{G,N}$ and $\mathcal{M}_{G,S'}$, for any $S' \in \mathcal{SPR}_N(v)$. The lemma follows. \qed
Lemma 3.3.4. If \( g \) is green then \( \text{Loss}(G, S', g) = \text{Loss}(G, N, g) + 1 \) if \( S' = \text{SPR}_N(v, x) \) where \( b \leq_N x <_N a \) or \( c \leq_N x <_N a \), and \( \text{Loss}(G, S', g) = \text{Loss}(G, N, g) \) otherwise.

Proof. Since \( g \) is green, so are \( g' \) and \( g'' \), and therefore, by Lemma 3.3.1 we must have \( M_{S'}(y) = M_N(y) \) for any \( S' \in \text{SPR}_N(v) \) and \( y \in \{g, g', g''\} \). Thus, if \( S' = \text{SPR}_N(v, x) \) where \( b \leq_N x <_N a \) or \( c \leq_N x <_N a \), then either \( d_{S'}(a, b) = d_N(a, b) + 1 \) or \( d_{S'}(a, c) = d_N(a, c) + 1 \); and \( d_{S'}(a, b) = d_N(a, b) \), \( d_{S'}(a, c) = d_N(a, c) \) otherwise. Hence, following Def. 3.2.4, \( \text{Loss}(G, S', g) = \text{Loss}(G, N, g) + 1 \) if \( S' = \text{SPR}_N(v, x) \) where \( b \leq_N x <_N a \) or \( c \leq_N x <_N a \), and \( \text{Loss}(G, S', g) = \text{Loss}(G, N, g) \) otherwise. \( \square \)

Lemma 3.3.5. Let \( g, g' \) and \( g'' \) all be blue nodes, \( x \in V(N_a) \), and let \( a' = M_{\Gamma, N}(g), b' = M_{\Gamma, N}(g') \) and \( c' = M_{\Gamma, N}(g'') \).

1. If \( S' = \text{SPR}_N(v, x) \) where \( x \not<_N a' \), then \( \text{Loss}(G, S', g) = \text{Loss}(G, N, g) \).

2. If \( S' = \text{SPR}_N(v, x) \) where \( x <_N a' \), and \( S'' = \text{SPR}_N(v, pa(x)) \), then,

(a) \( \text{Loss}(G, S', g) = \text{Loss}(G, S'', g) + 1 \) if \( b' \leq_N x <_N a' \) or \( c' \leq_N x <_N a' \), and,

(b) \( \text{Loss}(G, S', g) = \text{Loss}(G, S'', g) \) otherwise.

Proof. First observe that if \( g, g' \) and \( g'' \) are all blue nodes then each of \( g, g' \) and \( g'' \) must be a node in tree \( \Gamma \); and hence, the mappings \( M_{\Gamma, N}(g), M_{\Gamma, N}(g') \) and \( M_{\Gamma, N}(g'') \) are well defined. Next, we prove the correctness of each part separately.

Part 1. In this case we must have \( \text{lca}_N(v, a') = \text{lca}_N(v, b') = \text{lca}_N(v, c') \). Therefore, by Lemma 3.3.2, \( M_{S'}(g) = M_{S'}(g') = M_{S'}(g'') \) where \( S' = \text{SPR}_N(v, x) \) and \( x \not<_N a' \). Thus, for each \( S' \) in this case, we must have \( \text{Loss}(G, S', g) = 0 = \text{Loss}(G, N, g) \).

Part 2.(a) This case is relevant only if at least one of \( b' \) or \( c' \) is not the same as \( a' \). Therefore, without any loss of generality we may assume that \( b' \neq a' \). Suppose \( S' = \text{SPR}_N(v, x) \) where \( b' \leq_N x <_N a' \); then, we must have \( M_{S'}(g) = M_{S'}(g'') = a' \) and \( d_{S'}(a', M_{S'}(g')) = d_N(a', x) \). Also, if \( b'' \) denotes the child of \( a \) in tree \( N \) along the path \( a' \rightarrow_N b' \), then, by Def. 3.2.4, we must have \( \text{Loss}(G, \text{SPR}_N(v, b''), g) = 1 \), which is indeed one greater than
Part 2.(b) Let \( b'' \) denote the child of \( a \) along the path \( a' \rightarrow_N b' \), and \( c'' \) denote the child of \( a \) along the path \( a' \rightarrow_N b' \), in tree \( N \). When \( x <_N a' \) but neither \( b' \leq_N x <_N a' \) nor \( c' \leq_N x <_N a' \), we must have either (i) \( x <_N b'' \) but not such that \( b' \leq_N x <_N a' \), or (ii) \( x <_N c'' \) but not such that \( b' \leq_N x <_N a' \). In case (i), we must have \( M_{S'}(g) = M_{S''}(g) = M_{S''}(g'') = a' \), and both \( M_{S'}(g') \) and \( M_{S''}(g'') \) must be nodes along the path \( b'' \rightarrow_{S''} b' \) such that \( d_{S'}(a', M_{S'}(g')) = d_{S''}(a', M_{S''}(g'')) \) (note that this is true even if \( b' \leq_N pa(x) <_N a' \)). Thus, for case (i), \( \text{Loss}(G, S', g) = \text{Loss}(G, S'', g) \). An analogous argument holds for case (ii).

\[ \square \]

Lemma 3.3.6. Let \( g \) and \( g' \) be blue nodes and \( g'' \) be a green node, \( x \in V(N_u) \setminus \{u\} \), and let \( a' = M_{\Gamma,N}(g) \), \( b' = M_{\Gamma,N}(g') \) and \( c' = M_{\Gamma,N}(g'') \).

1. If \( S' = \text{SPR}_N(v, x) \) where \( x \not<_N a' \), and \( S'' = \text{SPR}_N(v, pa(x)) \), then,

(a) \( \text{Loss}(G, S', g) = \text{Loss}(G, S'', g) + 1 \) if \( a' \leq_N x <_N u \),

(b) \( \text{Loss}(G, S', g) = \text{Loss}(G, S'', g) + 1 \) if \( a' \leq_N pa(x) <_N u \) but \( x \) is not such that \( a' \leq_N x <_N u \) and,

(c) \( \text{Loss}(G, S', g) = \text{Loss}(G, S'', g) \) otherwise.

2. Let \( S' = \text{SPR}_N(v, x) \) where \( x <_N a' \) and \( S'' = \text{SPR}_N(v, pa(x)) \).

(a) If \( a' \neq b' \) and \( b'' \) denotes the child of \( a' \) along the path \( a' \rightarrow_N b' \), then,

i. \( \text{Loss}(G, \text{SPR}_N(v, b''), g) = \text{Loss}(G, \text{SPR}_N(v, a'), g) - 2 \) if \( a' \neq c' \). And, \( \text{Loss}(G, \text{SPR}_N(v, b''), g) = \text{Loss}(G, \text{SPR}_N(v, a'), g) \) if \( a' = c' \),

ii. \( \text{Loss}(G, S', g) = \text{Loss}(G, S'', g) + 1 \) if \( b' \leq_N x <_N b'' \),

iii. \( \text{Loss}(G, S', g) = \text{Loss}(G, S'', g) \) if \( x \) is such that \( x \in V(N_{b'}) \) but not such that \( b' \leq_N x <_N a' \).
Proof. First observe that $g$ and $g'$ are blue and $g''$ is green. Thus, each of $g$, $g'$ and $g''$ must be a node of tree $\Gamma$; and hence, the nodes $a'$, $b'$ and $c'$ are well defined. Also observe that $c' = c$.

Next, we prove the correctness of each part separately.

**Part 1.(a)** For any $a' \leq_N x <_N u$ we must have $M_{S'}(g) = M_{S'}(g') = pa_{S'}(x)$, and $M_{S'}(g'') = c'$. Also observe that the same holds for the case when $x = u$. Thus, for each $x$ such that $a' \leq_N x <_N u$, we have $d_{S'}(M_{S'}(g), M_{S'}(g')) = d_{S'}(M_{S'}(g), M_{S'}(g'')) = 0$ and $d_{S'}(M_{S'}(g), c') = d_{S'}(M_{S'}(g), c'') = 1$. Part 1.(a) of the lemma now follows immediately.

**Part 1.(b)** In this case, we must have $M_{S'}(g) = M_{S'}(g') = pa_{S'}(x)$, and $M_{S'}(g'') = c'$, and, $M_{S'}(g) = M_{S'}(g') = pa_{S'}(x)$, and $M_{S'}(g'') = c'$. Therefore, $d_{S'}(M_{S'}(g), M_{S'}(g')) = d_{S'}(M_{S'}(g), M_{S'}(g'')) = 0$ and $d_{S'}(M_{S'}(g), c') = d_{S'}(M_{S'}(g), c'') = 1$. Hence, $Loss(G, S', g) = Loss(G, S'', g) - 1$.

**Part 1.(c)** In this case, $M_{S'}(g) = M_{S'}(g) = M_{S'}(g') = M_{S'}(g'') = \text{lca}_{S'}(x, a')$ and $M_{S'}(g'') = M_{S'}(g''') = c'$. Therefore, $d_{S'}(M_{S'}(g), M_{S'}(g')) = d_{S'}(M_{S'}(g), M_{S'}(g'')) = 0$ and $d_{S'}(M_{S'}(g), c') = d_{S'}(M_{S'}(g), c'')$. Thus, $Loss(G, S', g) = Loss(G, S'', g)$.

**Part 2.(a).i.** Let $T$ and $T'$ denote the trees $\mathcal{S}_{\mathcal{P}}(v, a')$ and $\mathcal{S}_{\mathcal{P}}(v, b'')$ respectively. Then, $M_T(g) = M_T(g') = pa_T(a')$ and $M_T(g'') = c'$, and, $M_{T'}(g) = a'$, $M_{T'}(g') = pa_{T'}(b'')$ and $M_{T'}(g'') = c'$. For the case when $a' \neq c'$ we must therefore have $d_T(M_T(g), c') = d_{T'}(M_T(g), c') = 1$, and $d_T(M_{T'}(g), M_{T'}(g')) = 1$. Note that while $g$ is a duplication under mapping $M_T$, it is not one under mapping $M_{T'}$. Thus, by Definition 3.2.4, we must have $Loss(G, T', g) = Loss(G, T, g) - 2$. For the case when, $a' = c'$, we must
have $M_T(g'') = a'$, and therefore, $d_T(M_T(g), M_T(g'')) = 1$, $d_T(M_T(g), M_T(g')) = 0$, and, $d_T(M_T(g), M_T(g'')) = 0$, $d_T(M_T(g), M_T(g')) = 1$. Thus, $\text{Loss}(G, T', g) = \text{Loss}(G, T, g)$.

**Part 2.(a).ii.** This case is relevant only if $b' \neq b''$. We must have $M_{S'}(g) = M_{S''}(g) = a'$, $M_{S'}(g'') = M_{S''}(g'') = c'$, $M_{S'}(g') = pa_{S'}(x)$ and $M_{S''}(g') = pa_{S''}(pa(x))$. Thus, $d_{S'}(a', M_{S'}(g')) = d_{S''}(a', M_{S''}(g')) + 1$, and consequently $\text{Loss}(G, S', g) = \text{Loss}(G, S'', g) + 1$.

**Part 2.(a).iii.** In this case, we must have $M_{S'}(g) = M_{S''}(g) = a'$, $M_{S'}(g'') = M_{S''}(g'') = c'$, and both $M_{S'}(g')$ and $M_{S''}(g')$ must be nodes along the path $b'' \rightarrow_{S'} b'$ such that $d_{S'}(a', M_{S'}(g')) = d_{S''}(a', M_{S''}(g'))$ (note that this is true even if $b' \leq_N pa(x) <_N a'$). The result follows.

**Part 2.(a).iv.** This case exists only if $a' \neq c'$. Let $T$ denote the tree $\mathcal{SPR}_N(v, a')$. We must have $M_{S'}(g) = M_{S'}(g') = a'$, and $M_T(g) = M_T(g') = pa_T(a')$. Therefore, $d_{S'}(a', c') = d_T(M_T(g), c') = d_N(a', c') + 1$. Thus, if $c' \leq_N x <_N a'$, then $\text{Loss}(G, S', g) = \text{Loss}(G, \mathcal{SPR}_N(v, a'), g)$.

**Part 2.(a).v.** Let $c''$ denote the sibling of $b''$ in tree $N$. Then, in this case, we must have $x \in N_{c''}$. Moreover, $x$ is not such that $c' \leq_N x <_N a'$. Thus, we must have $M_{S'}(g) = M_{S'}(g') = a'$, and $M_{S'}(g'') = c'$. Also, for the tree $T = \mathcal{SPR}_N(v, a')$, we have $M_{S'}(g) = M_{S'}(g') = pa_T(a')$ and $d_T(M_{S'}(g), c') = d_{S'}(a', c') + 1$. Hence, $\text{Loss}(G, S', g) = \text{Loss}(G, T, g) - 1$.

**Part 2.(b).i.** The proof for this part is identical to the proof of part 2.(a).iv.

**Part 2.(b).ii.** Let $T$ denote the tree $\mathcal{SPR}_N(v, a')$. There are two possible cases, either $a' = c'$ or $a' \neq c'$. For $a' = c'$, we must have $\text{Loss}(G, T, g) = 1$ and $\text{Loss}(G, S', g) = 0$. For $a' \neq c'$ we must have $M_{S'}(g) = M_{S'}(g') = a'$, $M_T(g) = M_T(g') = pa_T(a')$, and $M_{S'}(g'') = M_T(g'') = c'$; and hence $\text{Loss}(G, S', g) = \text{Loss}(G, T, g) - 1$. Thus, part 2.(b).ii. of the lemma holds for both cases.
Lemma 3.3.7. Let $g$ and $g'$ be blue nodes and $c$ be a red node, $x \in V(N_u)$, and let $a' = M_{\Gamma,N}(g)$.

1. If $S' = \text{SPR}_N(v, x)$ where $x \leq_N a'$, and $S'' = \text{SPR}_N(v, \text{pa}(x))$, then $\text{Loss}(G, S', g) = \text{Loss}(G, S'', g) + 1$.

2. If $S' = \text{SPR}_N(v, x)$ where $x \not\leq_N a'$, then,
   
   (a) $\text{Loss}(G, S', g) = \text{Loss}(G, N, g)$ if $a' \leq_N x \leq_N u$, and,
   
   (b) $\text{Loss}(G, S', g) = \text{Loss}(G, S'', g) + 1$ for $S'' = \text{SPR}_N(v, \text{pa}(x))$ otherwise.

Proof. First observe that since both $g$ and $g'$ are blue, they must be nodes of tree $\Gamma$; and hence, the mappings $M_{\Gamma,N}(g)$, and $M_{\Gamma,N}(g')$ are well defined. Also, since $g'' \not\in V(\Gamma)$, by the definition of $\Gamma$, we must have $M_{\Gamma,N}(g) = M_{\Gamma,N}(g')$. Next, we prove the correctness of each part separately.

Part 1. If $x <_N a'$, then $M_{S'}(g) = M_{S'}(g') = a'$ and $M_{S'}(g'') = c$. Since $g''$ is red, $c$ must be a node in the pruned subtree $N_v$, therefore, assuming $S'' \neq \text{SPR}_N(v, a')$, we must have $d_{S'}(M_{S'}(g), c) = d_{S''}(M_{S''}(g), c) + 1$ and, consequently, $\text{Loss}(G, S', g) = \text{Loss}(G, S'', g) + 1$. If $S'' \neq \text{SPR}_N(v, a')$, then we have $M_{S''}(g) = M_{S''}(g') = \text{pa}_{S''}(a')$ and $M_{S''}(g'') = c$. And therefore, again, we must have $d_{S'}(M_{S'}(g), c) = d_{S'}(M_{S''}(g), c) + 1$, implying $\text{Loss}(G, S', g) = \text{Loss}(G, S'', g) + 1$.

Part 2. (a) In the tree $N$ we have $M_N(g) = M_N(g') = rt(N)$ and $d_N(rt(N), c) = d_N(v, c) + 1$. Similarly, if $a' \leq_N x \leq_N u$, then $M_{S'}(g) = M_{S'}(g') = \text{pa}_{S'}(x)$ and, consequently, $d_{S'}(M_{S'}(g), c) = d_N(v, c) + 1$. Thus, in this case $\text{Loss}(G, S', g) = \text{Loss}(G, N, g)$.

Part 2. (b) We have $M_{S'}(g) = M_{S'}(g')$ and $M_{S''}(g) = M_{S''}(g')$. Now, if $a' \leq_N \text{pa}(x) \leq_N u$, then we must have $M_{S''}(g) = \text{pa}_{S''}(\text{pa}_N(x))$ and $M_{S'}(g) = \text{pa}_N(x)$, and therefore, $d_{S'}(M_{S'}(g), c) = d_{S''}(M_{S''}(g), c) + 1$; otherwise, we must have $M_{S'}(g) = M_{S''}(g) = \text{lca}_N(x, a')$ and therefore, again, $d_{S'}(M_{S'}(g), c) = d_{S''}(M_{S''}(g), c) + 1$. Part 2. (b) of the lemma now follows directly.
Lemma 3.3.8. Let $g$ be blue, $g'$ be red, and $g''$ be green. Let $x \in V(N_u) \setminus \{u\}$ and $a' = M_{\Gamma,N}(g)$.

1. If $S' = \text{SPR}_N(v, x)$ where $x \not<_{N} a'$, and $S'' = \text{SPR}_N(v, pa(x))$, then,

   (a) $\text{Loss}(G, S', g) = \text{Loss}(G, S'', g) - 1$ if $a' \leq_N x <_N u$,

   (b) $\text{Loss}(G, S', g) = \text{Loss}(G, S'', g)$ if $a' \leq_N pa(x) <_N u$ but $x$ is not such that $a' \leq_N x <_N u$, and,

   (c) $\text{Loss}(G, S', g) = \text{Loss}(G, S'', g) + 1$ otherwise.

2. If $S' = \text{SPR}_N(v, x)$ where $x <_N a'$, and $S'' = \text{SPR}_N(v, pa(x))$, then,

   (a) $\text{Loss}(G, S', g) = \text{Loss}(G, \text{SPR}_N(v, a'), g) + 2$ if $x \in \text{Ch}_N(a')$, and,

   (b) $\text{Loss}(G, S', g) = \text{Loss}(G, S'', g) + 1$ otherwise.

Proof. First observe that since $g$ is blue, the mapping $M_{\Gamma,N}(g)$ is well defined. Moreover, by the definition of tree $\Gamma$, we must have $a' = M_{\Gamma,N}(g) = c$. Next, we prove the correctness of each part separately.

Part 1.(a) For any $a' \leq_N x <_N u$ we must have $M_{S'}(g) = pa_{S'}(x), M_{S'}(g') = b$ and $M_{S'}(g'') = a'$. Also observe that the same holds for the case when $x = u$. Thus, for each $x$ such that $a' \leq_N x <_N u$, we have $d_{S'}(M_{S'}(g), M_{S'}(g')) = d_{S'}(M_{S'}(g), M_{S'}(g''))$ and $d_{S'}(M_{S'}(g), M_{S'}(g'')) = d_{S'}(M_{S'}(g), M_{S'}(g'')) - 1$. Part 1.(a) of the lemma follows immediately.

Part 1.(b) In this case, we must have $M_{S'}(g) = pa_{S'}(x), M_{S'}(g') = b$ and $M_{S'}(g'') = a'$, and, $M_{S'}(g) = pa_{S'}(x), M_{S'}(g') = b$ and $M_{S'}(g'') = a'$. Therefore, $d_{S'}(M_{S'}(g), b) = d_{S'}(M_{S'}(g), b) + 1$ and $d_{S'}(M_{S'}(g), a') = d_{S'}(M_{S'}(g), a') - 1$. Hence, $\text{Loss}(G, S', g) = \text{Loss}(G, S'', g)$.

Part 1.(c) In this case, $M_{S'}(g) = M_{S'}(g) = \text{lca}_{S'}(b, a'), M_{S'}(g') = M_{S'}(g') = b$, and $M_{S'}(g'') = M_{S'}(g'') = a'$. Now since $b$ is a node in the pruned subtree $N_v$, we must have
\[ d_{S'}(M_{S'}(g), b) = d_{S''}(M_{S''}(g), b) + 1 \]
and, consequently, \( \text{Loss}(G, S', g) = \text{Loss}(G, S'', g) + 1 \).

**Part 2.(a)** If \( x \in \text{Ch}_N(a') \) then we must have \( M_{S'}(g) = M_{S'}(g'') = a' \) and \( M_{S'}(g') = b \).

Thus, \( \text{Loss}(G, S', g) = |d_{S'}(a', b) - 1| + 1 \). Now, let \( T \) denote the tree \( \text{SPR}_N(v, a') \), then we must have \( M_T(g) = pa_T(a') \), \( M_T(g'') = a' \) and \( M_T(g') = b \). Thus, \( \text{Loss}(G, T, g) = |d_T(pa_T(a'), b) - 1| \). Finally, observe that \( d_{S'}(a', b) = d_T(pa_T(a'), b) + 1 \), and hence, \( \text{Loss}(G, S', g) = \text{Loss}(G, T, g) + 2 \).

**Part 2.(b)** For any \( x <_N a' \), we must have \( M_{S'}(g) = M_{S'}(g'') = a' \) and \( M_{S'}(g') = b \).

Since \( b \) is a node in the pruned subtree \( N_u \) and in this case \( x <_N y \) for \( y \in \text{Ch}(a') \), we must have \( d_{S'}(M_{S'}(g), b) = d_{S''}(M_{S''}(g), b) + 1 \) and, consequently, \( \text{Loss}(G, S', g) = \text{Loss}(G, S'', g) + 1 \).

\[ \square \]

### 3.4 The Algorithm

Observe that \( \text{SPR}_N(v) = \{\text{SPR}_N(v, s) : s \in V(N_u)\} \). Therefore, the goal of our algorithm is to compute at each node \( s \in V(N_u) \) the value \( \text{Loss}(G, S') \), where \( S' = \text{SPR}_N(v, s) \). The first step is to compute the value \( \text{Loss}(G, N) \). This “loss value” is assigned to the node \( u \). To compute the loss value for the rest of the nodes our algorithm makes use of six different types of counters at each node in \( N_u \); we shall refer to these counters as counter-\( i \), for \( i \in \{1, \ldots, 6\} \).

The loss values behave in non-trivial ways; however, as we shall see, based on Lemmas 3.3.3 through 3.3.8, this behavior can be broken down into six types of patterns (captured by the six counters). These counters make it possible to compute the difference between the values \( \text{Loss}(G, N) \) and \( \text{Loss}(G, S') \), where \( S' = \text{SPR}_N(v, s) \), for each \( s \in V(N_u) \). Next, we describe each of these six counters; throughout our description, \( s \) represents some node in \( N_u \).

**counter-1** If the value of counter-1 is \( x \) at node \( s \) then this implies that the tree \( \text{SPR}_N(v, s) \) incurs \( x \) additional losses over the value \( \text{Loss}(G, N) \).
counter-2 If the value of counter-2 is $x$ at node $s$, then this implies that for each $t \leq_N s$ the tree $\text{SPR}_N(v, t)$ incurs an additional $x$ losses over $\text{Loss}(G, N)$.

counter-3 If the value of counter-3 is $x$ at node $s$, then this implies that for each $t \leq_N s$ the tree $\text{SPR}_N(v, t)$ loses $x$ losses from $\text{Loss}(G, N)$.

counter-4 If the value of counter-4 is $x$ at node $s$, then this implies that for each $t \leq_N s$ the tree $\text{SPR}_N(v, t)$ incurs $\alpha_t \cdot x$ additional losses over $\text{Loss}(G, N)$, where $\alpha_t = d_N(pa(s), t)$.

counter-5 If the value of counter-5 is $x$ at node $s$, then it is equivalent to incrementing counter-4 at the sibling of each node on the path $u \rightarrow_N s$, except at $u$, by $x$.

counter-6 If the value of counter-6 is $x$ at node $s$, then it is equivalent to incrementing counter-4 at both children (if they exist) of the sibling of each node along the path $u \rightarrow_N s$, except $u$, and incrementing counter-3 at each node along the path $u \rightarrow_N s$, except at $u$, by $x$.

Remark: Each of the additions or subtractions implied by these counters are independent of each other. This makes it possible to handle each addition or subtraction implied by these counters separately.

In the remainder of this section we first show how to compute the values of these counters, and then the final loss values, at each node in $N_u$.

3.4.1 Computing the Counters

We now describe how the values of the six counters are computed. Initially, each counter at each node in $N_u$ is set to 0. Consider any $g \in I(G)$, and let $g'$ and $g''$ be its two children. Recall that node $g$ must fall under one of the following six categories: 1) $g$ is red, 2) $g$ is green, 3) $g$, $g'$, and $g''$ are all blue, 4) $g$ and $g'$ are blue, and $g''$ is green, 5) $g$ and $g'$ are blue, and $g''$ is red, or, 6) $g$ is blue, $g'$ is red, and $g''$ is green.

Let $a = \mathcal{M}_N(g)$, $b = \mathcal{M}_N(g')$ and $c = \mathcal{M}_N(g'')$. Also, whenever properly defined, let $a' = \mathcal{M}_{\Gamma, N}(g)$, $b' = \mathcal{M}_{\Gamma, N}(g')$ and $c' = \mathcal{M}_{\Gamma, N}(g'')$. Based on Lemmas 3.3.3 through 3.3.8, we
now study how the six counters can be updated so as to capture the behavior of losses in each of these cases.

**Case 1.** By Lemma 3.3.3, nothing needs to be done in this case.

**Case 2.** Based directly on Lemma 3.3.4, the contribution of any node $g$ that satisfies the condition of case 1 can be captured by simply incrementing the value of counter-1 by one at each node on paths $a \rightarrow_N b$ and $a \rightarrow_N b$, except at node $a$.

**Case 3.** From Lemma 3.3.5 it follows that in this case the contribution of $g$ to the loss value changes in a way that is captured by incrementing counter-2 by 1, at each node, except $a'$, on the paths $a' \rightarrow_N b'$ and $a' \rightarrow_N c'$.

**Case 4.** According to Lemma 3.3.6, if $N_v$ is regrafted on an edge of $N_u$ that is not in $N_{u'}$, then the contribution of $g$ to the loss cost is captured by incrementing counter-3 by 1 at each node except $u$ along the path $u \rightarrow_N a'$, and at their siblings. If $N_v$ is regrafted on an edge of $N_u$ that is in $N_{u'}$ then there are two possible cases:

- $a' \neq b'$ Recall that $b''$ represents the child of $a'$ along the path $a' \rightarrow_N b'$. In this case, the contribution of $g$ to the loss cost is captured by (i) incrementing counter-3 by two at node $b''$, (ii) incrementing counter-2 by one at each node along the path $b'' \rightarrow_N b'$ except at node $b''$, (iii) incrementing counter-3 by one at the sibling of $b''$, and (iv) incrementing counter-1 by one at each node except $a'$ on the path $a' \rightarrow_N c'$.

- $a' = b'$ In this case, the contribution of $g$ to the loss cost is captured by (i) incrementing counter-3 by one at both children of $a'$, and (ii) incrementing counter-1 by one at each node except $a'$ on the path $a' \rightarrow_N c'$.

**Case 5.** By Lemma 3.3.7, for this case, the change in the loss contribution of $g$ is captured by incrementing counter-5 by 1 at node $a'$, and by incrementing counter-4 by 1 at both children of $a'$ in $N$. 
Case 6. By Lemma 3.3.8, for this case, the change in the loss contribution of $g$ is captured by incrementing counter-6 by 1 at node $a'$, and by incrementing counter-4 and counter-2 by 1 each at both children of $a'$ in $N$.

Based on these counters we now describe our algorithm to solve the SPR-RS problem.

3.4.2 Computing the Final Loss Values

Our algorithm considers each internal node of gene tree $G$, one at a time, and updates the relevant counters at the relevant nodes in $N_u$, as shown in the previous subsection. Then, based on these counters, it computes, at each node $s \in V(N_u)$ the value $\alpha(s) = \text{Loss}_{G,S'} - \text{Loss}_{G,N}$.

A complete description of our algorithm to solve the SPR-RS problem on instance $\langle \{G\}, S, v \rangle$ appears in Procedure-SPR-RS (see Algorithm 2).

Algorithm 2 Procedure-SPR-RS

1: **Input:** $G$, $S$, $v$
2: Construct the tree $N$ from $S$.
3: Create and initialize to zero six counters counter-$i$, for $i \in \{1, \ldots, 6\}$, at each $s \in V(N_u)$.
4: Construct the mapping $\mathcal{M}_{G,N}$, color the nodes of $N$ and $G$ as described in Section 3.3.1, and construct the mapping $\mathcal{M}_{\Gamma,N}$.
5: Compute the value $\text{Loss}(G,N)$.
6: for each node $s \in V(N_u)$ do
7: Compute the duplication cost $|\text{Dup}(G, \text{SPR}_{N}(v,s))|$ as shown in [4] (also Chapter 2).
8: for all each node $g \in I(G)$ do
9: Update the counters as shown in Section 3.4.1.
10: Perform a post-order traversal of $N_u$ to transform counter-5 into counter-4 (as explained in the definition of counter-5) throughout $N_u$.
11: Perform a post-order traversal of $N_u$ to transform counter-6 into counter-4 and counter-3 (as explained in the definition of counter-6) throughout $N_u$.
12: Perform a pre-order traversal of $N_u$ to transform counter-4 into counter-2. This can be achieved by incrementing counter-2 at node $s \in V(N_u)$ by the sum of the values of counter-4 at each ancestor of $s$ in $N_u$.
13: Use counter-1, counter-2, and counter-3 to compute the value of $\alpha(s)$ at each $s \in V(N_u)$ by calling Procedure-Loss (see Algorithm 3) on parameters $\langle u, 0 \rangle$.
14: The reconciliation cost of $G$ and the tree $\text{SPR}_S(v,s)$, where $s \in V(N_u)$, is given by $|\text{Dup}(G, \text{SPR}_{N}(v,s)) + \alpha(s) - \text{Loss}(G,N)$.

Lemma 3.4.1. Procedure-SPR-RS solves the SPR-RS problem on the instance $\langle \{G\}, S, v \rangle$. 
Algorithm 3 Procedure-Loss

1: **Input:** A node $t$ of the tree $N_u$, and a counter $c$.
2: $c = c + \text{counter-2}(t) - \text{counter-6}(t)$.
3: $\alpha(t) = \alpha(t) + c + \text{counter-1}(t)$.
4: if $t$ is not a leaf node of $N$ then
5: Let $\{t', t''\} = \text{Ch}_N(t)$.
6: Call Procedure-Loss on parameters $\langle t', c \rangle$.
7: Call Procedure-Loss on parameters $\langle t'', c \rangle$.

**Proof.** Procedure-$\text{SPR-RS}$ computes the duplication cost $|\text{Dup}(G, \text{SPR}_N(v, s))|$, at each $s \in V(N_u)$, as shown in [4]. It then computes the values of the six counters, i.e. counter-$i$, for $i \in \{1, \ldots, 6\}$, in accordance with Lemmas 3.3.3 through 3.3.8. Then, in Steps 10 through 12, the algorithm encodes the changes in loss cost implied by counter-4, counter-5, and counter-6, at each node in $N_u$, in terms of the values of counter-1, counter-2, and counter-3. Procedure-Loss then correctly computes the value of $\alpha(s)$ at each $s \in V(N_u)$ based on these three counters. Thus, for any $\text{SPR}_S(v, s)$, where $s \in V(N_u)$, the values $|\text{Dup}(G, \text{SPR}_N(v, s))|$ and $\alpha(s)$ are computed correctly. Note that the reconciliation cost of $G$ and $\text{SPR}_S(v, s)$, where $s \in V(N_u)$, is given by $|\text{Dup}(G, \text{SPR}_N(v, s))| + \alpha(s) - \text{Loss}(G, N)$. The lemma follows.

To simplify our analysis of the time complexity of our algorithm, we assume that all $G \in \mathcal{G}$ have approximately the same size. \(^3\) Recall that $n = |\text{Le}(S)|$, $m = |\text{Le}(S)| + |\text{Le}(G)|$ and $k = |\mathcal{G}|$.

**Lemma 3.4.2.** Procedure-$\text{SPR-RS}$ can be implemented to run in $O(m)$ time.

**Proof.** We analyze the complexity of Procedure-$\text{SPR-RS}$ step-by-step. The total time complexity of Steps 2 and 3 is $O(n)$. Step 4 can be implemented in $O(m)$ time as follows: During an $O(n)$-time preprocessing step we can process the tree $N$ so that lca queries on any two nodes in $V(N)$ can be answered in $O(1)$ time; see [9] for details. Subsequently, the task of constructing the mapping $\mathcal{M}_{G,N}$ only takes $O(|V(G)|)$ time. Coloring the nodes of $G$ and $N$ and constructing the mapping $\mathcal{M}_{T,N}$ also take $O(|V(G)|)$ time. Thus, the total time complexity of this step is $O(|V(G)| + n)$, which is $O(m)$. In Step 5, the value $\text{Loss}(G, N)$ can be computed in $O(m)$

\(^3\)We point out that the $\Theta(n)$ speed-up obtained by our algorithm over the currently best known solution does not depend on this simplifying assumption.
time by first traversing through $N$ to compute the depth of each node, and then traversing through $G$ and computing $\text{Loss}(G, N, g)$ for each $g \in I(G)$ according to Definition 3.2.4. The ‘for’ loop of Step 6 requires $O(m)$ time (see [4]).

Let us now consider the ‘for’ loop of Step 8 in detail. For any $g$ that satisfies the criteria for case 1, there is nothing to be done. For any $g$ satisfying the criterion for cases 5, or 6, we are required to update the counters at a constant number of nodes in $N_u$. Therefore, all such $g$ can be handled within $O(m)$ time. However, for cases 2, 3 and 4, handling each $g$ might, in the worst case, require updating the counters at $\Theta(n)$ nodes, yielding a total time complexity of $O(nm)$ for these cases. This happens because these cases require us to update specific counters along the entire length of certain paths in $N_u$. A simple way to deal with this issue is to only mark the start node and end node of the path for the specified counter. Once this is done for each $g$ satisfying the criterion for cases 2, 3 or 4, we can perform a post-order traversal and set all the relevant counters to their correct value based on the marked start and end nodes. In this way, cases 2, 3, and 4 can be handled in a total of $O(m)$ time as well. This gives us a total time complexity of $O(m)$ for computing all the counters.

In Steps 10 through 12, the algorithm encodes the changes in loss cost implied by counter-4, counter-5, and counter-6, at each node in $N_u$, in terms of the other counters. It is easy to verify that each of these steps can be implemented to run in $O(n)$ time by doing either a post-order or pre-order traversal of $N_u$, as appropriate. Step 13 calls Procedure-Loss on parameters $(u, 0)$. Procedure-Loss simply performs a pre-order traversal of the tree $N_u$, spending $O(1)$ at each node. The time complexity of Step 13 is thus $O(n)$. Finally, in Step 14, computing the reconciliation cost for each $\text{SPR}_S(v, s)$, where $s \in V(N_u)$, takes $O(n)$ time.

Thus, we have the following two theorems.

**Theorem 3.4.1.** The $\text{SPR-RS}$ problem can be solved in $O(km)$ time.

**Proof.** By Lemmas 3.4.1 and 3.4.2 we know that the $\text{SPR-RS}$ problem on the restricted instance $(\{G\}, S, v)$ can be solved in $O(m)$ time. It is straightforward to extend Procedure-$\text{SPR-RS}$ to solve the $\text{SPR-RS}$ problem by considering each gene tree in $G$ separately and combining the computed reconciliation costs. Since there are $k$ gene trees, the theorem follows.

$\square$
Theorem 3.4.2. The SPR-S problem can be solved in $O(kmn)$ time.

Proof. Observe that $\text{SPR}_S = \bigcup_{\{\text{pa}(v), v\} \in E(S)} \text{SPR}_S(v)$. The theorem therefore follows immediately from Theorem 3.4.1. \qed

The time complexity of the best known (naive) solution for the SPR-S problem is $\Theta(kmn^2)$. Our algorithm improves on this by a factor of $n$.

3.5 Speeding-Up the TBR Local Search Problem

Heuristics based on the TBR local search problem are particularly desirable since they significantly extend the search space explored at each local search step; however, due to inefficient running times, they have rarely been applied in practice. Our solution to the SPR-RS problem allows us improve to improve the time complexity of the TBR local search problem by a factor of $n$.

Intuitively, a (rooted) TBR operation may be viewed as being like an SPR operation except that the TBR operation allows the pruned subtree to be arbitrarily rerooted before being regrafted. In order to define a TBR operation more formally, we need the following definition.

Definition 3.5.1 (RR operation). Let $T$ be a tree and $x \in V(T)$. $\text{RR}(T, x)$ is defined to be the tree $T$, if $x = \text{rt}(T)$. Otherwise, $\text{RR}(T, x)$ is the tree that is obtained from $T$ by (i) suppressing $\text{rt}(T)$, and (ii) subdividing the edge $\{\text{pa}(x), x\}$ by a new root node.

Definition 3.5.2 (TBR operation). For technical reasons we first define for a tree $T$ the planted tree $\Phi(T)$ that is the tree obtained by adding an additional edge, called root edge, $\{p, \text{rt}(T)\}$ to $T$.

Let $T$ be a tree, $e = (u, v) \in E(T)$ and $X, Y$ be the connected components that are obtained by removing edge $e$ from $T$ where $v \in X$ and $u \in Y$. We define $\text{TBR}_T(v, x, y)$ for $x \in X$ and $y \in Y$ to be the tree that is obtained from $\Phi(T)$ by first removing edge $e$, then replacing the component $X$ by $\text{RR}(X, x)$, and then adjoining a new edge $f$ between $x' = \text{rt}(\text{RR}(X, x))$ and $Y$ as follows:
1. Create a new node $y'$ that subdivides the edge $(\text{pa}(y), y)$.

2. Adjoin the edge $f$ between nodes $x'$ and $y'$.

3. Suppress the node $u$, and rename $x'$ as $v$ and $y'$ as $u$.

4. Contract the root edge.

**Notation.** We define the following:

1. $\mathcal{TBR}_T(v, x) = \bigcup_{y \in Y} \mathcal{TBR}_T(v, x, y)$

2. $\mathcal{TBR}_T(v) = \bigcup_{x \in X} \mathcal{TBR}_T(v, x)$

3. $\mathcal{TBR}_T(v) = \bigcup_{(u, v) \in E(T)} \mathcal{TBR}_T(v)$

The $\mathcal{TBR}$-Scoring ($\mathcal{TBR}$-S) and $\mathcal{TBR}$-Restricted Scoring ($\mathcal{TBR}$-RS) problems can now be defined as follows.

**Problem 7** ($\mathcal{TBR}$-Scoring ($\mathcal{TBR}$-S)).

Instance: A gene tree set $\mathcal{G}$, and a comparable species tree $S$.

Find: A tree $T^* \in \mathcal{TBR}_S$ such that $\Delta(\mathcal{G}, T^*) = \min_{T \in \mathcal{TBR}_S} \Delta(\mathcal{G}, T)$.

**Problem 8** ($\mathcal{TBR}$-Restricted Scoring ($\mathcal{TBR}$-RS)).

Instance: A triple $(\mathcal{G}, S, v)$, where $\mathcal{G}$ is a set of gene trees, $S$ is a comparable species tree, and $(u, v) \in E(S)$.

Find: A tree $T^* \in \mathcal{TBR}_S(v)$ such that $\Delta(\mathcal{G}, T^*) = \min_{T \in \mathcal{TBR}_S(v)} \Delta(\mathcal{G}, T)$.

Our goal is to solve the $\mathcal{TBR}$-S problem. Observe that there are $\Theta(n)$ different ways to select a subtree of $S$ to be pruned. Furthermore, there are $O(n)$ different ways to reroot the pruned subtree. The idea is to directly use the solution to the SPR-RS problem to compute the duplication and loss costs for the $O(n)$-cardinality subset of $\mathcal{TBR}_S$ defined by any fixed pruned subtree and its fixed rooting. In particular,

**Theorem 3.5.1.** The $\mathcal{TBR}$-S problem can be solved in $O(kmn^2)$ time.

**Proof.** The algorithm presented in the previous section allows us to compute the loss cost of each tree in $\mathcal{TBR}_S(v, x)$ in $O(km)$ time. Thus, we can compute the loss cost of each tree in $\mathcal{TBR}_S$ with-in $O(kmn^2)$ time. Similarly, the algorithm presented in [4] allows us to compute the duplication cost of each tree in $\mathcal{TBR}_S$ with-in $O(kmn^2)$ time as well. This implies that we can obtain the reconciliation cost (i.e. the duplication cost plus the loss cost) for each tree in $\mathcal{TBR}_S$ in $O(kmn^2)$ time. Thus, the $\mathcal{TBR}$-S problem can be solved in $O(kmn^2)$ time overall. □
The time complexity of the best known (naive) solution for the TBR-S problem is $O(kmn^3)$. Our algorithm improves on this by a factor of $n$.

### 3.6 Experimental Analysis

To evaluate the efficiency, in practice, of our novel local search algorithms, we conducted comparative studies on simulated datasets. In particular, we implemented our algorithm for the SPR-S problem as part of a standard search heuristic for the duplication-loss problem; we refer to our program as *DupLoss*. The two other publicly available programs for the duplication-loss problem, Mesquite [35] and GeneTree [38], both implement similar local search heuristics based on the best known (naive) algorithm for the SPR-S problem. Therefore, for our comparative study, we only compare the runtime of our implementation against the program GeneTree.

We applied the programs *DupLoss* and GeneTree to the same set of input gene trees and the same randomly generated starting species tree and measured the run time of both programs to compute their final species supertrees. The input gene trees for each run consisted of a set of 20 randomly generated gene trees, all with the same set of taxa.\(^4\) We conducted five such runs, each with a different number of taxa (50, 100, 200, 400, and 1000) in the input trees. All analyses were performed on a 3 Ghz Intel Pentium 4 CPU based PC with Windows XP operating system. As shown in Table 3.1, *DupLoss* shows a great improvement in runtime and scalability as compared to GeneTree. We could not run GeneTree on input trees with more than 200 taxa.

\[
\begin{array}{|c|c|c|}
\hline
\text{Taxa size} & \text{GeneTree} & \text{DupLoss} \\
\hline
50 & 11m:42s & 5s \\
100 & 3h:57m & 33s \\
200 & 5d:19h:49m & 4m:24s \\
400 & – & 43m:08s \\
1000 & – & 19h:27m \\
\hline
\end{array}
\]

Table 3.1 GeneTree vs. DupLoss

Note that both *DupLoss* and GeneTree implement exactly the same standard SPR based

\(^4\)Our randomly generated trees have a random (binary) topology and a random assignment of leaf labels.
local search heuristic. However, the final reconciliation costs obtained by the two programs on the same input may still be different; this is because ties are broken arbitrarily if more than one optimal species tree is found during a local search step. In our experiments, we observed little or no difference in the final reconciliation costs.

3.7 Outlook and Conclusion

The duplication-loss problem has been an effective way to infer species phylogenies from paralogous data; and is expected to become even more relevant with the rapidly increasing availability of whole genome data. Our highly efficient algorithms for the standard SPR and TBR based heuristics make the duplication-loss problem much more tractable for large-scale phylogenetic analyses.

Bansal and Eulenstein [8] showed that the TBR local search problem for the gene duplication problem could be solved in $O(kmn \log m)$ time. It would be interesting to ascertain if the TBR local search problem for the duplication-loss problem can be solved in better than $\Theta(kmn^2)$ time as well.
CHAPTER 4. Comparing Partially Resolved Trees

Modified from a paper to be submitted to Algorithmica

Mukul S. Bansal and David Fernández-Baca

4.1 Introduction

Evolutionary trees, also known as phylogenetic trees or phylogenies, represent the evolutionary history of sets of species. Such trees have uniquely labeled leaves, corresponding to the species, and unlabeled internal nodes, representing hypothetical ancestors. The trees can be either rooted, if the evolutionary origin is known, or unrooted, otherwise.

This paper addresses the following question: How does one measure how close two evolutionary trees are to each other? Among the motivations for this question is the growth of phylogenetic databases, such as TreeBase [41], with the attendant need for sophisticated querying mechanisms and for means to assess the quality of answers to queries. Another motivation arises from the fact that phylogenetic analyses — e.g., by parsimony [27] — typically produce multiple evolutionary trees (often in the thousands) for the same set of species.

We address this question by defining an appropriate distance measure between trees. While several such measures have been proposed before (see below), ours provides a feature that previous ones do not: The ability to deal elegantly with the presence of unresolved nodes, also called polytomies. For rooted trees these are nodes with more than two children; for unrooted trees, they are nodes of degree greater than three. Polytomies cannot simply be ignored, since they arise naturally in phylogenetic analysis. Furthermore, they must be treated with care: A node may be unresolved because it truly must be so or because there is not enough evidence to break it up into resolved nodes — that is, the polytomies are either “hard” or “soft” [34].
Our contributions. We define and analyze a new kind of distance measure for phylogenies. For rooted trees, our measure is based on the topologies the input trees induce on triplets; that is, on three-element subsets of the set of species. For unrooted trees, the measure is based on quartets (four-element subsets). Our approach is motivated by the observation that triplet and quartet topologies are the basic building blocks of rooted and unrooted trees, in the sense that they are the smallest topological units that completely identify a phylogenetic tree [44]. Triplet and quartet-based distances thus provide a robust and fine-grained measure of the differences and similarities between trees. In contrast with traditional quartet and triplet distances, our distance measure deals cleanly with the presence of unresolved nodes.

The measure we propose is called parametric distance: Given a triplet (quartet) $X$, we compare the topologies that each of the two input trees induces on $X$. If they are identical, the contribution of $X$ to the distance is zero. If both topologies are fully resolved but different, then the contribution is one. Otherwise, the topology is resolved in one of the trees, but not the other. In this case, $X$ contributes $p$ to the distance, where $p$ is a real number between 0 and 1. Parameter $p$ allows one to make a smooth transition between hard and soft views of polytomy. At one extreme, if $p = 1$, an unresolved topology is viewed as different from a fully resolved one. At the other, when $p = 0$, unresolved topologies are viewed as identical to resolved ones. Intermediate values of $p$ allow one to adjust for the degree of certainty one has about a polytomy.

After defining our distance measure, we proceed to study its mathematical and algorithmic properties. We obtain exact and asymptotic bounds on expected values of parametric triplet distance and parametric quartet distance. We present a $O(n^2)$-time algorithm to compute parametric triplet distance and a $O(n^2)$ 2-approximate algorithm for parametric quartet distance. To our knowledge, there was no previous algorithm for computing the parametric triplet distance between two rooted trees, other than by enumerating all $\Theta(n^3)$ triplets. Two algorithms exist that can be directly applied to compute the parametric quartet distance (see also [14]). One runs in time $O(n^2 \min\{d_1, d_2\})$, where, for $i \in \{1, 2\}$, $d_i$ is the maximum degree

\footnote{Biologically-inspired arguments in favor of triplet-based measures can be found in [21].}
of a node in \( T_1 \) \[19\]; the other takes \( O(d^3n \log n) \) time, where \( d \) is the maximum degree of a node in \( T_1 \) and \( T_2 \) \[50\].\(^2\) Our faster \( O(n^2) \) algorithm offers a 2-approximate solution when an exact value of the parametric quartet distance is not required. Additionally, our algorithm gives the exact answer when \( p = \frac{1}{2} \).

**Related work.** Several other measures for comparing trees have been proposed; we mention a few. A popular class of distances are those based on symmetric difference between sets of *clusters* (that is, on sets of species that descend from the same internal node in a rooted tree) or of *splits* (partitions of the set of species induced by the removal of an edge in an unrooted tree); the latter is the well-known Robinson-Foulds (RF) distance \[42\]. It is not hard to show that two rooted (unrooted) trees can share many triplet (quartet) topologies but not share a single cluster (split). Cluster- and split-based measures are also coarser than triplet and quartet distances.

One can also measure the distance between two trees by counting the number of *branch-swapping* operations — e.g., nearest-neighbor interchange or subtree pruning and regrafting operations \[27\] — needed to convert one of the trees into the other \[1\]. However, the associated measures can be hard to compute, and they fail to distinguish between operations that affect many species and those that affect only a few. An alternative to distance measures are *similarity* methods such as maximum agreement subtree (MAST) approach \[28\]. While there are efficient algorithms for computing the MAST \[25\], the measure is coarser than triplet-based distances.

### 4.2 Preliminaries

**Phylogenies.** By and large, we follow standard terminology (i.e., similar to \[13\] and \[44\]). We write \([N]\) to denote the set \( \{1, 2, \ldots, N\} \), where \( N \) is a positive integer.

Let \( T \) be a rooted or unrooted tree. We write \( \mathcal{V}(T) \), \( \mathcal{E}(T) \), and \( \mathcal{L}(T) \) to denote, respectively, the node set, edge set, and leaf set of \( T \). A taxon (plural taxa) is some basic unit of classification;

\(^2\)Note that the presence of unresolved nodes seems to complicate distance computation. Indeed, the quartet distance between a pair of fully resolved unrooted trees can be obtained in \( O(n \log n) \) time \[12\].
e.g., a species. Let $S$ be a set of taxa. A phylogenetic tree or phylogeny for $S$ is a tree $T$ such that $\mathcal{L}(T) = S$. Furthermore, if $T$ is rooted, we require that every internal node have at least two children; if $T$ is unrooted, every internal node is required to have degree at least three.

We write $RP(n)$ to denote the set of all rooted phylogenetic trees over $S = [n]$ and $P(n)$ to denote the set of all unrooted phylogenetic trees over $S = [n]$.

An internal node in a rooted phylogeny is resolved if it has exactly two children; otherwise it is unresolved. Similarly, an internal node in an unrooted phylogeny is resolved if it has degree three, and unresolved otherwise. Unresolved nodes in rooted and unrooted trees are also referred to as polytomies or multifurcations. A phylogeny (rooted or unrooted) is fully resolved if all its internal nodes are resolved.

Let $X$ be a subset of $\mathcal{L}(T)$ and let $T[X]$ denote the minimal subtree of $T$ having $X$ as its leaf set. The restriction of $T$ to $X$, denoted $T|X$, is the phylogeny for $X$ defined as follows. If $T$ is unrooted, then $T|X$ is the tree obtained from $T[X]$ by suppressing all degree-two nodes. If $T$ is rooted, $T|X$ is obtained from $T[X]$ by suppressing all degree-two nodes except for the root.

A triplet is a three-element subset of $S$. A triplet tree is a rooted phylogeny whose leaf set is a triplet. The triplet tree with leaf set $\{a, b, c\}$ is denoted by $a|bc$ if the path from $b$ to $c$ does not intersect the path from $a$ to the root. A quartet is a four-element subset of $S$ and a quartet tree is an unrooted phylogeny whose leaf set is a quartet. The quartet tree with leaf set $\{a, b, c, d\}$ is denoted by $ab|cd$ if the path from $a$ to $b$ does not intersect the path from $c$ to $d$. A triplet (quartet) $X$ is said to be resolved in a phylogenetic tree $T$ over $S$ if $T|X$ is fully resolved; otherwise, $X$ is unresolved.

Finally, we need some special notation for rooted trees $T$. We write $rt(T)$ to denote the root node of $T$. Let $v$ be a node in $T$. Then, $pa(v)$ denotes the parent of $v$ in $T$ and $Ch(v)$ is the set of children of $v$. Furthermore, $T(v)$ denotes the subtree of $T$ rooted at $v$ and $T\overline{v}$ denotes the tree obtained by deleting $T(v)$ from $T$, as well as the edge from $v$ to its parent, if such an edge exists.
4.3 Parametric distances

Let $T_1$ and $T_2$ be any two rooted (respectively, unrooted) phylogenies over the same taxon set $S$. Define the following five sets of triplets (quartets) over $S$.

1. $S(T_1, T_2)$: triplets (quartets) $X$ such that $T_1|X$ and $T_2|X$ are fully resolved, and $T_1|X = T_2|X$.

2. $D(T_1, T_2)$: triplets (quartets) $X$ such that $T_1|X$ and $T_2|X$ are fully resolved, and $T_1|X \neq T_2|X$.

3. $R_1(T_1, T_2)$: triplets (quartets) $X$ such that $T_1|X$ is fully resolved, but $T_2|X$ is not.

4. $R_2(T_1, T_2)$: triplets (quartets) $X$ such that $T_2|X$ is fully resolved, but $T_1|X$ is not.

5. $U(T_1, T_2)$: triplets (quartets) $X$ such that $T_1|X$ and $T_2|X$ are unresolved.

Let $p$ be a real number in the interval $[0,1]$. The parametric triplet (quartet) distance between $T_1$ and $T_2$ is defined as

$$d(p)(T_1, T_2) = |D(T_1, T_2)| + p (|R_1(T_1, T_2)| + |R_2(T_1, T_2)|).$$

(4.1)

When the domain of $d(p)$ is restricted to fully resolved trees, and thus $R_1(T_1, T_2) = R_2(T_1, T_2) = U(T_1, T_2) = \emptyset$, we refer to it simply as the triplet (quartet) distance.

Parameter $p$ allows one to make a smooth transition from soft to hard views of polytomy: When $p = 0$, resolved triplets (quartets) are treated as equal to unresolved ones, while when $p = 1$, they are treated as being completely different. Choosing intermediate values of $p$ allows one to adjust for the amount of evidence required to resolve a polytomy.

Distance measures, metrics, and near-metrics. A distance measure on a set $D$ is a binary function $d$ on $D$ satisfying the following three conditions: (i) $d(x, y) \geq 0$ for all $x, y \in D$; (ii) $d(x, y) = d(y, x)$ for all $x, y \in D$; and (iii) $d(x, y) = 0$ if and only if $x = y$. Function $d$
is a *metric* if, in addition to being a distance measure, it satisfies the triangle inequality; i.e.,
\[ d(x, z) \leq d(x, y) + d(y, z) \]
for all \( x, y, z \in D \). Distance measure \( d \) is a *near-metric* if there is a constant \( c \), independent of the size of \( D \), such that \( d \) satisfies the relaxed polygonal inequality:
\[ d(x, z) \leq c(d(x, x_1) + d(x_1, x_2) + \cdots + d(x_{n-1}, z)) \]
for all \( n > 1 \) and \( x, z, x_1, \ldots, x_{n-1} \in D \) [24].

It is known [6] that (i) \( d^{(p)} \) is a metric for \( p \geq 1/2 \), (ii) \( d^{(p)} \) is a near-metric, but not a metric, for \( 0 < p < 1/2 \), and (iii) \( d^{(p)} \) is not a distance measure for \( p = 0 \).

### 4.4 Expected parametric triplet and quartet distances

We now consider the expected value of parametric triplet and quartet distances. Let \( u(n) \) and \( r(n) \) denote the probabilities that a given quartet is, respectively, unresolved or resolved in an unrooted phylogeny chosen uniformly at random from \( P(n) \); thus, \( u(n) = 1 - r(n) \). The following are the two main results of this section.

**Theorem 4.4.1.** Let \( T_1 \) and \( T_2 \) be two unrooted phylogenies chosen uniformly at random with replacement from \( P(n) \). Then,
\[
E(d^{(p)}(T_1, T_2)) = \left( \frac{n}{4} \right) \cdot \left( \frac{2}{3} \cdot r(n)^2 + 2 \cdot p \cdot r(n) \cdot u(n) \right) .
\]
(4.2)

**Theorem 4.4.2.** Let \( T_1 \) and \( T_2 \) be two rooted phylogenies chosen uniformly at random with replacement from \( RP(n) \). Then,
\[
E(d^{(p)}(T_1, T_2)) = \left( \frac{n}{3} \right) \cdot \left( \frac{2}{3} \cdot r(n+1)^2 + 2 \cdot p \cdot r(n+1) \cdot u(n+1) \right) .
\]
(4.3)

It is known [48, 47] that
\[
u(n) \sim \sqrt{\frac{\pi(2\ln 2 - 1)}{4n}} .
\]
(4.4)

Together with Theorems 4.4.1 and 4.4.2, this implies that \( E(d^{(p)}(T_1, T_2)) \) is asymptotically
\[
\frac{2}{3} \cdot \left( \frac{n}{4} \right) \text{ for unrooted trees and } \frac{2}{3} \cdot \left( \frac{n}{3} \right) \text{ for rooted trees}.
\]

The proof of Theorem 4.4.1 follows directly from the work of Day [22]; hence, it is omitted (however, we should note that the proof is similar to that of Lemma 4.4.1 below).

The proof of Theorem 4.4.2, follows from two auxiliary results that will be proved in the next subsections. In the statements of these results, we use \( u'(n) \) and \( r'(n) \) to denote the
probabilities that a given triplet is, respectively, unresolved or resolved in an rooted phylogeny chosen at random from $RP(n)$.

**Lemma 4.4.1.** Let $T_1$ and $T_2$ be two rooted phylogenies chosen uniformly at random with replacement from $RP(n)$. Then,

$$E(d^{(p)}(T_1, T_2)) = \binom{n}{3} \cdot \left(\frac{2}{3} \cdot r'(n)^2 + 2 \cdot p \cdot r'(n) \cdot u'(n)\right).$$  \hspace{1cm} (4.5)

**Lemma 4.4.2.** For all $n \geq 1$, $r'(n) = r(n+1)$ and $u'(n) = u(n+1)$.

**Proof of Theorem 4.4.2.** Simply substitute the expressions for $r'(n)$ and $u'(n)$ given in Lemma 4.4.2 into the expression for $E(d^{(p)}(T_1, T_2))$ given in Lemma 4.4.1. \hfill \Box

### 4.4.1 Proof of Lemma 4.4.1

By the definition of $d^{(p)}$ and the linearity of expectation, it suffices to establish the equalities below.

$$E(D(T_1, T_2)) = \binom{n}{3} \cdot \frac{2}{3} \cdot r'(n)^2$$  \hspace{1cm} (4.6)

$$E(R_1(T_1, T_2)) = E(R_2(T_1, T_2)) = \binom{n}{3} \cdot r'(n) \cdot u'(n)$$  \hspace{1cm} (4.7)

To establish Equation (4.6), consider a triplet $X$. The probability that $X$ is resolved in $T_1$ (or $T_2$) is $r'(n)$. Thus, the probability that $X$ is resolved in both $T_1$ and $T_2$ is $r'(n)^2$. There are exactly three different ways in which any given triplet can be resolved. Hence, if $\alpha$ is resolved in both $T_1$ and $T_2$, the probability that it is resolved differently in both trees is $\frac{2}{3}$. Thus, the probability of a pre-given triplet being resolved in both $T_1$ and $T_2$, but with different types in each, is $\frac{2}{3} r'(n)^2$. By the linearity of expectation and the observation that the total number of triplets in $T_1$ (and $T_2$) is $\binom{n}{3}$, $E(D(T_1, T_2)) = \binom{n}{3} \cdot \frac{2}{3} r'(n)^2$.

To establish Equation (4.7), we only need to study $E(R_1(T_1, T_2))$; the expression for $E(R_2(T_1, T_2))$ follows by symmetry. Consider a triplet $X$. The probability that $X$ is unresolved in $T_1$ is $u'(n)$ and the probability that $X$ is resolved in $T_2$ is $r'(n)$. The expression for $E(R_1(T_1, T_2))$ now follows by linearity of expectation.
4.4.2 Proof of Lemma 4.4.2

We need some preliminary results. The following lemma is well known (see [48, 27]).

**Lemma 4.4.3.** For all $n \geq 1$, $|RP(n)| = |P(n + 1)|$.

Let us define the function $\text{Add-Leaf} : RP(n) \rightarrow P(n + 1)$ as follows. Given a rooted tree $T \in RP(n)$, $\text{Add-Leaf}(T)$ is the unrooted tree constructed from $T$ by (1) adding a leaf node labeled $n + 1$ to $T$ by adjoining it to the root node of $T$ and (2) unrooting the resulting tree.

The next lemma is well known (see, e.g., [44, p. 20]).

**Lemma 4.4.4.** Function $\text{Add-Leaf}$ is a bijection from the set $RP(n)$ to the set $P(n + 1)$.

For any triplet $X$ over $[n]$, we define two functions $g_X : RP(n) \rightarrow \{0, 1\}$ and $f_X : P(n+1) \rightarrow \{0, 1\}$ as follows:

$$
g_X(T) = \begin{cases} 
1 & \text{if triplet } X \text{ is resolved in tree } T \\
0 & \text{otherwise}
\end{cases}
$$

$$
f_X(T) = \begin{cases} 
1 & \text{if quartet } X \cup \{n + 1\} \text{ is resolved in tree } T \\
0 & \text{otherwise}
\end{cases}
$$

We have the following result.

**Lemma 4.4.5.** Let $X$ be any triplet over $[n]$. Consider a tree $T \in RP(n)$, and let $T' = \text{Add-Leaf}(T)$. Then, $f_X(T') = g_X(T)$.

**Proof.** Follows from the observation that triplet $X$ is resolved in $T$ if and only if quartet $X \cup \{n + 1\}$ is resolved in $T'$.

We are now ready to complete the proof of Lemma 4.4.2. Let $X$ be any triplet over $[n]$. By definition, $r(n + 1)$ is the probability of any given quartet being resolved in a random unrooted tree in $P(n)$. In particular, $r(n + 1)$ is the probability that quartet $X \cup \{n + 1\}$ is resolved in
a random unrooted tree. Now,

\[
r(n + 1) = \sum_{T \in P(n+1)} \frac{f_X(T)}{|P(n+1)|}
= \sum_{T \in P(n+1)} \frac{f_X(T)}{|RP(n)|}
= \sum_{T' \in RP(n)} \frac{g_X(T')}{|RP(n)|}
= r'(n),
\]

where the first and last equalities follow from the definitions of \(r(n + 1)\) and \(r(n)\), respectively, the second equality follows from Lemma 4.4.3, and the third follows from Lemma 4.4.4, and Lemma 4.4.5.

Since \(u'(n) = 1 - r'(n)\) and \(u(n + 1) = 1 - r(n + 1)\), it follows that \(u'(n) = u(n + 1)\).

### 4.5 Computing parametric triplet distance

In this section we show that the parametric triplet distance (PTD), \(d(p)\), between two phylogenetic trees \(T_1\) and \(T_2\) over the same set of \(n\) taxa can be computed in \(O(n^2)\) time.

Before we outline our PTD algorithm, we need some notation. Let \(T\) be a rooted phylogenetic tree. Then, \(R(T)\) denotes the set of all triplets that are resolved in \(T\) and \(U(T)\) denotes the set of all triplets that are unresolved in \(T\).

The next proposition is easily proved.

**Proposition 4.5.1.** For any two phylogenies \(T_1, T_2\) over the same set of taxa,

1. \(|R_1(T_1, T_2)| + |U(T_1, T_2)| = |U(T_2)|
2. \(|R_2(T_1, T_2)| + |U(T_1, T_2)| = |U(T_1)|,
3. \(|S(T_1, T_2)| + |D(T_1, T_2)| + |R_1(T_1, T_2)| = |R(T_1)|.

By Prop. 4.5.1 and Eqn. (4.1), the parametric distance between \(T_1\) and \(T_2\) can be expressed as

\[
d(p)(T_1, T_2) = |R(T_1)| - |S(T_1, T_2)| + p \cdot (|U(T_1)| - |U(T_2)|) + (2p - 1) \cdot |R_1(T_1, T_2)|. \tag{4.10}
\]
Our PTD algorithm proceeds as follows. After an initial $O(n^2)$ preprocessing step (Section 4.5.1), the algorithm computes $|R(T_1)|$, $|U(T_1)|$, and $|U(T_2)|$ using a $O(n)$-time procedure (Section 4.5.2). Next, it computes $|S(T_1, T_2)|$ and $|R_1(T_1, T_2)|$. As described in Sections 4.5.3 and 4.5.4, this takes $O(n^2)$ time. Then, it uses these values to compute $d^{(p)}(T_1, T_2)$, in $O(1)$ time, via Eqn. (4.10). To summarize, we have the following result.

**Theorem 4.5.1.** The parametric triplet distance $d^{(p)}(T_1, T_2)$ for two rooted phylogenetic trees $T_1$ and $T_2$ over the same set of $n$ taxa can be computed in $O(n^2)$ time.

### 4.5.1 The preprocessing step

The purpose of the preprocessing step is to calculate and store the following four quantities for every pair $(u, v)$, where $u \in \mathcal{V}(T_1)$ and $v \in \mathcal{V}(T_2)$: $|\mathcal{L}(T_1(u)) \cap \mathcal{L}(T_2(v))|$, $|\mathcal{L}(T_1(u)) \cap \mathcal{L}(T_2(v))|$, $|\mathcal{L}(T_1(v)) \cap \mathcal{L}(T_2(v))|$, and $|\mathcal{L}(T_1(u)) \cap \mathcal{L}(T_2(v))|$. These values are stored in a table so that any value can be accessed in $O(1)$ time by subsequent steps of the PTD algorithm.

**Lemma 4.5.1.** The values $|\mathcal{L}(T_1(u)) \cap \mathcal{L}(T_2(v))|$, $|\mathcal{L}(T_1(u)) \cap \mathcal{L}(T_2(v))|$, $|\mathcal{L}(T_1(u)) \cap \mathcal{L}(T_2(v))|$, and $|\mathcal{L}(T_1(u)) \cap \mathcal{L}(T_2(v))|$ can be collectively computed for every pair of nodes $(u, v)$, where $u \in \mathcal{V}(T_1)$ and $v \in \mathcal{V}(T_2)$, in $O(n^2)$ time.

**Proof.** Consider the value $|\mathcal{L}(T_1(u)) \cap \mathcal{L}(T_2(v))|$: 

1. If $u$ and $v$ are both leaf nodes then computing $|\mathcal{L}(T_1(u)) \cap \mathcal{L}(T_2(v))|$ is trivial,
2. If $u$ is a leaf node, but $v$ is not a leaf node, then we have $|\mathcal{L}(T_1(u)) \cap \mathcal{L}(T_2(v))| = \sum_{x \in \mathcal{C}_h(v)} |\mathcal{L}(T_1(u)) \cap \mathcal{L}(T_2(x))|$, and,
3. If $u$ is not a leaf node then we have $|\mathcal{L}(T_1(u)) \cap \mathcal{L}(T_2(v))| = \sum_{x \in \mathcal{C}_h(u)} |\mathcal{L}(T_1(x)) \cap \mathcal{L}(T_2(v))|$.  

We compute the value $|\mathcal{L}(T_1(u)) \cap \mathcal{L}(T_2(v))|$, for every pair $(u, v)$, using an interleaved post order traversal of $T_1$ and $T_2$. This traversal works as follows: For each node $u$ in a post order traversal of $T_1$, we consider each node $v$ in a post order traversal of $T_2$. This ensures that when the intersection sizes for a pair of nodes is computed, the set intersection sizes for all pairs of their children have already been computed.

Once the value $|\mathcal{L}(T_1(u)) \cap \mathcal{L}(T_2(v))|$ has been computed for some pair $(u, v)$, we must have
1. $|\mathcal{L}(T_1(u)) \cap \mathcal{L}(\overline{T_2(v)})| = |\mathcal{L}(T_1(u))| - |\mathcal{L}(T_1(u)) \cap \mathcal{L}(T_2(v))|$, \\
2. $|\mathcal{L}(\overline{T_1(u)}) \cap \mathcal{L}(T_2(v))| = |\mathcal{L}(T_2(v))| - |\mathcal{L}(T_1(u)) \cap \mathcal{L}(T_2(v))|$, and \\
3. $|\mathcal{L}(\overline{T_1(u)}) \cap \mathcal{L}(\overline{T_2(v)})| = n - (|\mathcal{L}(T_1(u))| + |\mathcal{L}(T_2(v))| - |\mathcal{L}(T_1(u)) \cap \mathcal{L}(T_2(v))|)$. \\

We now analyze the time complexity of computing these values. For each $u \in \mathcal{V}(T_1)$, the value $|\mathcal{L}(T_1(u))|$ can be computed in $O(n)$ time by a simple post order traversal of $T_1$. The same holds for tree $T_2$. For a pair of nodes $u$ and $v$ from $T_1$ and $T_2$ respectively, the value $|\mathcal{L}(T_1(u)) \cap \mathcal{L}(T_2(v))|$ can be computed in $O(|Ch(u)| + |Ch(v)|)$ time and all the remaining three set intersection values in $O(1)$ time. Summing this over all possible pairs of edges, we get a total time complexity of $O(\sum_{u \in \mathcal{V}(T_1)} \sum_{v \in \mathcal{V}(T_2)} |Ch(u)| + |Ch(v)|)$, which is $O(n^2)$. 

We store these $O(n^2)$ values in an array indexed by $u$ and $v$, for each $u \in \mathcal{V}(T_1)$ and $v \in \mathcal{V}(T_2)$. This enables constant time insertion and look-up of any stored value, when the two relevant nodes are given.

4.5.2 Computing $|R(T_1)|$, $|U(T_1)|$ and $|U(T_2)|$

We use the following terminology. Let $e = (v, pa(v))$ be any internal edge in $T$. Consider any two leaves $x, y$ from $\mathcal{L}(T(v))$, and any leaf $z$ from $\mathcal{L}(\overline{T(v)})$. Then, the triplet $\{x, y, z\}$ must appear resolved as $xy|z$ in $T$; we say that the triplet tree $xy|z$ is induced by the edge $(v, pa(v))$. Note that the same resolved triplet tree may be induced by multiple edges in $T$. Additionally, if $x \in \mathcal{L}(T(v_1))$ and $y \in \mathcal{L}(T(v_2))$ for some $v_1, v_2 \in Ch(v)$ such that $v_1 \neq v_2$, then we say that the triplet tree $xy|z$ is strictly induced by the edge $(v, pa(v))$.

Lemma 4.5.2. Given a tree $T$ and a triplet $X$, if $T|X$ is fully resolved then $T|X$ is strictly induced by exactly one edge in $T$.

Proof. Let $X = \{a, b, c\}$. Without loss of generality, assume that $T|X = ab|c$. If $v$ denotes the lca of $a$ and $b$ in $T$, the edge $(v, pa(v))$ must induce $ab|c$. Moreover, $v$ must be the only node in $T$ for which there exist nodes $v_1, v_2 \in Ch(v)$ such that $a \in \mathcal{L}(T(v_1))$ and $b \in \mathcal{L}(T(v_2))$. Thus, there is exactly one edge in $T$ that strictly induces $T|X$. 


The following lemma shows how $|R(T_1)|$, $|U(T_1)|$ and $|U(T_2)|$ can all be computed in $O(n)$ time.

**Lemma 4.5.3.** Given a rooted phylogenetic tree $T$ over $n$ leaves, the values $|R(T)|$ and $|U(T)|$ can be computed in $O(n)$ time.

**Proof.** We compute the value $|R(T)|$ as follows: First, traverse the tree $T$ in post order to compute the values $\alpha_v = |L(T(v))|$ and $\beta_v = n - \alpha_v$ at each node $v \in V(T)$.

For any $v \in V(T) \setminus \{rt(T)\}$, let $\phi(v)$ denote the number of triplets that are strictly induced by the edge $(pa(v), v)$ in tree $T$. Observe that any triplet that is strictly induced by an edge in $T$ must be fully resolved in $T$. Thus, Lemma 4.5.2 implies that the sum of $\phi(v)$ over all internal nodes $v \in V(T) \setminus \{rt(T)\}$ yields the value $|R(T)|$. We now show how to compute the value of $\phi(v)$.

Let $X = \{a, b, c\}$ be a triplet that is counted in $\phi(v)$. And, without loss of generality, let $T_1|X = ab|c$. It can be verified that $X$ must satisfy the following two conditions: (i) $a, b \in L(T(v))$ and $c \in L(T(v))$, and (ii) there does not exist any $x \in Ch(v)$ such that $a, b \in L(T(x))$. The number of triplets that satisfy condition (i) is $\binom{\alpha_v}{2} \cdot \beta_v$, and the number of triplets that satisfy condition (i), but not condition (ii) is exactly $\sum_{x \in Ch(v)} \binom{\alpha_x}{2} \cdot \beta_v$. Thus, $\phi(v) = \gamma_v - \sum_{x \in Ch(v)} \binom{\alpha_x}{2} \cdot \beta_v$.

Computing $\phi(v)$ requires $O(\sum_{v \in V(T)} |Ch(v)|)$ time; hence, the time complexity for computing $|R(T)|$ is $O(n)$, which is $O(n)$.

Since $|R(T)| + |U(T)| = \binom{n}{3}$, the value $|U(T)|$ is easily computed in $O(1)$ additional time.

**4.5.3 Computing $|S(T_1, T_2)|$**

We now describe an $O(n^2)$ time algorithm to compute the size of the set $S(T_1, T_2)$ of shared triplets; that is, triplets that are fully, and identically, resolved in $T_1$ and $T_2$.

For any $u \in V(T_1) \setminus (rt(T_1) \cup L(T_1))$ and $v \in V(T_2) \setminus (rt(T_2) \cup L(T_2))$, let $s(u, v)$ denote the number of identical triplet trees strictly induced by edge $(u, pa(u))$ in $T_1$ and edge $(v, pa(v))$ in $T_2$. Our algorithm uses the values computed in the preprocessing step to compute the number $s(u, v)$. We have the following result.
Lemma 4.5.4. Given $T_1$ and $T_2$, we have,

$$|S(T_1,T_2)| = \sum_{u \in V(T_1) \setminus (rt(T_1) \cup \mathcal{L}(T_1))} \sum_{v \in V(T_2) \setminus (rt(T_2) \cup \mathcal{L}(T_2))} s(u,v).$$ \hspace{1cm} (4.11)

Proof. Consider any triplet $X \in S(T_1,T_2)$. Since $T_1|X$ is fully resolved and $T_1|X = T_2|X$ then, by Lemma 4.5.2, there exists exactly one node $u \in V(T_1) \setminus rt(T_1)$ and one node $v \in V(T_2) \setminus rt(T_2)$ such that the edge $(u, pa(u))$ strictly induces $T_1|X$ in $T_1$, and edge $(v, pa(v))$ strictly induces $T_2|X$ in $T_2$. Additionally, neither $u$ nor $v$ can be leaf nodes in $T_1$ and $T_2$ respectively. Thus, $X$ would be counted exactly once on the right-hand side of Equation (4.11) in the value $s(u,v)$. Moreover, by the definition of $s(u,v)$, any triplet tree that is counted on the right-hand side of Equation (4.11) algorithm must belong to the set $S(T_1,T_2)$. The Lemma follows.

The following lemma shows how to compute the value of $s(u,v)$.

Lemma 4.5.5. Given any $u \in V(T_1) \setminus (rt(T_1) \cup \mathcal{L}(T_1))$ and $v \in V(T_2) \setminus (rt(T_2) \cup \mathcal{L}(T_2))$, $s(u,v)$ can be computed in $O(|Ch(u)| \cdot |Ch(v)|)$ time.

Proof. We will show that $s(u,v) = n_1(u,v) - n_2(u,v) - n_3(u,v) + n_4(u,v)$, where

$$n_1(u,v) = \left(|\mathcal{L}(T_1(u)) \cap \mathcal{L}(T_2(v))|\right) \cdot \left|\mathcal{L}(T_1(u)) \cap \mathcal{L}(T_2(v))\right|,$$

$$n_2(u,v) = \sum_{x \in Ch(u)} \left(|\mathcal{L}(T_1(u)) \cap \mathcal{L}(T_2(x))|\right) \cdot \left|\mathcal{L}(T_1(u)) \cap \mathcal{L}(T_2(x))\right|,$$

$$n_3(u,v) = \sum_{x \in Ch(v)} \left(|\mathcal{L}(T_1(u)) \cap \mathcal{L}(T_2(x))|\right) \cdot \left|\mathcal{L}(T_1(u)) \cap \mathcal{L}(T_2(x))\right|,$$

$$n_4(u,v) = \sum_{x \in Ch(u)} \sum_{y \in Ch(v)} \left(|\mathcal{L}(T_1(u)) \cap \mathcal{L}(T_2(y))|\right) \cdot \left|\mathcal{L}(T_1(u)) \cap \mathcal{L}(T_2(y))\right|.$$

Consider any triplet tree, $ab|c$, counted in $s(u,v)$. It can be verified that $ab|c$ must satisfy the following three conditions: (i) $a, b \in \mathcal{L}(T_1(u)) \cap \mathcal{L}(T_2(v))$ and $c \in \mathcal{L}(T_1(u)) \cap \mathcal{L}(T_2(v))$, (ii) there does not exist any $x \in Ch(u)$ such that $a, b \in \mathcal{L}(T_1(x))$, and (iii) there does not exist any $x \in Ch(v)$ such that $a, b \in \mathcal{L}(T_2(x))$. Moreover, observe that any triplet tree $ab|c$ that satisfies these three conditions is counted in $s(u,v)$. Therefore, $s(u,v)$ is exactly the number of triplet trees that satisfy all three conditions (i), (ii) and (iii).

The number of triplet trees that satisfy condition (i) is given by $n_1(u,v)$. Some of the triplet trees that satisfy condition (i) may not satisfy conditions (ii) or (iii); these must not
Procedure: $S(T_1,T_2)$
1: for each internal node $u \in V(T_1) \setminus rt(T_1)$ do
2: for each internal node $v \in V(T_2) \setminus rt(T_2)$ do
3: Compute $s(u,v)$.
4: return the sum of all computed $s(\cdot,\cdot)$.

Figure 4.1 Computing $|S(T_1,T_2)|$

be counted in $s(u,v)$. The value $n_2(u,v)$ is exactly the number of triplet trees that satisfy condition (i) but not condition (ii). Similarly, $n_3(u,v)$ is exactly the number of triplet trees that satisfy condition (i) but not (iii). Thus, the second and third terms must be subtracted from the first term. However, there may be triplet trees that satisfy condition (i) but neither (ii) nor (iii), and, consequently, get subtracted in both the second and third terms. In order to adjust for these, the value $n_4(u,v)$ counts exactly those triplet trees that satisfy condition (i) but not (ii) and (iii).

A summary of our algorithm to compute $|S(T_1,T_2)|$ appears in Figure 4.1.

Lemma 4.5.6. Given two rooted phylogenetic trees $T_1$ and $T_2$ on the same $n$ leaves, the value $|S(T_1,T_2)|$ can be computed in $O(n^2)$ time.

Proof. By Lemma 4.5.4, the algorithm of Figure 4.1 computes the value $|S(T_1,T_2)|$ correctly. We now analyze its complexity. The running time of the algorithm is dominated by the complexity of computing the value $s(u,v)$ for each pair of internal nodes $u \in V(T_1)$ and $v \in V(T_2)$. According to Lemma 4.5.5, the value $s(u,v)$ can be computed in $O(|Ch(u)| \cdot |Ch(v)|)$ time. Thus, the total time complexity of the algorithm is $O(\sum_{u \in V(T_1)} \sum_{v \in V(T_2)} |Ch(u)| \cdot |Ch(v)|)$, which is $O(n^2)$.

4.5.4 Computing $|R_1(T_1,T_2)|$

Next, we describe an $O(n^2)$-time algorithm that computes the cardinality of the set $R_1(T_1,T_2)$ of triplets that are resolved only in tree $T_1$. First, we need a definition. Let $X$ be a triplet that is unresolved in $T_2$. Let $v$ be the least common ancestor (lca) of $X$ in $T_2$. We say that $X$
is associated with $v$. Observe that node $v$ must be internal and unresolved. Note also that $X$ is associated with exactly one node in $T_2$.

For any $u \in \mathcal{V}(T_1) \setminus (rt(T_1) \cup \mathcal{L}(T_1))$ and $v \in \mathcal{V}(T_2) \setminus \mathcal{L}(T_1)$, let $r_1(u, v)$ denote the number of triplets $X$ such that $T_1|X$ is strictly induced by edge $(u, pa(u))$ in $T_1$, and $X$ is associated with the node $v$ in $T_2$.

The triplets counted in $r_1(u, v)$ must be resolved in $T_1$ but unresolved in $T_2$. Our algorithm computes the value $|R_1(T_1, T_2)|$ by computing, for each $u \in \mathcal{V}(T_1) \setminus (rt(T_1) \cup \mathcal{L}(T_1))$ and $v \in \mathcal{V}(T_2) \setminus \mathcal{L}(T_2)$, the value $r_1(u, v)$. We claim that the sum of all the computed $r_1(u, v)$'s yields the value $|R_1(T_1, T_2)|$.

**Lemma 4.5.7.** Given $T_1$ and $T_2$, we must have,

$$|R(T_1, T_2)| = \sum_{u \in \mathcal{V}(T_1) \setminus (rt(T_1) \cup \mathcal{L}(T_1)), \ v \in \mathcal{V}(T_2) \setminus \mathcal{L}(T_2)} r_1(u, v).$$  \hspace{1cm} (4.12)

**Proof.** Consider any triplet $X \in \mathcal{R}_1(T_1, T_2)$. By Lemma 4.5.2, there exists exactly one node $u \in \mathcal{V}(T_1) \setminus rt(T_1)$ such that the edge $(u, pa(u))$ strictly induces $T_1|X$ in $T_1$. Also observe that there must be exactly one unresolved node $v \in \mathcal{V}(T_2)$ with which $X$ is associated. Additionally, neither $u$ nor $v$ can be leaf nodes in $T_1$ and $T_2$ respectively. Thus, $X$ would be counted exactly once in the right-hand side of Equation (4.12); in the value $r_1(u, v)$. Moreover, by the definition of $r_1(u, v)$, any triplet that is counted in the right-hand side of Equation (4.12) must belong to the set $\mathcal{R}_1(T_1, T_2)$. The lemma follows. 

Given a path $u_1, u_2, \ldots, u_k$, where $k \geq 2$, in tree $T_1$ such that $u_k$ is an internal node and $u_1$ is an ancestor of $u_k$, let $\gamma(u_1, u_k, v)$ denote the number of triplets $X$ such that $T_1|X$ is induced by every edge $(u_{i-1}, u_i)$, for $2 \leq i \leq k$, in $T_1$ and $X$ is associated with node $v$ in $T_2$.

The following lemma shows how the value of $r_1(u, v)$ can be computed by first computing certain $\gamma(\cdot, \cdot, \cdot)$ values.

**Lemma 4.5.8.** For any $u \in \mathcal{V}(T_1) \setminus (rt(T_1) \cup \mathcal{L}(T_1))$ and $v \in \mathcal{V}(T_2) \setminus \mathcal{L}(T_2)$,

$$r_1(u, v) = \gamma(pa(u), u, v) - \sum_{x \in \mathcal{Ch}(u)} \gamma(pa(u), x, v).$$
Proof. Let $X = \{a, b, c\}$ be a triplet that is counted in $r_1(u, v)$. And, without loss of generality, let $T_1 | X = ab|c$. It can be verified that $X$ must satisfy the following three conditions: (i) $X$ must be associated with $v$ in $T_2$, (ii) $a, b \in \mathcal{L}(T_1(u))$ and $c \in \mathcal{L}(\overline{T_1(u)})$, and (iii) there must not exist any $x \in Ch(u)$ such that $a, b \in \mathcal{L}(T_1(x))$. Moreover, observe that if there exists a triplet $X = \{a, b, c\}$ that satisfies these three conditions, then $X$ will be counted in $r_1(u, v)$; these three conditions are thus necessary and sufficient.

Now observe that $\gamma(pa(u), u, v)$ counts exactly those triplets that satisfy conditions (i) and (ii), while $\sum_{x \in Ch(u)} \gamma(pa(u), x, v)$ counts exactly those triplets that satisfy conditions (i) and (ii), but not condition (iii). The lemma follows immediately.

To compute the value of $\gamma(\cdot, \cdot, \cdot)$ efficiently we rely on the following lemma.

Lemma 4.5.9. Consider a path $u_1, u_2, \ldots, u_k$, where $k \geq 2$, in tree $T_1$ such that $u_k$ is an internal node and $u_1$ is an ancestor of $u_k$. And let $v \in \mathcal{V}(T_2)$ be an internal unresolved node. Then,

$$\gamma(u_1, u_k, v) = n_1(u_1, u_k, v) - n_2(u_1, u_k, v) - n_3(u_1, u_k, v) - n_4(u_1, u_k, v),$$

where

$$n_1(u_1, u_k, v) = \left(\frac{|\mathcal{L}(T_2(v)) \cap \mathcal{L}(T_1(u_k))|}{2}\right) \cdot |\mathcal{L}(T_2(v)) \cap \mathcal{L}(\overline{T_1(u_k)})|,$$

$$n_2(u_1, u_k, v) = \sum_{x \in Ch(v)} \left(\frac{|\mathcal{L}(T_2(x)) \cap \mathcal{L}(T_1(u_k))|}{2}\right) \cdot |\mathcal{L}(T_2(x)) \cap \mathcal{L}(\overline{T_1(u_k)})|,$$

$$n_3(u_1, u_k, v) = \sum_{x \in Ch(v)} \left(\frac{|\mathcal{L}(T_1(u_k)) \cap \mathcal{L}(T_2(x))|}{2}\right) \cdot |\mathcal{L}(T_2(v)) \cap \mathcal{L}(\overline{T_1(u_k)})| - |\mathcal{L}(T_2(x)) \cap \mathcal{L}(\overline{T_1(u_k)})|,$$

and

$$n_4(u_1, u_k, v) = \sum_{x \in Ch(v)} |\mathcal{L}(T_2(x)) \cap \mathcal{L}(T_1(u_k))| \cdot |\mathcal{L}(T_2(x)) \cap \mathcal{L}(\overline{T_1(u_k)})|$$

$$- \left(\frac{|\mathcal{L}(T_2(v)) \cap \mathcal{L}(T_1(u_k))|}{2}\right) \cdot |\mathcal{L}(T_2(x)) \cap \mathcal{L}(\overline{T_1(u_k)})|$$

$$- \left(\frac{|\mathcal{L}(T_2(v)) \cap \mathcal{L}(T_1(u_k))|}{2}\right) \cdot |\mathcal{L}(T_2(x)) \cap \mathcal{L}(\overline{T_1(u_k)})|.$$
Procedure: $\mathcal{R}_1(T_1, T_2)$
1. for each internal node $u \in \mathcal{V}(T_1) \setminus \{rt(T_1)\}$ do
2. for each internal unresolved node $v \in \mathcal{V}(T_2)$ do
3. Compute $r_1(u, v)$.
4. return the sum of all computed $r_1(\cdot, \cdot)$.

Figure 4.2 Computing $|\mathcal{R}_1(T_1, T_2)|$

triplet, all three leaves of $X$ must belong to the same subtree of $T_2$ rooted at a child of $v$. The number of such triplets is thus simply $n_2(u_1, u_k, v)$.

2. The lca of $X$ in $T_2$ is node $v$, $X$ is resolved in $T_2$ and $T_1|X = T_2|X$: A relevant triplet $X$ satisfies this criterion if and only if there exists a child $x \in \text{Ch}(v)$, such that the two leaves of this triplet that belong to $\mathcal{L}(T_1(u_k))$ in tree $T_1$ also occur in $\mathcal{L}(T_2(x))$, and, the third leaf (which occurs in $\mathcal{L}(T_1(u_2))$ in $T_1$) occurs in $\mathcal{L}(T_2(y))$ where $y \in \text{Ch}(v) \setminus \{x\}$. The number of such $X$ is thus equal to $n_3(u_1, u_k, v)$.

3. The lca of $X$ in $T_2$ is node $v$, $X$ is resolved in $T_2$, but $T_1|X \neq T_2|X$: A relevant triplet $X$ satisfies this criterion if and only if there exists a child $x \in \text{Ch}(v)$, such that a pair of the leaves of $X$ that occur in $\mathcal{L}(T_1(u_k))$ and $\mathcal{L}(T_1(u_2))$ respectively in tree $T_1$ occur in $\mathcal{L}(T_2(x))$ in tree $T_2$, and, the third leaf (which occurs in $\mathcal{L}(T_2(x))$ in $T_1$) occurs in $\mathcal{L}(T_2(y))$ where $y \in \text{Ch}(v) \setminus \{x\}$. The number of such $X$ is thus given by $n_4(u_1, u_k, v)$.

4. The lca of $X$ in $T_2$ is node $v$, and $X$ is unresolved in $T_2$: By definition, the number of relevant triplets that satisfy this criterion is exactly $\gamma(u_1, u_k, v)$.

We have shown that $n_2(u_1, u_k, v)$, $n_3(u_1, u_k, v)$, and $n_4(u_1, u_k, v)$ are exactly the number of relevant triplets belonging to categories 1, 2, and 3 respectively. The lemma follows.

Remark. We do not compute the quantity $\gamma(u_1, u_k, v)$ directly because doing so seems to require higher time complexity than our indirect method.

A summary of our algorithm for computing $|\mathcal{R}_1(T_1, T_2)|$ appears in Figure 4.2.

Lemma 4.5.10. Given two phylogenetic trees $T_1$ and $T_2$ on the same $n$ leaves, the value $|\mathcal{R}_1(T_1, T_2)|$ can be computed in $O(n^2)$ time.
Proof. By Lemma 4.5.7, the algorithm of Figure 4.2 computes the value $|R_1(T_1, T_2)|$ correctly. We now analyze its complexity. For any given candidate nodes $u, v$, Lemma 4.5.9 shows how to compute $\gamma(\cdot, \cdot, v)$ in $O(Ch(v))$ time, and consequently, by Lemma 4.5.8, the value $r_1(u, v)$ can be computed in $O(|Ch(u)| \cdot |Ch(v)|)$ time. Thus, the total time complexity of the algorithm is $O(\sum_{u \in V(T_1)} \sum_{v \in V(T_2)} |Ch(u)| \cdot |Ch(v)|)$, which is $O(n^2)$. □

4.6 An approximation algorithm for parametric quartet distance

We now consider the problem of computing the parametric quartet distance (PQD) between two unrooted trees. Our main result is an $O(n^2)$-time 2-approximate algorithm for PQD.

Our approach is similar to the one for computing the parametric triplet distance. Observe that Proposition 4.5.1 and, thus, Equation (4.10) hold even when the unit of distance is quartets instead of triplets. Christiansen et al. [19] show how to compute the values $|S(T_1, T_2)|$, $|R(T_1)|$, $|U(T_1)|$, and $|U(T_2)|$ within $O(n^2)$ time. In Section 4.6.1 we show how to compute, in $O(n^2)$ time, a value $y$ such that $|R_1(T_1, T_2)| \leq y \leq 2|R_1(T_1, T_2)|$. Now, let us substitute the values of $|R(T_1)|$, $|U(T_1)|$, $|U(T_2)|$ and $|S(T_1, T_2)|$ into Equation (4.10), and use the value of $y$ instead of $|R_1(T_1, T_2)|$. Assuming $p \geq 1/2$, it can be seen that the result is a 2-approximation to $d^{(p)}(T_1, T_2)$.

To summarize, we have the following result.

Theorem 4.6.1. Given two unrooted phylogenetic trees $T_1$ and $T_2$ on the same $n$ leaves, and a parameter $p \geq 1/2$, a value $x$ such that $d^{(p)}(T_1, T_2) \leq x \leq 2 \cdot d^{(p)}(T_1, T_2)$ can be computed in $O(n^2)$ time.

We note that the $(2p - 1) \cdot |R_1(T_1, T_2)|$ term in Eqn. (4.10) vanishes when $p = \frac{1}{2}$. In this case, we don’t even need to compute $|R_1(T_1, T_2)|$ to get the exact value of $d^{(p)}(T_1, T_2)$.

4.6.1 Computing a 2-approximate value of $|R_1(T_1, T_2)|$

Let $(u, v)$ be an edge in tree $T$. Removal of this edge splits the tree $T$ into two subtrees. We denote the subtree that contains node $u$ by $T(\overline{u}, v)$, and the other subtree by $T(\overline{v}, u)$. Also, we define $\text{adj}(u)$ to be the set of nodes that are adjacent to $u$. An (undirected) edge $(u, v) \in E(T)$
can be viewed as two directed edges \((\overrightarrow{u,v})\) and \((\overrightarrow{v,u})\). Let \(\overrightarrow{E}(T)\) denote the set of directed edges in tree \(T\). Though our trees do not really contain any directed edges, the idea of viewing an undirected edge as two directed ones will be useful for stating our algorithm and proving its correctness.

To achieve the claimed time complexity, our algorithm relies on a preprocessing step which computes and stores, for each pair of directed edges \((\overrightarrow{u_1,v_1})\) and \((\overrightarrow{u_2,v_2})\), the quantity \(|\mathcal{L}(T_1(\overrightarrow{u_1,v_1})) \cap \mathcal{L}(T_2(\overrightarrow{u_2,v_2}))|\). This can be accomplished in \(O(n^2)\) by arbitrarily rooting \(T_1\) and \(T_2\) at any internal node and proceeding as in the preprocessing step for the triplet distance case (see Section 4.5.1).

Consider any two leaves \(a, b\) from \(\mathcal{L}(T(\overrightarrow{u,v}))\), and any two leaves \(c, d\) from \(\mathcal{L}(T(\overrightarrow{v,u}))\). Then, the quartet \(\{a, b, c, d\}\) must appear resolved as \(ab|cd\) in \(T\); we say that the quartet tree \(ab|cd\) is induced by the edge \((u, v)\). Note that the same resolved quartet tree may be induced by multiple edges in \(T\). Additionally, if \(x \in u_1\) and \(y \in u_2\) for some \(u_1, u_2 \in \text{adj}(u) \setminus \{v\}\) such that \(u_1 \neq u_2\), then we say that the quartet tree \(ab|cd\) is strictly induced by the directed edge \((\overrightarrow{u,v})\).

Consider a quartet \(\{a, b, c, d\}\). Then, the corresponding quartet tree is unresolved in \(T\) if and only if there exists exactly one node \(w\) such that the paths from \(w\) to \(a, w\) to \(b, w\) to \(c,\) and \(w\) to \(d\) do not share any edges. We say that quartet \(\{a, b, c, d\}\) is associated with node \(w\) in \(T\). Thus, each unresolved quartet tree from \(T\) is associated with exactly one node in \(T\).

For any directed edge \((\overrightarrow{u,v})\) in \(\overrightarrow{E}(T_1)\) and \(w \in V(T_2) \setminus \mathcal{L}(T_1)\), let \(r_1((\overrightarrow{u,v}), w)\) denote the number of quartets \(X\) such that \(T_1|X\) is strictly induced by the directed edge \((\overrightarrow{u,v})\) in \(T_1\), and \(X\) is associated with the node \(w\) in \(T_2\).

The quartets counted in \(r_1((\overrightarrow{u,v}), w)\) must be resolved in \(T_1\) but unresolved in \(T_2\). We have the following result.

**Lemma 4.6.1.** Given \(T_1\) and \(T_2\), we have,

\[
2 \cdot |\mathcal{R}_1(T_1, T_2)| = \sum_{(\overrightarrow{u,v}) \in \overrightarrow{E}(T_1), \atop w \in V(T_2) \setminus \mathcal{L}(T_2)} r_1((\overrightarrow{u,v}), w).
\]

**Proof.** Let \(X = \{a, b, c, d\}\) be any quartet in \(|\mathcal{R}_1(T_1, T_2)|\). Without loss of generality, assume that \(T_1|X = ab|cd\), and that \(X\) is associated with node \(w \in V(T_2) \setminus \mathcal{L}(T_2)\). Since \(X\) appears
resolved in $T_1$, $\overrightarrow{E}(T_1)$ must have exactly two directed edges, say $(\overrightarrow{u_1, v_1})$ and $(\overrightarrow{u_2, v_2})$, which strictly induce $ab|cd$. Thus, $X$ is counted in exactly two of the $r_1(\cdot, \cdot)$’s, namely, $r_1((\overrightarrow{u_1, v_1}), w)$, and $r_1((\overrightarrow{u_2, v_2}), w)$. The lemma follows.

Thus, we can compute $|\mathcal{R}_1(T_1, T_2)|$ by computing all the $O(n^2)$, $r_1((\overrightarrow{u, v}), w)$’s. However, doing so seems to require at least $\Theta(n^2 \cdot d)$ time, where $d$ is the degree of $T_1$. Instead, our algorithm computes a 2-approximate value of $|\mathcal{R}_1(T_1, T_2)|$ in $O(n^2)$ time. For this we rely on the next lemma.

**Lemma 4.6.2.** Given $T_1$ and $T_2$, let $T'_1$ denote the rooted tree obtained from $T_1$ by designating any internal node in $V(T_1)$ as the root. Then,

$$|\mathcal{R}_1(T_1, T_2)| \leq \sum_{u \in \mathcal{V}(T'_1) \setminus (r(T'_1) \cup \mathcal{L}(T'_1))} r_1((\overrightarrow{u, pa(u)}), w) \leq 2 \cdot |\mathcal{R}_1(T_1, T_2)|.$$  

*Proof.* First, observe that if $u \in \mathcal{L}(T'_1)$ and $w \in \mathcal{V}(T_2) \setminus \mathcal{L}(T_2)$, then $r_1((\overrightarrow{u, pa(u)}), w) = 0$. Therefore, we must have

$$\sum_{u \in \mathcal{V}(T'_1) \setminus (r(T'_1) \cup \mathcal{L}(T'_1)), \atop w \in \mathcal{V}(T_2) \setminus \mathcal{L}(T_2)} r_1((\overrightarrow{u, pa(u)}), w) = \sum_{u \in \mathcal{V}(T'_1) \setminus r(T'_1), \atop w \in \mathcal{V}(T_2) \setminus \mathcal{L}(T_2)} r_1((\overrightarrow{u, pa(u)}), w).$$

Second, observe that $\mathcal{E}(T_1) = \mathcal{E}(T'_1)$ and, therefore, by Lemma 4.6.1, we must have

$$\sum_{u \in \mathcal{V}(T'_1) \setminus r(T'_1), \atop w \in \mathcal{V}(T_2) \setminus \mathcal{L}(T_2)} r_1((\overrightarrow{u, pa(u)}), w) \leq 2 \cdot |\mathcal{R}_1(T_1, T_2)|.$$  

This proves the second inequality in the lemma.

To complete the proof, we now prove the first inequality. Let $X = \{a, b, c, d\}$ be any quartet in $|\mathcal{R}_1(T_1, T_2)|$, and, without loss of generality, assume that $T_1|X = ab|cd$, and that $X$ is associated with node $w \in \mathcal{V}(T_2) \setminus \mathcal{L}(T_2)$. Since $X$ appears resolved in $T_1$, $\overrightarrow{E}(T_1)$ must have exactly two directed edges, say $(\overrightarrow{u_1, v_1})$ and $(\overrightarrow{u_2, v_2})$, which strictly induce $ab|cd$. Consider the edge $(u_1, v_1) \in \mathcal{E}(T'_1)$. There are two possible cases: Either $v_1 = pa(u_1)$, or $u_1 = pa(v_1)$. If $v_1 = pa(u_1)$ then the quartet $X$ will be counted in the value $r_1((\overrightarrow{u_1, pa(u_1)}), w)$. Otherwise, if $u_1 = pa(v_1)$, then $u_1, v_1, v_2, u_2$ must appear on a same root-to-leaf path in $T'_1$. Consequently,
we must have \( v_2 = pa(u_2) \) and the quartet \( X \) would be counted in the value \( r_1((\overline{u_2}, pa(u_1)), w) \). Thus, we must have \(|R_1(T_1, T_2)| \leq \sum_{u \in V(T_1) \setminus \mathcal{L}(T_1)} \sum_{w \in V(T_2) \setminus \mathcal{L}(T_2)} r_1((u, pa(u)), w) \). The lemma follows.

Thus, the idea for efficiently computing 2-approximate value of \(|R_1(T_1, T_2)|\) is to first root \( T_1 \) arbitrarily at any internal node and then compute the value \( r_1((\overline{u}, pa(u)), w) \) for each non-root node \( u \in V(T_1) \) and each \( w \in V(T_2) \setminus \mathcal{L}(T_1) \).

We now direct our attention to the problem of efficiently computing all the required values \( r_1(\cdot, \cdot) \). Given a path \( u_1, u_2, \ldots, u_k \) in \( T_1 \), where \( k \geq 2 \), let \( \gamma(u_1, u_k, w) \) denote the number of quartets \( X \) such that \( T_1|X \) is induced in \( T_1 \) by every edge \( (u_{i-1}, u_i) \), \( 2 \leq i \leq k \), and \( X \) is associated with node \( w \) in \( T_2 \).

The following lemma is analogous to Lemma 4.5.8, and shows how the value \( r_1(\cdot, \cdot) \) can be computed by first computing certain \( \gamma(\cdot, \cdot, \cdot) \) values.

**Lemma 4.6.3.** Let \((u, v) \in \mathcal{L}(T_1)\), and \( w \in V(T_2) \setminus \mathcal{L}(T_2) \), then,

\[
r_1((\overline{u}, v), w) = \gamma(u, v, w) - \sum_{x \in \text{adj}(u) \setminus \{v\}} \gamma(x, v, w).
\]

**Proof.** Let \( X = \{a, b, c, d\} \) be a quartet that is counted in \( r_1((\overline{u}, v), w) \). And, without loss of generality, let \( T_1|X = ab|cd \) such that \( a, b \in \mathcal{L}(T_1(\overline{u}, v)) \). It can be verified that \( X \) must satisfy the following three conditions: (i) \( X \) must be associated with node \( w \) in \( T_2 \), (ii) \( a, b \in \mathcal{L}(T_1(\overline{u}, v)) \) and \( c, d \in \mathcal{L}(T_1(\overline{u}, v)) \), and (iii) there must not exist any \( x \in \text{adj}(u) \setminus \{v\} \) such that \( a, b \in \mathcal{L}(T_1(\overline{u}, v)) \). Moreover, observe that if there exists a quartet \( X = \{a, b, c, d\} \) that satisfies these three conditions, then \( X \) will be counted in \( r_1((\overline{u}, v), w) \); these three conditions are thus necessary and sufficient.

Now observe that \( \gamma(u, v, v) \) counts exactly all those quartets that satisfy conditions (i) and (ii), while \( \sum_{x \in \text{Ch}(u)} \gamma(pa(u), x, v) \) counts exactly all those quartets that satisfy conditions (i) and (ii), but not condition (iii). The lemma follows.

To state our next results we need the following notation. Given phylogenetic trees \( T_1 \) and \( T_2 \), consider a path \( u_1, u_2, \ldots, u_k \) where \( k \geq 2 \), in tree \( T_1 \), and an internal node \( w \in V(T_2) \) of
degree at least 4. Let $P = \mathcal{L}(T_1(\overline{u_1}, u_2))$, $Q = \mathcal{L}(T_1(\overline{u_k}, u_{k-1}))$ and let $x_1, \ldots, x_{|\text{adj}(w)|}$ denote the neighbors of $w$. Consider the quartets that are induced by every edge $(u_{i-1}, u_i)$, $2 \leq i \leq k$, in $T_1$: Let us call these quartets relevant. Observe that a quartet is relevant if and only if it contains exactly two leaves from $P$ and two leaves from $Q$. Let

1. $n_1(u_1, u_k, w)$ denote the number of relevant quartets $X$ for which there exists a neighbor $x$ of $w$ in tree $T_2$, such that $X$ is completely contained in $T_2(\overline{x}, w)$,

2. $n_2(u_1, u_k, w)$ denote the number of relevant quartets $X$ for which there exist two neighbors $x, y$ of $w$ in tree $T_2$, such that $T_2(\overline{x}, w)$ contains three leaves from $X$ and $T_2(\overline{y}, w)$ contains the other leaf,

3. $n_3(u_1, u_k, w)$ denote the number of relevant quartets $X$ for which there exist two neighbors $x, y$ of $w$ in tree $T_2$, such that $T_2(\overline{x}, w)$ contains two leaves from $X$ and $T_2(\overline{y}, w)$ contains the other two leaves, and

4. $n_4(u_1, u_k, w)$ denote the number of relevant quartets $X$ for which there exist three neighbors $x, y, z$ of $w$ in tree $T_2$, such that $T_2(\overline{x}, w)$ contains two leaves from $X$, $T_2(\overline{y}, w)$ contains one leaf from $X$, and $T_2(\overline{z}, w)$ contains the remaining leaf.

Then, we must have the following.

**Lemma 4.6.4.**

\[
\gamma(u_1, u_k, w) = \binom{|P|}{2} \cdot \binom{|Q|}{2} - n_1(u_1, u_k, w) - n_2(u_1, u_k, w) - n_3(u_1, u_k, w) - n_4(u_1, u_k, w).
\]

(4.13)

**Proof.** The term $\binom{|P|}{2} \cdot \binom{|Q|}{2}$ is the number of relevant quartets. Furthermore, each relevant quartet must occur in tree $T_2$ in exactly one of the five configurations captured by the terms $n_1(u_1, u_k, w)$, $n_2(u_1, u_k, w)$, $n_3(u_1, u_k, w)$, $n_4(u_1, u_k, w)$, and $\gamma(u_1, u_k, w)$. The lemma follows.

\[\square\]

The following four lemmas deal with the computation of the values $n_1(u_1, u_k, w)$, $n_2(u_1, u_k, w)$, $n_3(u_1, u_k, w)$, and $n_4(u_1, u_k, w)$. 
Lemma 4.6.5. The value $n_1(u_1, u_k, w)$ can be computed in $O(|\text{adj}(w)|)$ time.

Proof. We will show that

$$n_1(u_1, u_k, w) = \sum_{i=1}^{\text{|adj}(w)|} \left( \frac{|\mathcal{L}(T_2(\overline{x_i}, w)) \cap P|}{2} \right) \cdot \left( \frac{|\mathcal{L}(T_2(\overline{x_i}, w)) \cap Q|}{2} \right). \quad (4.14)$$

The right hand side of Equation (4.14) counts all those quartets which are completely contained in $\mathcal{L}(T_2(\overline{x}, w))$ for some $x \in \text{adj}(w)$ and which have two elements from $P$ and two from $Q$. These are exactly the quartets that must be counted in $n_1(u_1, u_k, w)$. □

Lemma 4.6.6. The value $n_2(u_1, u_k, w)$ can be computed in $O(|\text{adj}(w)|)$ time.

Proof. We will show that

$$n_2(u_1, u_k, w) = \sum_{i=1}^{\text{|adj}(w)|} \left( \frac{|\mathcal{L}(T_2(\overline{x_i}, w)) \cap P|}{2} \cdot |\mathcal{L}(T_2(\overline{x_i}, w)) \cap Q| \cdot |\mathcal{L}(T_2(\overline{w}, \overline{x_i})) \cap Q| \right). \quad (4.15)$$

The quartets $X$ counted in $n_2(u_1, u_k, w)$ are exactly those quartets for which there exist two neighbors $x, y$ of $w$ such that either (i) $X \cap \mathcal{L}(T_2(\overline{x}, w))$ contains two leaves from $P$ and one from $Q$, and $X \cap \mathcal{L}(T_2(\overline{y}, w))$ contains a leaf from $Q$ or (ii) $X \cap \mathcal{L}(T_2(\overline{x}, w))$ contains two leaves from $Q$ and one from $P$, and $X \cap \mathcal{L}(T_2(\overline{y}, w))$ contains a leaf from $P$. The first term on the right hand side of Equation (4.15) is exactly the number of quartets that satisfy condition (i), and the second term on the right hand side is exactly the number of quartets satisfying condition (ii). □

Lemma 4.6.7. The value $n_3(u_1, u_k, w)$ can be computed in $O(|\text{adj}(w)|)$ time.

Proof. We will show that

$$n_3(u_1, u_k, w) = \sum_{i=1}^{\text{|adj}(w)|} \left\{ \alpha - \left( \frac{|\mathcal{L}(T_2(\overline{x_i}, w)) \cap P|}{2} \right) \right\} \cdot \left( \frac{|\mathcal{L}(T_2(\overline{x_i}, w)) \cap Q|}{2} \right) \quad (4.16)$$

$$+ \frac{1}{2} \sum_{i=1}^{\text{|adj}(w)|} \left\{ \gamma - |\mathcal{L}(T_2(\overline{x_i}, w)) \cap P| \cdot |\mathcal{L}(T_2(\overline{x_i}, w)) \cap Q| \right\} \cdot |\mathcal{L}(T_2(\overline{x_i}, w)) \cap P| \cdot |\mathcal{L}(T_2(\overline{x_i}, w)) \cap Q|. $$
Where,
\[
\alpha = \sum_{i=1}^{\text{adj}(w)} \left( \frac{|L(T_2(\overline{x_i}, w)) \cap P|}{2} \right),
\]
\[
\gamma = \sum_{i=1}^{\text{adj}(w)} |L(T_2(\overline{x_i}, w)) \cap P| \cdot |L(T_2(\overline{x_i}, w)) \cap Q|.
\]
(4.17)

The quartets \(X\) counted in \(n_3(u_1, u_k, w)\) are exactly those quartets for which there exist

two neighbors \(x, y\) of \(w\) such that either (i) \(X \cap L(T_2(\overline{x}, w))\) contains two leaves from \(P\), and \(T_2(\overline{y}, w)\) contains two leaves from \(Q\), or (ii) \(X \cap L(T_2(\overline{x}, w))\) and \(X \cap L(T_2(\overline{y}, w))\) both contain

one leaf each from \(P\) and \(Q\). The first term on the right hand side of Equation (4.16) is exactly the

number of quartets that satisfy condition (i). The sum in the second term on the right hand side counts the quartets satisfying condition (ii) exactly twice each (due to the symmetry between \(x\) and \(y\) in condition (ii)). This explains the \(\frac{1}{2}\) multiplicative factor.

**Lemma 4.6.8.** The value \(n_2(u_1, u_k, w)\) can be computed in \(O(|\text{adj}(w)|)\) time.

**Proof.** We will show that
\[
n_4(u_1, u_k, w) = \sum_{i=1}^{\text{adj}(w)} \left( \frac{|L(T_2(\overline{x_i}, w)) \cap P|}{2} \right) \cdot \left( \frac{|L(T_2(\overline{w}, x_i)) \cap Q|}{2} \right)
\]
\[
+ \sum_{i=1}^{\text{adj}(w)} \left( \frac{|L(T_2(\overline{x_i}, w)) \cap Q|}{2} \right) \cdot \left( \frac{|L(T_2(\overline{w}, x_i)) \cap P|}{2} \right)
\]
\[
+ \sum_{i=1}^{\text{adj}(w)} |L(T_2(\overline{x_i}, w)) \cap P| \cdot |L(T_2(\overline{x_i}, w)) \cap Q| \cdot |L(T_2(\overline{w}, x_i)) \cap P| \cdot |L(T_2(\overline{w}, x_i)) \cap Q| - 2 \cdot n_3(u_1, u_k, w).
\]
(4.19)

The quartets \(X\) counted in \(n_4(u_1, u_k, w)\) are exactly those quartets for which there exist

three neighbors \(x, y, z\) of \(w\) such that either (i) \(X \cap L(T_2(\overline{x}, w))\) contains two leaves from \(P\), and \(T_2(\overline{y}, w)\) and \(T_2(\overline{z}, w)\) each contain a leaf from \(Q\), or (ii) \(X \cap L(T_2(\overline{x}, w))\) contains two leaves from \(Q\), and \(X \cap L(T_2(\overline{y}, w))\) and \(X \cap L(T_2(\overline{z}, w))\) each contain a leaf from \(P\), or (iii) \(X \cap L(T_2(\overline{x}, w))\) contains a leaf from \(P\) and a leaf from \(Q\), \(X \cap L(T_2(\overline{y}, w))\) contains a leaf from \(P\), and \(X \cap L(T_2(\overline{z}, w))\) contains a leaf from \(Q\).
**Procedure: Approx-$R_1(T_1, T_2)$**
1: Convert the unrooted tree $T_1$ into a rooted one by rooting it at any internal node.
2: for each internal node $u \in V(T_1) \setminus rt(T_1)$ do
3: for each internal unresolved node $w \in V(T_2)$ do
4: Compute $r_1((u, pa(u)), w)$.
5: return the sum of all computed $r_1(\cdot, \cdot)$.

Figure 4.3 Computing a 2-approximation to $|R_1(T_1, T_2)|$

The first term on the right hand side of Equation (4.19) counts all the quartets that satisfy condition (i), and, in addition, all the quartets that satisfy condition (i) from the proof of Lemma 4.6.7. Similarly, the second term on the right hand side counts the quartets that satisfy condition (ii), along with all the quartets that satisfy condition (i) from the proof of Lemma 4.6.7. The third term on the right hand side counts those quartets that satisfy condition (iii), and also counts, exactly twice each (again due to symmetry), those that satisfy condition (ii) from the proof of Lemma 4.6.7.

**Lemma 4.6.9.** Given two unrooted phylogenetic trees $T_1$ and $T_2$ on the same size $n$ leaf set, a value $y$ such that $|R_1(T_1, T_2)| \leq y \leq 2 \cdot |R_1(T_1, T_2)|$ can be computed in $O(n^2)$ time.

*Proof.* Our algorithm to compute a 2-approximate value of $|R_1(T_1, T_2)|$ is summarized in Figure 4.3. Lemma 4.6.2 immediately implies that the algorithm computes a value between $|R_1(T_1, T_2)|$ and $2 \cdot |R_1(T_1, T_2)|$.

We now analyze the time complexity of our algorithm. By Lemmas 4.6.5, 4.6.6, 4.6.7, and 4.6.8, the values $n_1(u_1, u_k, w)$, $n_2(u_1, u_k, w)$, $n_3(u_1, u_k, w)$, and $n_4(u_1, u_k, w)$ can all be computed within $O(|adj(w)|)$ time. Hence, by Lemma 4.6.4, the value of any $\gamma(\cdot, \cdot, w)$ can be computed in $O(|adj(w)|)$ time. Lemma 4.6.3 now implies that, for any given $(u, v) \in E(T_1)$ and $w \in V(T_2) \setminus L(T_2)$, the value $r_1((u, v), w)$ can be computed within $O(|adj(u)| \cdot |adj(w)|)$ time. Thus, the total time complexity of the algorithm is $O(\sum_{u \in V(T_1)} \sum_{w \in V(T_2)} |Ch(u)| \cdot |adj(w)|)$, which is $O(n^2)$. \qed
CHAPTER 5. General Conclusion

This thesis deals with three different problems related to phylogeny construction: The gene-duplication problem, the duplication-loss problem, and the problem of effectively and efficiently comparing phylogenies. Our algorithm for the gene-duplication problem, presented in Chapter 2, has already been successfully applied to biological data. Burleigh et al., in [15], used an implementation of our algorithm to infer the plant tree of life on 136 species from 18,896 input gene trees. This analysis would have been infeasible to perform without our efficient algorithm. However, a lot more needs to be done in order to make the gene-duplication and duplication-loss problems even more amenable to large scale phylogenetic analyses. For example, it would help to have efficient branch and bound or integer programming based techniques for solving the gene-duplication and duplication-loss problems exactly. This could be used to verify the performance of the local search heuristics used to solve these problems in practice. Efficient and effective ways to deal with error in the input trees are also needed.

Our work on comparing phylogenies was inspired in part by the problem of building consensus trees. One way to obtain a consensus tree from a host of input trees is to define an appropriate distance measure between trees, and then to declare the median tree as the consensus tree. Since our parametric distance measure is a metric for $p \geq 1/2$, we can easily find a 2-approximation to the median tree (by simply picking an input tree that minimizes the total distance to the other input trees as our solution). However, it is not known whether computing the median tree under our parametric triplet/quartet distance measure is easy; we suspect that it is NP-hard. It would also be interesting to see if our measure can be generalized to supertrees, while maintaining some of its desirable mathematical and algorithmic properties.


