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Abstract
Methane (CH4) generated by cattle is both a major source of greenhouse gas emissions and a powerful indicator of feed conversion efficiency; thus, accurate quantification of CH4 production is required for addressing future global food security without neglecting environmental impacts. A newly developed Ruminant Emission Measurement System (REMS) supports research on the relationships between bovine nutrition, genetics, and management strategies by measuring eructated CH4 emissions from ruminal activity. REMS is a substantial improvement and extension of the chamber technique, which is considered the standard method to quantify ruminant CH4 generation. Part I of this two-part series describes the design and evaluation of REMS. An uncertainty analysis of chamber emission rate (ER) was conducted to identify critical measurement component contributions to overall ER uncertainty and guide component selection. In Part II, REMS commissioning was performed and a method for system validation including overall emission uncertainty is reported. REMS consists of six positive pressure ventilated hood-type chambers individually equipped with a thermal environmental control subsystem, fresh air supply control subsystem, and gas sampling subsystem. Estimates of the standard uncertainty for each measurement parameter were quantified and propagated through the ER equation derived from CH4 and air mass flow balances. A sensitivity analysis was conducted to assess the contribution of each parameter to the emission rate standard uncertainty (absolute = ΔER; relative = %ΔER) under predicted normal operation by varying gas analyzer and ventilation measurement uncertainties as anticipated with REMS use. Results showed that expanded %ΔER (~95% confidence level) associated with the methane ER computation was approximately 5.9% for ER values between 3.5 and 17.2 g h⁻¹. Ventilation rate and gas concentration measurements were the major sources of uncertainty, contributing about 69% and 29%, respectively, to the uncertainty associated with methane ER values. This work provides the foundation for future studies using respiration chambers to include a stated standard uncertainty associated with animal emission measurements.
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A NOVEL RUMINANT EMISSION MEASUREMENT SYSTEM: PART I. DESIGN EVALUATION AND DESCRIPTION


ABSTRACT. Methane (CH₄) generated by cattle is both a major source of greenhouse gas emissions and a powerful indicator of feed conversion efficiency; thus, accurate quantification of CH₄ production is required for addressing future global food security without neglecting environmental impacts. A newly developed Ruminant Emission Measurement System (REMS) supports research on the relationships between bovine nutrition, genetics, and management strategies by measuring eructated CH₄ emissions from ruminal activity. REMS is a substantial improvement and extension of the chamber technique, which is considered the standard method to quantify ruminant CH₄ generation. Part I of this two-part series describes the design and evaluation of REMS. An uncertainty analysis of chamber emission rate (ER) was conducted to identify critical measurement component contributions to overall ER uncertainty and guide component selection. In Part II, REMS commissioning was performed and a method for system validation including overall emission uncertainty is reported. REMS consists of six positive pressure ventilated hood-type chambers individually equipped with a thermal environmental control subsystem, fresh air supply control subsystem, and gas sampling subsystem. Estimates of the standard uncertainty for each measurement parameter were quantified and propagated through the ER equation derived from CH₄ and air mass flow balances. A sensitivity analysis was conducted to assess the contribution of each parameter to the emission rate standard uncertainty (absolute = ΔER; relative = %ΔER) under predicted normal operation by varying gas analyzer and ventilation measurement uncertainties as anticipated with REMS use. Results showed that expanded %ΔER (~95% confidence level) associated with the methane ER computation was approximately 5.9% for ER values between 3.5 and 17.2 g h⁻¹. Ventilation rate and gas concentration measurements were the major sources of uncertainty, contributing about 69% and 29%, respectively, to the uncertainty associated with methane ER values. This work provides the foundation for future studies using respiration chambers to include a stated standard uncertainty associated with animal emission measurements.

Keywords. Climate change, Feeding, Food security, Methane production, Uncertainty.

In 2011, the agricultural sector contributed approximately 8.1% of total greenhouse gas emissions in the U.S. (EPA, 2013). Methane (CH₄) produced from enteric fermentation, primarily from beef and dairy cattle, was estimated to account for 23.4% of total CH₄ emissions in the U.S. (EPA, 2013). Accurate CH₄ emissions quantification has serious implications for ruminant livestock production, food security, and the environment (Schimelhuber and Tubiello, 2007; Skea and Stamatelis, 2006). It is also a critical requirement for evaluating possible mitigation strategies (Makkar and Verco, 2007; McGinn, 2006). Process-based CH₄ emission evaluations (Tier 3 methods) using a variety of diets can substantially increase the quality of inventories used to estimate CH₄ global emissions by providing new variables and information that will affect emission factor estimates currently used in Tier 1 and 2 methods (IPCC, 2006).

Methane is a key parameter in evaluating ruminant production efficiency (McGinn, 2006). As global demand increases for enhanced animal production efficiency without adverse environment effects, there is an urgent need to maximize ruminant feed conversion efficiency while accurately quantifying and understanding CH₄ emissions. Cattle enteric and rumen CH₄ production is a result of anaerobic microbial fermentation of hydrolyzed dietary carbohydrates, representing a loss of between 2% and 12% of the gross metabolic energy intake of the animal (Johnson and Johnson, 1995).

The “gold standard” method for animal energetics and metabolism research has been the open-circuit indirect calorimeter and respiration chamber (Bhatia et al., 2007;
Chamber techniques measure respiratory gas exchange, including CH$_4$ production from enteric fermentation, and have better accuracy and precision than alternative methods such as the sulfur hexafluoride (SF$_6$) tracer gas technique (Grainger et al., 2007; Muñoz et al., 2012; Pinares-Patiño et al., 2011). Mathematical models are necessary to assess national or global emissions, but accurate extrapolations are limited by accuracy and by the experimental data from which they are derived (Ellis et al., 2009; Gates et al., 2008; Storm et al., 2012). Micrometeorological methods for determining grazing animal emissions and CH$_4$ generation models of ruminal fermentation of feed and feed additives measured by the in vitro gas production technique provide reasonable accuracy compared to the chamber technique but are often difficult to validate and extrapolate (Bhatta et al., 2006; Murray et al., 1999; Tomkins et al., 2011). Although the chamber technique is considered the reference for ruminant CH$_4$ emissions measurements, a documented comprehensive error analysis is required for understanding the confidence in this technique (McGinn, 2006).

Few estimates of CH$_4$ emissions using the chamber technique have included a statement of uncertainty in published results (McGinn, 2006). For a computed quantity based on multiple measurements, such as animal emission rate (ER), there are many individual sources of errors, which are often unique to each monitoring system. Methods for instrument calibration combined with total system error evaluation have been documented for the chamber technique. For example, Nienaber and Maddy (1985) provided combined uncertainties ranging from 3.45% to 5.58% for an open-circuit indirect calorimeter system measuring heat production (in kilowatts). McGinn et al. (2004) reported 7% uncertainty for ER determined from the analysis of ventilation and gas concentration measurement sensitivities. Comprehensive uncertainty analyses are available for other applications, such as gravimetric sampling of particulate matter (Price and Lacey, 2003), and for other animal production systems, including ammonia emissions from field-scale broiler houses (Casey, 2005; Gates et al., 2009). Systematic documentation and an integrated methodology to assess system uncertainties are needed, especially in animal studies with the chamber technique.

Emission rate uncertainty is a critical design parameter; hence, it should be an integral part of the design analysis of any measurement system used in energetics or metabolism research. A detailed methodology with a worked example to quantify uncertainties associated with the chamber technique is provided here. The goal of this work is to introduce and describe a systematic approach to evaluate the Ruminant Emission Measurement System (REMS), which is an improvement and extension of the chamber technique. The design evaluation phase applies mathematical relationships and derivations to the system computations and measurements, which in turn guides subsystem development. In addition, this analysis estimates the ER absolute standard uncertainty (ΔER) and relative standard uncertainty (%ΔER = 100 × ER/ΔER) associated with ER determined by REMS. To achieve these goals, the objectives of this study were to:

- Document REMS design and key REMS subsystems, including characterizing and quantifying instrument standard uncertainties.
- Derive a REMS emission rate equation and its associated ER standard uncertainties.
- Perform a sensitivity analysis to assess measurement uncertainty contributions relative to ER standard uncertainties.

This analysis establishes a well-documented procedure to quantify methane ER uncertainty determined by REMS, and by extension, the instruments and operation of other respiration chambers and indirect calorimeters. This study precedes part II of this series, in which the system commissioning and performance using measured data were conducted to validate uncertainty estimates and assess potential systematic errors (Maia et al., 2015). Separation of the design evaluation and commissioning phases emphasizes the need to first use uncertainty analysis to guide the system design and focus the methodological assumptions used in the analysis. When applicable, adjustments to the design and analysis using collected empirical information were performed during the commissioning phase.

**MATERIALS AND METHODS**

A detailed description of the REMS design was arranged into subsystems and used to identify potential sources of measurement uncertainty. A comprehensive instrument error analysis described the best estimate of standard uncertainties for each measurement used to compute ER. Finally, measurement uncertainties were propagated to obtain uncertainties associated with ER calculation and used in a three-scenario sensitivity analysis with varied (but typical) gas analyzer and ventilation measurement accuracies.

**REMS DESIGN AND SUBSYSTEMS**

REMS was installed in six of twelve metabolism stalls at the University of Illinois at Urbana-Champaign Beef and Sheep Field Facility and consisted of four major subsystems: (1) six identical positive pressure ventilated hood chambers (VHC) with an internal volume of approximately 1100 L, capable of enclosing the head and neck of 230 to 1000 kg beef animals; (2) individual thermal environmental control subsystem (TECS) units used to condition recirculated air for comfort and humidity control for each VHC; (3) a fresh air supply and measurement subsystem (FASMS) to provide animal fresh air requirements and deliver precisely metered ventilation; and (4) a gas sampling subsystem (GSS) to collect gas samples from the chambers and the ventilation supply air (background) and to record the gas concentrations used in gas emission calculations.

A detailed schematic of the instrumentation and equipment for each component is provided in figure 1, and isometric views of the VHCs with TECS and FASMS components are shown in figure 2. The VHCs, FASMS, and GSS collection lines and pumps are housed in a controlled environment, while the personal computer and gas analyzer are
in an adjacent room (fig. 3). REMS also features an alarm system to alert operators in the event of high CO₂ levels (>9000 ppmv) in order to protect operators, maintain animal welfare, and ensure data integrity.

**VENTILATED HOOD CHAMBERS**

The six positively pressurized VHCs (fig. 4) were custom assembled to design specifications by ShapeMasters, Inc. (Ogden, Ill.). Each VHC featured transparent polycarbonate panels on the front, sides, top, and bottom. For the back (animal entrance), aluminum was used (fig. 2). The polycarbonate panels were secured in an aluminum frame (80/20, Inc., Columbia City, Ind.) for durability, reduced weight, animal comfort, and safety. Similar chamber design and construction have been reported elsewhere (Kelly et al., 1994; Place et al., 2011; Suzuki et al., 2007). Openings at the top were added for ventilation and gas sampling ports (fig. 2). On the front, a door with a foam tape seal allowed easy access to the removable feed bin (fig. 2). The inside of the chamber included a drinker (C20103N, Nasco, Inc., Fort Atkinson, Wisc.). Two larger circular holes (0.152 m) on top of the chamber accommodated the TECS recirculation supply and return connected via flexible, insulated 0.1016 m (4 in.) ducts. The FASMS inlet, GSS chamber gas sampling port, a hole for the drinker hose, and excess gas sample return were drilled in the top of the chamber (fig. 4b). Placement of the FASMS inlet and TECS recirculation return promoted the mixing of fresh air by entraining it into the recirculation supply air and using the recirculation return to pull air back to the top. Each chamber was mounted on four casters for moving the chamber into and out of the metabolism stall.
The neck stanchion in the existing metabolism stalls was used to restrain the animal, and a zippered canvas hood with drawstring was secured around the animal’s neck to enclose the space between the chamber opening and the animal’s body. The hood was attached to the octagonal opening on the back of the chamber (fig. 4a) to minimize potential infiltration, which could affect emission calculations. The design allows the animal to stand or lie down for comfort while its head and neck remain inside the chamber.

**THERMAL ENVIRONMENTAL CONTROL SUBSYSTEM**

The thermal environment inside the chamber was regulated by the TECS (figs. 1 to 3). Located above each chamber, a carefully sealed enclosure was made from 2.54 cm (1 in.) rigid foam polystyrene insulation. The enclosure housed a pleated air filter for dust removal, a 750 W electric resistance heater (model CSF00232, Tempco Electric Heater Corp., Wood Dale, Ill.), a blower (Dayton model 1TDR3) for air recirculation and to promote thorough gas...
mixing, and a 1 kW capacity (750 W sensible and 250 W latent heat) heat exchanger (cooling coil). The blower inside the enclosure recirculated air at a constant rate from the chamber through the filter, heat exchanger, and heater. Water vapor generated by the animal was continuously removed from the airstream by condensation at the heat exchanger. The six heat exchangers used supply and return manifolds to circulate chilled water from a central unit with a setpoint of 7.2°C (10.6 kW, Koolant Kooler SV3000-W, Dimplex Thermal Solutions, Kalamazoo, Mich.). The TECS was custom fabricated and installed by Polar Refrigeration, Heating, and Cooling, Inc. (Urbana, Ill.). Capacities for cooling and water vapor removal were estimated slightly beyond the anticipated maximum total heat production of a 1000 kg steer (Albright, 1990). A proportional temperature controller (C450CPN-1C, Johnson Controls, Inc., Milwaukee, Wisc.) connected to the heat source was programmed to operate between the temperature range of 26°C (heater off) and 16°C (heater on) within the heat exchanger enclosure to maintain the desired temperature within the chamber. The programmed temperature range ensured thermoneutral conditions. Thermal control capacity requirements were substantially reduced by supplying the chambers with fresh air from the environmentally controlled barn (figs. 1 and 3).

**FRESH AIR SUPPLY AND MEASUREMENT SUBSYSTEM**

The FASMS was uniquely designed to supply continuous fresh air and to positively pressurize the VHCs (figs. 1 to 3) independently of the TECS operation. Many reported applications of the chamber technique as either whole-body or ventilated hood-type used negatively pressurized chambers (Bhatta et al., 2007; Hellwing et al., 2012; McLean and Tobin, 1987; Pinares-Patiño and Waghorn, 2012; Place et al., 2011; Storm et al., 2012). The disadvantages of negatively pressurized chambers include potential unquantified air infiltration and subsequent dilution of gases in the chamber. In contrast, a positive pressure system has some advantages for gas sampling because chamber leaks occur outward (from the chamber to the room) and pose no risk of unmeasured outside air infiltration, which could result in gas sample dilution (Moody et al., 2008). This configuration prevents gas sample dilution even for leakages with high flow rates and avoids potential uncertainty (primarily as a bias) in emission calculations due to unquantifiable leakage or infiltration. A key requirement is to maintain positive pressure in the VHC to achieve these advantages.

Fresh air was supplied by a radial centrifugal blower (model PW11, Peerless Blowers, Hot Springs, N.C.) and distributed to all six chambers by a 7.62 cm (3 in.) PVC pipe manifold. A filter upstream of the blower prevented dust and other particles from contaminating the flowmeters. The ventilation and recirculation rates were selected to maintain detectable CO₂ levels in the chamber. Background gas samples (incoming ventilation air) for CO₂ concentration, temperature, and relative humidity measurement were monitored at the inlet of the blower (in the room; fig. 3). The incoming volumetric flow rate for each chamber was measured with custom-made, individually calibrated orifice meters; a detailed description of their design, construction, calibration, and uncertainty analysis is reported elsewhere (Ramirez et al., 2013; Ramirez, 2014; Ramirez et al., 2014).

**GAS SAMPLING SUBSYSTEM**

The GSS (figs. 1 to 3) of REMS applied similar monitoring practices to those established for air emissions from feeding operations in the U.S. (Maia et al., 2012; Moody et al., 2008). The GSS was positively pressurized except from the gas sampling port in the chamber to the inlet on the vacuum side of pump, thereby reducing potential leakage between the VHC and the gas analyzer. A custom gas distribution multiplexer made of a solenoid array and relays controlled the switching between gas samples taken from each chamber and background sampling ports (Sun, 2013). Samples were routed to an infrared photoacoustic spectroscope multi-gas analyzer (Innova model 1412, LumaSense Technologies, Inc., Santa Clara, Cal.) configured with CH₄, CO₂, N₂O, NH₃, and SF₆ optical filters. A polytetrafluoroethylene coated pump (model EW-79200-30, Cole-Parmer, Inc., Vernon Hills, Ill.) extracted gas samples at approximately 17 L min⁻¹, with 4 L min⁻¹ routed to the gas analyzer and the remaining 13 L min⁻¹ recirculated to the chamber. After passing through the gas analyzer, samples were exhausted to the room. Custom control system software de-
developed in LabVIEW (ver. 8.2.1., National Instruments, Inc., Austin, Tex.) interfaced the multiplexer and gas analyzer for real-time monitoring of concentration and environmental conditions. When the control system received a serial input (RS-232) from the gas analyzer, a command to a USB 8-channel relay (USB-ERB08, Measurement Computing Corp., Norton, Mass.) sequentially opened each of the seven solenoid valves to direct flow from the sampling locations to the gas analyzer. Environmental parameters were also monitored and recorded by the control system with temperature and relative humidity sensors (HMP60-L, Vaisala, Helsinki, Finland) connected to a data acquisition card (USB-1608G Series, Measurement Computing Corp., Norton, Mass.).

For each gas sampling location (chambers and background), ten gas concentration measurements were taken for each of the five gases (CH\(_4\), CO\(_2\), N\(_2\)O, NH\(_3\), and SF\(_6\)) at a customizable sampling interval dependent on the sampling protocols developed to guarantee that the response time for each gas was reached (Moody et al., 2008; Maia et al., 2012; Sun, 2013).

**Emmission Rate Calculation**

The REMS integrates measurements from numerous instruments to compute animal ER. The parameters from these measurements were incorporated into the mass flow balances of the system to derive ER. Moist air (total) and gas component mass flow balances were performed using the chamber as the control volume and assuming steady-state conditions.

**Moist Air Mass Flow Balance**

In the moist air mass flow balance (eq. 1), net animal moist air generation was assumed negligible; thus, the mass flow of incoming air equaled the mass flow leaving the chamber. Moist air density of the mixed air inside the chamber was derived from the measurable parameters of temperature, relative humidity, and barometric pressure using psychrometric equations (Albright, 1990). The moist air mass balance resulted in:

\[ \dot{V}_{\text{ex}} = \dot{V}_{\text{in}} \times \left( \frac{\rho_{\text{ma}}^{\text{ch}}}{\rho_{\text{ch}}} \right) \]  

where

- \( \dot{V}_{\text{ex}} \) = exhaust volumetric flow rate leaking out of the chamber (m\(^3\) s\(^{-1}\))
- \( \dot{V}_{\text{in}} \) = incoming moist air ventilation volumetric flow rate (m\(^3\) s\(^{-1}\))
- \( \rho_{\text{ma}}^{\text{ch}} \) = incoming moist air density (kg\(_{\text{da}}\) m\(^{-3}\))
- \( \rho_{\text{ch}} \) = chamber exhaust moist air density (kg\(_{\text{da}}\) m\(^{-3}\)).

**Gas Mass Flow Balance**

The steady-state gas balance was obtained from the difference between the chamber exhaust gas mass flow \( \dot{m}_{\text{ex}}^{\text{gas}} \) and incoming gas mass flow \( \dot{m}_{\text{in}}^{\text{gas}} \) (fig. 5, eq. 2). The result of this difference provided the gas generation rate \( \dot{m}_{\text{gen}}^{\text{gas}} \).

Isolating for mass flow generated and incorporating measured parameters yields:

\[ \dot{m}_{\text{gen}}^{\text{gas}} = \frac{\dot{V}_{\text{ex}} \times C_{\text{ch}} \times M \cdot p_{\text{b}} \times 10^{-6}}{R \cdot T_{\text{ch}}} \]

\[ - \frac{\dot{V}_{\text{in}} \times C_{\text{in}} \times M \cdot p_{\text{b}} \times 10^{-6}}{R \cdot T_{\text{in}}} \]

where

- \( \dot{m}_{\text{gen}}^{\text{gas}} \) = generated gas mass flow (g s\(^{-1}\))
- \( C_{\text{ch}} \) = chamber gas concentration (ppm\(_{\text{v}}\))
- \( C_{\text{in}} \) = incoming background gas concentration (ppm\(_{\text{v}}\))
- \( T_{\text{ch}} \) = chamber dry-bulb temperature (K)
- \( T_{\text{in}} \) = incoming background dry-bulb temperature (K)
- \( M \) = molecular mass of gas (g mol\(^{-1}\))
- \( p_{\text{b}} \) = local barometric pressure (98.639 kPa; ASHRAE, 2013)
- \( R \) = universal ideal gas constant (8.314 m\(^3\) Pa K\(^{-1}\) mol\(^{-1}\)).

The terms \( M \cdot p_{\text{b}} \times 10^{-6} \) and \( M \cdot p_{\text{b}} \times 10^{-6} \) convert ppm\(_{\text{v}}\) (volumetric concentration) into g m\(^{-3}\) (absolute units) at the measured conditions. Exhaust gas mass flow is comprised of the exhaust ventilation rate and the concentration of the mixed chamber gas; however, exhaust ventilation rates cannot be measured directly because positive pressure leakages occur in several parts of the chamber (outward direction). Exhaust ventilation rate was determined from other direct measurements after manipulation of measurable parameters (eq. 1). The result of the gas mass flow balance expressed in terms of measureable parameters was obtained with the substitution of equation 1 into equation 2 and simplifying:

\[ \text{ER} = \dot{m}_{\text{gen}}^{\text{gas}} = \dot{V}_{\text{in}} \times \left( \frac{\rho_{\text{ma}}^{\text{ch}} C_{\text{ch}}}{\rho_{\text{ch}} T_{\text{ch}}} - \frac{C_{\text{in}}}{T_{\text{in}}} \right) \times 10^{-6} \left( \frac{M \cdot p_{\text{b}}}{R} \right) \]  

where ER is the animal emission rate derived from the

![Figure 5. Gas component mass balance diagram. The generated gas represented is methane, although any gas can be used.](image-url)
mass balance (g s⁻¹).

The accumulated emission (E, g) is obtained from the integration of the emission rates (eq. 3) over the length of the experiment:

\[ E = \sum_{i=1}^{n-1} \frac{1}{2} (t_{i+1} - t_i) \times (ER_i + ER_{i+1}) \]  \hspace{1cm} (4)

where
- \( E \) = accumulated emission while the animal is monitored in the chamber (g)
- \( n \) = number of emission rate measurements
- \( t \) = elapsed time (s).

**EMISSION STANDARD UNCERTAINTY**

The absolute standard uncertainty (denoted by \( \Delta \)) associated with the computed ER (eq. 4) is a statistically based approximation of measurement error obtained from the root-sum-square (RSS) of measurement uncertainty sources, which are represented by the parameters in equation 3 (ISO, 2008; Taylor and Kuyatt, 1994). Barometric pressure, molecular mass, and the universal ideal gas constant were determined to have negligible standard uncertainty; thus, they were excluded from the analysis. The physical relationships between measurements and ER (sensitivity coefficients) are signified by the partial derivatives
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five sources of standard uncertainties combined produced:

\[
\Delta C_i = \sqrt{\left( \frac{\text{SDPC}}{1} \right)^2 + \left( \frac{\text{REPI} \cdot C_i}{\sqrt{3}} \right)^2 + \left( \frac{\text{PCT} \cdot AC}{\sqrt{3}} \right)^2 + \left( \frac{\text{RD} \cdot C_i}{\sqrt{3}} \right)^2 + \left( \frac{\text{RES}{\sqrt{3}} \right)^2}
\]

where

\[\Delta C_i = \text{gas concentration combined standard uncertainty (ppm,)}\]

\[i = \text{in for incoming air or ch for chamber}\]

SDPC = standard deviation \((n = 13)\) of post-calibration repeatability (±1%, ppmv, normal distribution)

REPI = instrument repeatability from manufacturer (±1%, ppmv, rectangular distribution)

PCT = primary certified tolerance (±1% of AC, ppmv, rectangular distribution)

AC = actual concentration from manufacturer of primary certified tank (499.9 ppmv)

RD = range drift for measured gas concentration (±2.5% for three months, ppmv, rectangular distribution)

RES = instrument resolution = \((10 \times \text{DL})/2\) (rectangular distribution)

DL = detection limit for CH₄ (0.4 ppmv, rectangular distribution).

**Uncertainty Contributions and Expanded Uncertainty**

The contribution of each parameter in equation 5 to \(\Delta E_R\) is the product of the sensitivity coefficient and the standard uncertainty of the input quantity (eq. 8):

\[C_a = 100 \times \left( \frac{\partial E_R}{\partial a} \right)^2 \]

where

\[a = \text{individual parameters (error source)}\]

\[C_a = \text{contribution of an individual parameter a on a percent basis (%)}\]

\[\Delta a = \text{absolute standard uncertainty associated with an individual parameter}\]

\[\partial E_R/\partial a = \text{sensitivity coefficient associated with the uncertainty of each individual parameter}\]

Expanded \(\Delta E_R\) was determined by applying a coverage factor \(k\) (expanded \(\Delta E_R = k \times \Delta E_R\)). The value of \(k\) is a function of the ER effective degrees of freedom and the confidence level assumed for the uncertainty source. The effective degrees of freedom \((d_{eff}^{ER})\) was obtained with the Welch-Satterthwaite formula (eq. 9; ISO, 2008; Taylor, 2009). The value of \(k\) was calculated for an approximate confidence level of 95%:

\[d_{eff}^{ER} = \frac{(\Delta E_R)^4}{\sum \frac{(\partial E_R}{\partial a} \Delta a)^4}}{1 + \frac{1}{\text{df}_{a}}}
\]

where

\[d_{eff}^{ER} = \text{ER effective degrees of freedom}\]

\[d_{a} = \text{degrees of freedom associated with an individual parameter a.}\]

The error distribution associated with each error source \((\Delta a)\) affects the assumptions for \(d_{eff}^{ER}\). For this study, two types of error distribution were used: (1) normal distribution, which belongs to a class of Type A error, and (2) rectangular distribution, which is assumed to be a Type B error (ISO, 2008; Taylor and Kuyatt, 1994). Type B errors are assumed to have large degrees of freedom \((d_{a} \to \infty)\), in which case they do not affect \(d_{eff}^{ER}\) calculations because they force their denominator terms to zero:

\[\lim_{d_{a} \to \infty} \frac{(\partial E_R}{\partial a} \Delta a)^4}{d_{a}} = 0\]

Degrees of freedom \((d_{a})\) from parameters with normal distributions were applied to equation 9 to determine \(d_{eff}^{ER}\). A t-distribution was used to determine the coverage factor at a 95% confidence level (ISO, 2008; Taylor and Kuyatt, 1994). The calculation of \(d_{eff}^{ER}\) is provided in the following section.

**Coverage Factor Verification**

A \(k\) factor of 2 to denote a 95% level of confidence was determined from the analysis of effective degrees of freedom (eq. 9) for the two largest Type A uncertainty contributions: (1) SDPC (eq. 7), associated with concentration measurements in the GSS, and (2) the standard error of the inverse prediction (SE(IP)), which is an uncertainty associated with the orifice meter calibration in the FASMS (Ramirez et al., 2014). SDPC contributed <27% of the ventilation uncertainty, with the remaining uncertainty (73%) belonging to Type B errors. Similarly, SE(IP) contributed to less than 1% of the total FASMS uncertainty; more than 98% of the FASMS uncertainty was associated with the pressure transducer device, which is a Type B error source. Effective degrees of freedom for ventilation, concentration, and emission rate were determined using scenario 1 (table 1, for \(C_{ch} = 500\) ppmv). All \(d_{eff}^{ER}\) values were much greater than 30, which corresponds to \(k = 2\) at a 95% confidence level.

**Sensitivity Analysis with Three Scenarios**

A sensitivity analysis was performed to assess the effects of each ER input parameter (table 2) on \(\Delta E_R\) and \(\%\Delta E_R\) under three scenarios. Parameters set as constants for all three scenarios included incoming concentration \((C_{in} = 20\) ppmv, CH₄), incoming temperature \((T_{in} = 20\) °C), chamber temperature \((T_{ch} = 22\) °C), incoming moist air density \((\rho_{in}^{ma} = 1.17\) kg m⁻³), and chamber moist air density.
was tested for five levels (% and assumed to have the same values used in scenario 1. 

The rate and standard uncertainties were set as constants (table 3). Note that concentration uncertainties varied with input concentrations for all three scenarios because these uncertainties are a function of the concentration input value.

For scenario 1, eleven levels of CH4 concentrations were used (Cch = 50, 75, 100, 200, 300, 400, 500, 600, 700, 800, and 900 ppmv), encompassing an ER range from 0.6 to 17.2 g h⁻¹, which follows a baseline for cattle CH4 emission found in the literature (Place et al., 2011). Ventilation rate and standard uncertainties were set as constants (table 3). Note that concentration uncertainties varied with input concentrations for all three scenarios because these uncertainties are a function of the concentration input value.

RESULTS AND DISCUSSION

Results of the ER sensitivity analysis for three scenarios (table 3) are summarized below. Unless otherwise stated, all uncertainties associated with ER are expressed as the expanded standard uncertainty with a coverage factor of 2 (k = 2), corresponding to an approximately 95% level of confidence.

Table 1. Effective degrees of freedom for ventilation (dfV_eff), concentration (dfC_eff), and emissions rate (dfER_eff) calculated from Type A errors.

<table>
<thead>
<tr>
<th>Ventilation (dfv)</th>
<th>Concentration (dfC)</th>
<th>Emission Rate (dfeff)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( df_{v eff} = \frac{\Delta V_{in}}{(SE(IP))} )</td>
<td>( df_{C eff} = \frac{\Delta C_{ch}}{(SDPC)} )</td>
<td>( df_{ER eff} = \frac{\Delta (ER)}{(SE(IP))} )</td>
</tr>
</tbody>
</table>

**Scenario 1**

**Scenario 2**

**Scenario 3**

Table 2. Summary of parameters from instrument error analysis contributing to equation 4 used to determine standard uncertainty associated with animal emissions. Sources of uncertainty from each measurement were unique, thus requiring individual characterization.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Unit</th>
<th>Description</th>
<th>Uncertainty Source</th>
<th>Manufacturer/Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta V_{in}, \Delta T_{in} )</td>
<td>K</td>
<td>Dry-bulb temperature</td>
<td>T/RH sensor</td>
<td>HMP60-L, Vaisala, Helsinki, Finland Ramirez et al., 2014</td>
</tr>
<tr>
<td>( \Delta H_{in}, \Delta R_{in} )</td>
<td>%</td>
<td>Relative humidity</td>
<td>T/RH sensor</td>
<td>HMP60-L, Vaisala, Helsinki, Finland Ramirez et al., 2014</td>
</tr>
<tr>
<td>( \Delta \rho_{in}^{ma}, \Delta \rho_{ch}^{ma} )</td>
<td>kg m⁻³</td>
<td>Moist air density</td>
<td>Albright, 1990 (equation 2-16)</td>
<td>- Ramirez et al., 2014</td>
</tr>
<tr>
<td>( \Delta C_{in}, \Delta C_{ch} )</td>
<td>ppmv</td>
<td>Gas concentration</td>
<td>Infrared photacoustic multi-gas analyzer</td>
<td>Innova 1412, Lumasense Technologies, Inc., Santa Clara, Cal.</td>
</tr>
</tbody>
</table>

Table 3. Parameter values and associated standard uncertainties, absolute (Δ) and relative (%Δ), used in the sensitivity analysis. Scenario 1 simulated expected operation of the REMS, while scenarios 2 and 3 simulated relative standard uncertainty changes in concentration and ventilation measurements, respectively, at 1%, 2.5%, 5%, 7.5%, and 10%.

<table>
<thead>
<tr>
<th>Input</th>
<th>Value[a]</th>
<th>Unit</th>
<th>Parameter Standard Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concentration</td>
<td>( C_{in} = 20 )</td>
<td>Cch</td>
<td>Scenario 1 ( \Delta )</td>
</tr>
<tr>
<td>Ventilation</td>
<td>( \dot{V}_{in} = 500 )</td>
<td>L min⁻¹</td>
<td>12.32</td>
</tr>
<tr>
<td>Temperature</td>
<td>( T_{in} = 20 )</td>
<td>°C</td>
<td>0.5</td>
</tr>
<tr>
<td>Air density</td>
<td>( \rho_{in}^{ma} = 1.17 )</td>
<td>kg m⁻³</td>
<td>0.003</td>
</tr>
<tr>
<td>Pressure</td>
<td>( p_{b} = 98,639 )</td>
<td>Pa</td>
<td>( R = 8.31462 )</td>
</tr>
</tbody>
</table>

[a] Background and \( \rho_{ch} \) = mixed chamber gas.
[b] Methane state point range was 50, 75, 100, 200, 300, 400, 500, 600, 700, 800, and 900 ppm, for expected animal CH4 generation.
[c] Absolute and relative uncertainty is a function of input value.
[d] Absolute uncertainty determined from simulated relative uncertainty.
[e] Local barometric pressure (Savoy, Ill.).
**Scenario 1**

In scenario 1 (figs. 6 and 7, table 4), expanded ΔER linearly increased with CH₄ emissions, and expanded %ΔER exponentially decreased to a constant value (fig. 6). Expanded %ΔER values were lowest (=6%) for higher CH₄ emission rates (ER >3.5 g h⁻¹; CH₄ concentrations >200 ppmv) and greater (6% to 13%) for lower CH₄ emission rates (ER <3.5 g h⁻¹; CH₄ concentrations <200 ppmv), which can be explained by the increase in contribution of the background concentration measurement when the chamber concentration was in the lower range (fig. 7). Expanded %ΔER was stable (=6%) for CH₄ emission rates >3.5 g h⁻¹ (CH₄ concentrations >200 ppmv).

Methane concentration and ventilation rate measurements had the largest role in ER uncertainty (fig. 7). The combination of incoming and chamber moist air density and temperature contributed less than 2% of the ER uncertainty for all ER values (table 4). Temperature and moist air density standard uncertainties were <3% and <1%, respectively. Ventilation rate contribution to ER uncertainty increased from 14% to 70% as ER and CH₄ concentration increased. Conversely, the contribution of the chamber concentration to ER uncertainty decreased from 49% to 29% as ER increased. Similarly, background concentration contribution to ER uncertainty decreased from 36% to <1% as ER increased. Scenario 1 provides insight into the effect of primary parameters (concentration and ventilation) on ER uncertainty. Because the uncertainty of these two parameters has the greatest effect on ER uncertainty, carefully controlling them can substantially improve ER estimates.

**Scenario 2**

In scenario 2, as CH₄ emission rate increased, expanded %ΔER decreased until it became constant for ER >3.5 g h⁻¹ (CH₄ concentrations >200 ppmv) (fig. 8 and table 5). For CH₄ emission rates <3.5 g h⁻¹ (CH₄ concentrations <200 ppmv) and gas analyzer uncertainty >1%, expanded %ΔER values were variable until they reached a plateau (fig. 8). In the plateau phase (CH₄ emission rate >3.5 g h⁻¹ and CH₄ concentrations >200 ppmv), gas analyzer uncertainties were

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
<th>Uncertainty Contribution</th>
<th>Scenario 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>ER</td>
<td>0.6</td>
<td>g h⁻¹</td>
<td>0.08 (%)</td>
<td>13.3 (%)</td>
</tr>
<tr>
<td>Cₗ</td>
<td>50.0</td>
<td>ppm</td>
<td>1.4 2.8 49.2</td>
<td></td>
</tr>
<tr>
<td>Cₘ</td>
<td>20.0</td>
<td>ppm</td>
<td>1.2 6.0 36.0</td>
<td></td>
</tr>
<tr>
<td>Vₘ</td>
<td>500.0</td>
<td>L min⁻¹</td>
<td>12.3 2.5 14.0</td>
<td></td>
</tr>
<tr>
<td>Tₗ</td>
<td>22.0</td>
<td>°C</td>
<td>0.5 2.3 0.2</td>
<td></td>
</tr>
<tr>
<td>Tₘ</td>
<td>20.0</td>
<td>°C</td>
<td>0.5 2.5 2.9E-02</td>
<td></td>
</tr>
<tr>
<td>ρₘ</td>
<td>1.16</td>
<td>kg m⁻³</td>
<td>2.7E-03 0.2 0.3</td>
<td></td>
</tr>
<tr>
<td>ρₘ</td>
<td>1.17</td>
<td>kg m⁻³</td>
<td>2.5E-03 0.2 0.3</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Scenario 1: Summary of absolute (Δ) and relative (%Δ) standard uncertainties of the parameters contributing to ER expanded uncertainty for two simulation levels of CH₄ concentration (50 and 500 ppmv).

Figure 6. Scenario 1: Methane expanded ΔER and %ΔER for 11 levels of ER. The 11 levels correspond to a CH₄ concentration range of 50 to 900 ppm (6.6 to 17.2 g CH₄ h⁻¹).

Figure 7. Contribution of three major sources to ER expanded uncertainty (scenario 1). Other sources were omitted for clarity but are summarized in table 4.

Figure 8. Scenario 2: Methane concentration measurement uncertainties were held constant at 1%, 2.5%, 5%, 7.5%, and 10%. All other values are listed in table 5. The plot shows that gas analyzer relative expanded uncertainty increased as ER relative expanded uncertainty increased.
1%, 2.5%, 5%, 7.5%, and 10%, which corresponded to expanded \( \Delta \varepsilon \) of 5.4%, 7.1%, 11.4%, 16.1%, and 21.1%, respectively.

The contribution of the ventilation rate uncertainty to ER uncertainty (table 5) decreased as gas analyzer uncertainty increased. For CH\(_4\) concentrations >200 ppmv, the lower and upper limits of the gas analyzer contribution were 16% and 94%, respectively, which correspond to a ventilation contribution with upper and lower limits of 84% and 5%, respectively. When gas analyzer uncertainty was at its lowest (1%), gas analyzer contribution to ER uncertainty was about 16%, and ventilation rate contribution was about 84%. Conversely, when gas analyzer uncertainty was at its highest (10%), ventilation rate contribution was about 5%, while exhaust concentration measurement was 94%. The combination of incoming and exhaust moist air density and temperature contributed less than 2% to ER uncertainty for all ER values and the range of gas analyzer uncertainty values.

### Scenario 3

In scenario 3, as methane ER increased, expanded \( \Delta \varepsilon \) decreased for all simulated ventilation rate uncertainties until they reached a plateau for ER >3.5 g h\(^{-1}\) (fig. 9). In addition, as ventilation rate uncertainty increased, expanded \( \Delta \varepsilon \) increased. For CH\(_4\) emission rates <3.5 g h\(^{-1}\) (CH\(_4\) concentrations <200 ppmv), expanded \( \Delta \varepsilon \) values were variable until they reached a plateau for all simulated ventilation rate uncertainties (fig. 9). In the plateau phase, where CH\(_4\) emission rates were >3.5 g h\(^{-1}\) (CH\(_4\) concentrations >200 ppmv), expanded \( \Delta \varepsilon \) increased (3.8%, 5.9%, 10.5%, 15.4%, and 20.3%) with the increase in simulated ventilation rate uncertainties (1%, 2.5%, 5%, 7.5%, and 10%, respectively).

In terms of individual instrument uncertainty contributions, the gas analyzer uncertainty contribution (eq. 5) decreased as ventilation rate uncertainty increased. At CH\(_4\) emission rates >3.5 g h\(^{-1}\) (CH\(_4\) concentrations >200 ppmv), the highest and lowest values of the gas analyzer contribution to the ER uncertainty were 98% to 2.5%, respectively, which corresponds to a ventilation contribution of 2.6% and 97%, respectively. For the lowest ventilation rate uncertainty (1%), the gas analyzer contribution was about 95% and the ventilation rate contribution was 4.2%. Conversely, for the highest ventilation rate uncertainty (10%), the gas analyzer contribution was about 2.5% and the ventilation rate contribution was about 97%. The combination of incoming and chamber moist air density and temperature contributed less than 2% to the ER uncertainty for all state points and gas analyzer scenarios.

Scenarios 2 and 3 provide insight into how uncertainty in concentration and ventilation rate measurements affects

---

### Table 5. Scenarios 2 and 3: Absolute (\( \Delta \)) and relative (%\( \Delta \)) standard uncertainties for the three major measurements and their contributions to ER expanded uncertainty. In scenario 2, gas analyzer uncertainty was 1% or 5%. In scenario 3, ventilation uncertainty was 1% or 5%. Two levels of CH\(_4\) concentration (50 and 500 ppmv) were chosen as an example.

| Parameter\(^{[a]}\) | Value | Unit | Uncertainty | Contribution | | | | \\
|---|---|---|---|---|---|---|---|
| | | | \( \Delta \) | %\( \Delta \) | | | | \\
| Scenario 2 | | | | | | | | \\
| ER | 0.6 | g h\(^{-1}\) | 0.04\(^{[b]}\) | 6.2\(^{[b]}\) | - | - | - | - |
| \( C_{ch} \) | 50.0 | ppmv | 0.5 | 1.0 | 28.6 | 1.4 | 2.8 | 55.7 |
| \( C_{in} \) | 20.0 | ppmv | 0.2 | 1.0 | 4.5 | 1.2 | 6.0 | 40.7 |
| \( V'_{in} \) | 500.0 | L min\(^{-1}\) | 12.3\(^{[b]}\) | 2.5 | 63.0 | 5.0 | 1.0 | 2.6 |
| ER | 9.4 | g h\(^{-1}\) | 0.5\(^{[b]}\) | 5.4\(^{[b]}\) | - | - | - | - |
| \( C_{ch} \) | 500.0 | ppmv | 5.0 | 1.0 | 14.9 | 7.9 | 1.6 | 69.0 |
| \( C_{in} \) | 20.0 | ppmv | 0.2 | 1.0 | 0.0 | 0.0 | 1.0 | 1.0 |
| \( V'_{in} \) | 500.0 | L min\(^{-1}\) | 12.3\(^{[b]}\) | 2.5 | 83.2 | 5.0 | 1.0 | 25.8 |
| ER | 0.6 | g h\(^{-1}\) | 0.1\(^{[b]}\) | 16.6\(^{[b]}\) | - | - | - | - |
| \( C_{ch} \) | 50.0 | ppmv | 2.5 | 5.0 | 79.9 | 1.4 | 2.8 | 34.3 |
| \( C_{in} \) | 20.0 | ppmv | 1.0 | 5.0 | 12.7 | 1.2 | 6.0 | 25.1 |
| \( V'_{in} \) | 500.0 | L min\(^{-1}\) | 12.3\(^{[b]}\) | 2.5 | 7.0 | 25.0 | 5.0 | 40.0 |
| ER | 9.4 | g h\(^{-1}\) | 1.1\(^{[b]}\) | 11.6\(^{[b]}\) | - | - | - | - |
| \( C_{ch} \) | 500.0 | ppmv | 25.0 | 5.0 | 81.3 | 7.9 | 1.6 | 9.6 |
| \( C_{in} \) | 20.0 | ppmv | 1.0 | 5.0 | 0.1 | 1.2 | 6.0 | 0.2 |
| \( V'_{in} \) | 500.0 | L min\(^{-1}\) | 12.3\(^{[b]}\) | 2.5 | 18.2 | 25.0 | 5.0 | 89.7 |

\(^{[a]}\) ER is defined in equation 3.

\(^{[b]}\) Expanded standard uncertainty with applied coverage factor of \( k = 2 \) (95% CI).
the ER uncertainties. Uncertainty may increase from uncalibrated instrument drift or from using a less accurately calibrated instrument. Several factors affect instrument uncertainty. For instance, the fresh air source can have a significant impact on instrumentation uncertainty, such as unfiltered air degrading the orifice of pressure differential flowmeters. In addition, this analysis also assumes a non-zero background CH₄ concentration in the ventilation, which is important because many chamber systems are installed in barns or other buildings housing additional animals that may cause variations in the CH₄ concentration present in the chamber air supply. Similarly, the use of positive pressure systems helps eliminate background CH₄ from entering the chamber or gas sampling system. Neglecting background concentration may overpredict animal emissions, which is dependent on the relative magnitude of background and chamber concentrations. Neglecting air density, including fluctuations from the ventilation to the chamber, can also result in emission overpredictions.

The identification of the individual contributions relative to ER uncertainty is also important for instrument selection and maintenance. An increase in ventilation rate uncertainty can cause substantial impacts on the ER uncertainty. Instruments with low drift, that are easy to calibrate, and that are not affected by frequent changes in environmental conditions will reduce potential increases in ER uncertainty. Awareness of these factors can lead to improved experimental design and measurement system implementation. Frequent verification of the accuracy of key instrumentation (i.e., gas analyzers and flowmeters) can reduce uncertainty increases over time.

Knowledge of the methane ER uncertainty provides insight into the amount of confidence in the measurement system. Quantifying the combined uncertainty is essential for all respiration chambers and indirect calorimeters because reported values will carry standard uncertainties associated with each measurement. In addition, quantifying the combined uncertainty is imperative for determining the level of sensitivity needed to detect differences between experimental treatments (e.g., diets, mitigation strategies, etc.). Two computed values of CH₄ emission rate are significantly different if that difference lies outside the combined uncertainty of each CH₄ emission rate computation, assuming other random sources of error are assessed and systematic errors are estimated. Thus, combined uncertainty must be determined and reported. The determined combined uncertainty from design analysis should be subsequently applied to the system commissioning along with the assessment of systematic errors. Although the results presented here are applied to REMS, the presented methodology can, and should, be applied to other systems designed to quantify gas emissions.

**SUMMARY AND CONCLUSIONS**

REMS is an open-circuit respiration system comprising six positive pressure ventilated hood-type chambers for measuring beef cattle CH₄ emissions. The design features a unique positive pressure ventilation system for minimizing infiltration and subsequent gas measurement error by dilution. Uncertainties in REMS are shown to depend on instrument type and resolution, measurement reproducibility, calibration reference standard error and other calibration parameters, traceable and non-traceable manufacturer’s accuracy, and assumptions regarding instrument error distributions. Emission rate standard uncertainty was determined by propagating the standard uncertainty derived for each instrument into the ER root-sum-square error.

Methane expanded %ΔER was approximately constant at =6% for ER >3.5 g h⁻¹ (CH₄ concentrations >200 ppmv). In addition, contributions to ER uncertainty were 29% from the gas analyzer and 69% from the ventilation rate. Other input measurements had negligible contributions. Increases in uncertainty associated with ventilation rate and gas concentration measurement have significant impact on ER standard uncertainty; thus, these instruments should have the lowest reasonable standard uncertainty, and emphasis should be given to calibration and accuracy verification.

REMS can potentially increase knowledge of what drives CH₄ production and ER in ruminants, particularly if REMS capabilities are used to investigate CH₄ production factors. REMS is uniquely qualified to accurately measure gas production from cattle, which is a key first step in understanding metabolic activity in cattle production and establishing possible mitigation strategies for environmental emissions.

A systematic approach to evaluate component measurement errors, such as conducted in this work, provides an estimate of the standard uncertainty of complex emission measurement systems and allows researchers to report animal emissions with a stated standard uncertainty. The analysis presented in this study can be extended to other systems measuring methane because it applies equally to any other open-circuit respiration chambers or indirect calorimeters computing quantities from several measurement inputs. In conclusion, a comprehensive uncertainty analysis should be a requirement in any gas measurement system design, and the present study is a major step in that direction.
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