


Figure 9. Unfiltered member of the random process s(t) 

Figure 10. Filtered member of the random process s(t) 
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Frequency band: 0.02 to 100 cps (0.126 to 628 

rad/sec) 

Camera film speed: 1200 in/min (50.8 cm/sec) 

Sampling interval: u = 1/120 sec 

Sampling time: 2T = 10.33 sec 

Total number of samples: n = 1242 

Number of values of T calculated: p = 20 

Net number of samples n1 =n-p+l= 1223. 

This sampled data sequence was fed into the digital com­

puter; the results are given in Appendix C (Table 9). The re­

sulting normalized auto-correlation function <Pgg(f) is 

plotted in Figure 12. 

For Run A-2, the distribution of the amplitudes for the 

sampled data sequence Xi (i = 1, 2, » n) is presented in 

Figure 13; the probability density f(X) (i.e. the frequency 

of occurrence divided by the amplitude interval AX » 10) is 

plotted versus the amplitude X. This is interesting because 

it gives a check of the assumption of Gaussian random process 

made earlier in the analogy with the electron shot effect (for 

the calculation of the variance in Equation 89). On the same 

graph, a normal density function is also plotted, according 

to: 

f(x) = exp [-

where: m = 232.7; 
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a = (çgg(0))̂  & 42.45. (From the computer results in 

Table 9). 

The distribution of the amplitudes is seen to be approxi­

mated very well by the normal distribution. 

The results contained in Figures 11 and 12 bring forth 

the following conclusions: 

(1) The experimental auto-correlation function tpgg (T) 

of the recorded fluctuating signal s(t) is an extremely 

smooth, decreasing function of the lag T, with the maximum 

located at T = 0; physically, (according to the definition 

of Equation 2), this means that the correlation coefficient 

of the two random variables s (ti) = { ks (t^) j and s(ti - T) 

= {ks (ti - is maximum (=1) for t = 0 and decreases when 

x increases. Since the recorded signal s(t) is proportional 

to the neutron density fluctuations N]_(t) , these experi­

mental results will be compared to the theoretical result 

contained in Equations 75 or 92 and in Figure 7. 

(2) For T large, the correlation function <pgg (*r) goes 

asymptotically to a positive value in Run A-1 (Figure 11) 

and to a negative value in Run A-2 (Figure 12). This seems 

contrary to the results of Equation 75 corresponding to the 

general definition of Equation 2, where the correlation func­

tion of the fluctuations from the average value is expected 

to go to zero for T = + oo. Two explanations are suggested 

for this phenomenon: 
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(a) because of small drifts in the steady-state con­

ditions, the two random variables s(ti) and 

s (ti - *r), for large T, are still correlated 

instead of being uncorrelated as expected theoreti­

cally (this is rather often encountered in other 

problems, as mentioned in (7, 8)); 

— i n ' _ , n* 
(b) the averages X = —r 2 Xs and Y = -=- 2 X̂  ,v, 

n £ = 1 n 1=1 

determined over the finite time interval, are not 

correct. (They correspond to a zero frequency 

component and the lowest frequency components are 

the most difficult to analyze.) 

It is important to note that these two effects change 

only the reference level for the correlation function and do 

not affect the shape of this function corresponding to the 

true fluctuations from the average conditions. The inac­

curacy of the averages X and Y introduces only a constant 

correction (independent of the lag r). The effect of drifts 

in the steady-state conditions requires a more careful in­

vestigation; in this case, the total fluctuations is a super­

position of the true fluctuations with zero average and of a 

"trend" (or drift) both of which belong to mutually indepen­

dent random processes. This "trend" can be considered as 

linear in the short time interval analyzed (this is made 
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n\ 
plausible by the experimental 2 in Table 8) . The auto-

i=l 

correlation function of the total fluctuations is the sum 

(because of mutual independence) of the correlation functions 

corresponding to the true fluctuations and to the linear trend. 

The sample calculation of the correlation function of a 

linear trend has been made in (8). This function is a con­

stant (independent of the lag T) . The correction for this 

linear trend is thus a constant. A small linear drift in the 

steady-state conditions introduces a constant displacement 

of the reference level for the autocorrelation function 

<pGG (T) • This justifies the use of the constant B in Equa­

tion 104 for the least-square approximation. 

(3) For very small T, <PSS(T) is seen to depart from 

the expected exponential behavior. This is especially true 

for Run A-1 (Figure 11) where the frequency is limited at 

30 cps; this distortion is almost non-existent for Run A-2 

(Figure 12) where the frequency is limited at 100 cps. This 

is the well known effect of cutting out the high frequencies 

which influence the small times x (by the Fourier transform 

mechanism) . No attempt is made here to evaluate exactly this 

distortion because it involves the inverse Fourier transform 

of the power spectral density (m) multiplied by the square 

of the modulus of the filter frequency response. It is 

enough to know that this effect influences only the very 
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small T and decreases when the high frequency limit is in­

creased to 100 cps (Run A-2). It is interesting to know 

that it has been proved theoretically (3, 9) that this 

distortion will always exist (even with no filter present), 

if the first derivative of the members of the random process 

s(t) exist (this is the case here)y the existence of this 

first derivative implies the existence and uniqueness of 

tir VssW 3t=0 and tlie onlY possibility is 9SS(*r) ] = 0. 
T=0 

Thus, in this case, <PSS(T) will always have a derivative 

equal to zero at the origin and will always be distorted 

close to the origin. 

(4) These two experimental q>sg(r) will be compared to 

the theoretically expected result, contained in Equation 75 

or 92. In the exponential behavior predicted in Equation 75, 

the term A% ê 0!* was found to be negligible (see Table 2). 

The result was then the Equation 92: 

<PSS(T) = a3e~ai3T + a2e"<D2T 

with the respective time constants T̂  = and Tg = coj3" given 

in Table 2. 

In order to separate the exponentials and to avoid the 

initial distortion of <pss (T) , <psg (T) was started at T = 7u 

(Run A-1) and at T = 5u (Run A-2). At the point T = 5u = 

0.0417 sec, the term age"40̂  (with T3 = = 0.00355 sec) is 

already attenuated by exp[-11.73] =0.8 x 10~5, while the 
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term age"̂ 2̂  is only attenuated by exp[-2.16] = 0.116. Thus, 

for these values of T, the term AGE-0̂  becomes entirely 

negligible. Over this range of x, the experimental q>gg(x) 

will be compared to a function 

<p(ir) = Ae"*̂  + B (10# 

where A, B, C are parameters (B allows for the shift in 

reference level). 

This comparison is best made by a least-square approxi­

mation, whereby the aggregate (or sum) of the squared error 

R2(T) over the domain of x of interest (24) is minimized: 

[R2] = S (he~Cx*- + B - X±) 2 
i 

where: is the experimental value X̂  = q>gs(Ti); and the 

unformalized <pgg (i*) (in Appendix C) is used here; 

for ease of calculation, u = 1/120 sec is used as 

the time unit (thus ® 0,1,2, (p-1)); the 

unit of C is u"3-. 

The requirement that the error [R2] be minimum (as a 

function of the parameters A, B, C) imposes that the deriva­

tives of [R2] with respect to A, B, C be zero: 

In [R2] =0: AS ê i + NB = 2 X. 
i i (105) 

i- [R2] =0: A 2 e~2CTi + B 2 e"CTi = 2 X, ê i 
dA i i i 

L̂.[R2] = Û: A 2 Ti e"2CTi + B 2 e~CTi = 2 XA e~CTi. 
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(N is the total number of values of T in the domain investi­

gated) . 

This is a system of three equations in the unknown A, B, 

C. Since C appears in an exponential function, a value of C 

was arbitrarily chosen. From the two first Equations 105, 

the corresponding values of A and B were calculated; the 

third Equation 105 was used to check the error committed. 

The process was iterated until the third relation was best 

satisfied. 

For both runs, only the results are presented here: 

Run A-1: Starting point: TQ = 7u = 0.0583 sec 

Final results: A = 1183.83; B = 405.79 

C = 0.171 u""1 = 20.52 sec"1 

Error = 0.670% (from third Equa­

tion 105) . 

Run A-2: Starting point: TO a 5u = 0.0417 sec 

Final results: A = 1228.13; B = -296.53 

C = 0.171 u"1 = 20.52 sec""1 

Error = 0.850% (from third Equation 

105) . 

It is interesting to make a semi-logarithmic plot of 

<pSg(*r) corrected for the reference level B found above, i.e. 

a plot of Log10 [<PSS(T) - B] (see Appendix c) versus the lag T 

is made for Runs A-1 and A-2 in Figure 14. The single ex­

ponential behavior should be represented by a straight line 
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in the domain of *r investigated; on the same graph the least 

square fitted exponential Ae~CT was plotted for each run. In 

Run A-2, for T )> 5u, the exponential behavior is seen to 

represent perfectly <pgg (T) ; q>gg (T) really behaves exponential­

ly for T > 5u. 

In Run A-1, for x J> 7u, the exponential fitting is poorer; 

because of the frequency band limited at 30 cps (188.4 rad/sec) 

the experimental <pgg(T) starts to show more the exponential-

cosine behavior than the pure exponential one. 

The significant result from the least-square fitting for 

both runs is that it yields an exponential Ae~CT, where in 

both cases: C = 0.171 u""1 = 20.52 sec-1. 

The comparison made above with the theoretical Equation 

75, showed it must correspond to the term A2e~̂ 2̂  in this 

equation where 

v P° 0>2 = b = — ; 

the subscript zero refers to the critical condition (which is 

the steady-state condition). 

From this comparison: <s>2 = b = Ê2. = 20.52 sec-1: this 
L0 

is the ratio of the "total effective fractional precursor 

yield" to the "mean generation time? (defined in Equations 26 

and 27). A value for the mean generation time of neutrons 

can be found by using the value Po*= 0.0070 (see Appendix A); 

this is the recommended value for the Argonaut-type reactor 

(12) . The actual value of jB̂ " would be found (21, 22) by 
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forming the ratio of Equation 36 to Equation 28 (taken in the 

critical condition), namely: 

PoT = 
6 
2 Pk f f f v(u') fk(u) 2f0(r",u')<p*(r,u)<p0(r,ul)d3rdudu' 

k=l J v J u J u1 

F F F ft(u)v(u') 2f0 (r̂  U1 ) <pg (r, u) <p0 (r, u ' ) d3rdudu1 
JV uu' (106) 

where the symbols are the same as those defined for Equation 

28 (the volume integrals are over either one of the two 

regions). The triple integral in the denominator can easily 

be transformed in a tractable expression with a two-group 
i 1 

approximation (see Appendix A) . But the integral in the 

numerator requires more than two energy groups, because each 

spectrum of emission f%(u) of delayed neutrons is centered 

around a different energy (considerably lower than the 

prompt neutrons)? actually with a two-group approximation, 

Henry (22) has shown that for a fast fission factor e = 1 

(this is the case in the UTR-10 reactor, with a high enrich­

ment of fuel), £Q is not different from the physical fraction 

6 
P = 2 P]ç as 0.0064 

k=l 

A detailed calculation would thus involve a calculations with 

more than two groups of the adjoint q>* (r,u) and of the flux 

density cp0 (r,u) ; this is actually a project in itself. Here 

the recommended value Pq" = 0.0070 is used, which is halfway 
' y 
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between the physical fraction 0.0064 (26) and the value 

measured in a large graphite reactor 0.0075 (25). The mean 

generation time is found as 

0.0070 . n ,, ,._4 
LQ —• 20 52 s 3.41 x 10 sec. 

The value of this parameter, which is the most important 

parameter for the time-dependent behavior, must be compared 

with the calculated parameter LQ = 1.35 x 10~4 sec (Appendix 

A). This experimental value is larger than the calculated 

one. There are two possible reasons for thiss 

(1) the calculated value is based on a rough, one-

dimensional, two-group approximation; therefore, it can be 

expected to yield only an order of magnitude for LQ; 

(2) since LQ =  ̂ , where the average production 
(P.R.)Q 

rate P.R. is given by Equation 28, a decrease of this produc­

tion rate, caused by a normal depletion of the fuel, would 

cause an increase of LQ. 

B. Analysis of the Power Spectral Density 0̂  (co) 

The second method described in Section V-B and in Figure 

8 is used here. The chamber location is the same as in the 

preceding analysis of <P̂  (T) . Three runs of three different 

steady-state or power levels were made. The experimental 

conditions are summarized in Table 5. 

The additional amplifier A'£ was used in Runs B-2 and B-3, 
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Table 5. Experimental conditions of analysis of the power 
spectral density 

Run B-l Run B-2 Run B-3 

Reactor power level(watts) 0.1 1 10 

Chamber compensation 
voltage (volts) -25 -25 -25 

Steady-state chamber 
current (amps) 2.3 x 10™8 2.0 x lO-7 2.02 xlO"6 

Preamplifier gain 
(volts/amps) 10 8 10 7 10 6 

Frequency spectrum 
analyzed (cps) 0.1 to 30 0.2 to 150 0.5 to 210 

Gain ai of amplifier A% 100 100 100 

Gain ag of amplifier A2 100 100 100 

Gain of additional 
amplifier Â  — —  2 5 

Gain CX3 of integrator A3 0.2 0.2 0.2 

(R3 = 5MÛ; C3 = luF) 

in order to compensate for the decreasing gain of the pre­

amplifier; this amplifier was inserted immediately after Ag 

and used the same circuitry (no bucking voltage was used, how­

ever, for Ag). 

According to the result expressed for this method in 

Equation 101, the integrated voltage v(T) (at the output of 

A3), after an integration time T (sec), for a frequency set­

ting œo, must be corrected as x v(T), which is 
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proportional to the power spectral density. 

Before giving the results obtained, it is interesting to 

discuss the form of v(T) as a function of the time T. If the 

frequency <DQ selected by the band-pass filter was a sine wave 

of constant amplitude C sin oogt (neglecting phase), the in­

tegrated voltage v(T) would be a linear function of time 

(plus a small oscillation of frequency 2wo), as seen from: 

n T q2. m T 
/ C2 sin2 uigt dt == -jf / (1 - cos 2 (DQt)dt 

2 
= .(? - 2~ sin 2 cdqT) . 

In this problem, the amplitude C of the sine wave is not a 

constant. Representative v(T) are presented in Figure 15 

(corresponding to Run B-l); it is easy to see that the 

average behavior of v(T) approaches more and more a linear 

one when the selected frequency OÛQ increases. This shows 

clearly that the lower frequencies are much more difficult to 

analyze and will require longer integration times; this was 

indeed the result contained in Table 4. 

The numerical results for the three runs performed are 

presented in Appendix D, together with a detailed calculation 

for Run B-3. For Runs B-2 and B-3, the deviation (in percent) 

of the actual steady-state level from the initial steady-state 

level is included; these deviations occur because of inavoid-

able drifts in power level and these affect the amplitude of 



Figure 15. Integrated voltage v(T) versus integration 
time T 
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the experimental power spectral density (as will be de­

termined experimentally in Section VI-C). It was thus ex­

tremely important to keep this steady-state level very close 

to the initial one (as much as possible within 5%) . As seen 

in Run B-3 (Appendix D, Table 12) the stationary character 

of the random process was verified by repeating measurements 

in the same experimental conditions (as much as possible). 

This stationary character was very well shown for frequencies 

above 1 cps (the results are indeed repeatable within a few 

percents); the very low frequencies were, however, more dif­

ficult to repeat, because of the lower accuracy. 

The resulting values of —1— v(T), proportional to the 
CDqT 

experimental power spectral density (<°) are plotted in 

Figure 16 (Run B-l), Figure 17 (Run B-2) and Figure 18 

(Run B-3); the same representation as for the theoretical 

result contained in Equation 66 and in Figure 1 was used 

here; namely a decibel scale for 0N (<DQ) and a logarithmic 

one for the frequency £q (cps). 

These experimental results are first compared on a 

qualitative basis with the theoretical ones in Equations 66 

and 101 and in Figure Is 

(1) The experimental power spectral densities, all show 

very well the expected limited extension in the frequency 

domain; above a certain frequency, the power density is 

rapidly attenuated. The power of the fluctuating signal is 
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thus almost entirely concentrated in frequencies below 10 

cps (62.8 rad/sec) exactly as predicted theoretically in 

Figure 1. 

(2) The unwanted term q2 e N̂ g in Equation 101 cor­

responding to the parasitic white noise fluctuations in the 

chamber (and eventually in the amplifiers) is remarkably 

non-existent in Runs B-1 and B-2 (Run B-3 will be commented 

afterwards); this was not the case in comparable experi­

ments performed previously (12, 19) . 

(3) The smoothness of these experimental 0̂  (<n) is 

good for frequencies above 1 cps. For lower frequencies, 

the experimental points become scattered and the behavior 

strays somewhat from the expected horizontal plateau in 

Figure 1. This corresponds to the increasing difficulty of 

obtaining good accuracy at very low frequencies; this is ex­

pected from Figure 15 and from the theoretically calculated 

dispersion in Table 4. 

(4) In the attenuated portion of the curves (fg >10 

cps), the points are very well aligned with a straight line 

(especially in Run B-2 which is the best realized here); 

this corresponds to the asymptotic behavior in Figure 1. The 

theoretical expected slope is -6 decibels/octave (see Figure 

1); the slopes measured here were: 

~ -9 decibels/octave (Run B-1, which is a poor run); 

-5.9 decibels/octave (Run B-2); 
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-5.0 decibels/octawe (Run B-3). 

(5) The results of Run B-3 (Figure 18) show a behavior 

which strays from the asymptotic behavior for frequencies 

f0 y 30 cps. It seems difficult to explain this behavior 

on a theoretical basis, since it is not present in Runs B-1 

and B-2. Actually an explanation is suggested on the basis 

of the results contained in Figure 20, from the experiment 

with a ratioactive source. In that experiment as in Run 

B-3 (see Table 5), the gain of the operational amplifiers 

was highest, because of lower gain of the pre-amplifier. 

As Figure 20 shows, a peak is seen to exist around fg = 

60 cps? this is interpreted as stray 60 cps noise. Even if 

one connects all grounds to a single point, it is difficult 

to avoid to pick up parasitic 60 cps noise from the power 

line (power supplies, filaments heating, etc.). Together 

with 60 cps noise, one picks up some of the second harmonic 

(120 cps). Because of the high gains of the operational 

amplifiers, the strange behavior in Figure 18 is interpreted 

as due to parasitic pick-up noise. 

Before making a quantitative comparison with Equation 66 

(Figure 1), one should note that this method should not be 

expected to yield the accuracy obtained in the first method 

with a digital computer. The main reason is that analog 

computers cannot give the accuracy expected from a digital 

computer (this is seen in the greater scattering of experi-
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mental points in this method). Another reason is to be 

found in the great length of total observation time in this 

method; this makes it more difficult to work in the same 

experimental conditions. This explains that this latter 

method was used more as a check of the former method of 

analysis. 

A comparison was made with Equation 66. For Runs B-2 

and B-3, where the accuracy is best, the theoretical ex­

pression (Equation 66) was fitted, by adjusting the gain of 

the horizontal plateau and the mean generation time LQ. 

For Run B-2, this theoretical expression is plotted in 

Figure 17 with the following parameters: 

horizontal plateau at 30.5 decibels; 

LQ = 2.15 x 10~4 sec; 

by Equations 67: 

œ2 - b = 57 = °;°°7° 10-4 " 32-5 "d/seo: 

f2 = 5.2 cps; 

A0 Pq 2 x 0.0155 + 0.007 
«3 =2a+b = 2̂ +Iti -——j— 

(i>3 = 177 rad/sec. 

(The values OQ = 0.0155 and 0Q = 0.0070 are given in Appendix 

A) . 

For Run B-3, the theoretical expression is plotted in 

Figure 18 with the following parameters: 
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horizontal plateau at 36 decibels; 

LQ = 2.45 x 10sec; 

By Equations 67: 

ti)2 = b = ~ =s 28.5 rad/sec; f2 = 4.5 cps; 
L0 

a0 pQ 
too = 2a + b = 2 -— + -— = 155 rad/sec. 

J H) Lo 

For Run B-1, an approximate asymptote (straight line) 

was drawn for frequencies fg 6 cps and its intersection 

with the horizontal plateau (at 34.5 decibels) is approxi­

mately the main frequency break-point corresponding to 

f2 = 3.0 cps or a>2 = 18.9 rad/sec. Compared to Equation 67: 

012 = b = — = 18.9 rad/sec. 
&0 

Hence (with = 0.0070): LQ = °£G°|° = 3.7 x 10sec. 

It is interesting to compare the values of the mean 

generation time obtained by both experimental methods of 

analysis, with the approximate calculated value. This is 

done in Table 6. 

Table 6. Comparison of calculated and experimental values 
of the mean generation time 

LQ Power level 
(sec) (watts) 

Calculated 1.35 x 10"4 
Run A-l 3.4 x 10-4 0.1 
Run A-2 3.4 x 10-4 1 
Run B-1 3.7 x 10-4 0.1 
Run B-2 2.15 x 10-4 1 
Run B-3 2.45x10-4 10 
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It is interesting to note that these experimental values 

of the mean generation time are all consistently higher than 

the calculated value (this was discussed in Section VI-A). 

It should be stressed, however, that the values determined by 

the first methtid (Runs A) are considered to be much more 

accurate than those determined by the second method (Runs B). 

C. Dependence of the Power Spectral Density 0̂ 1W 

on the Average Neutron Density Level 

Contradictory statements have appeared (19, 29) con­

cerning the dependence of 0̂  (<o) on the average neutron 

density level N10 (for to = constant). This dependence has 

been described sometimes as a quadratic law, at other times 

(from experimental results) as a decreasing function, when 

the average neutron density level increases. 

The result in Equation 66 shows a linear dependence of 

the power spectral density 0̂ 1 (CD) on the average neutron 

level N̂ o • An attempt was made to verify this law experi­

mentally. An experiment (based on the second method in 

Section V-B) was performed at different average neutron 

density levels, by varying the power level (from about 0.5 to 

10 watts). The frequency setting of the band-pass filter 

was kept constant at (o0 = 10 cps (for this frequency, the 

accuracy is very good and the attenuation is not signifi­

cant) . The integrated voltage v(T) was measured and 
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corrected as & v(T) (it is not necessary to correct for the 
T 

frequency O)Q , since it is kept constant) . The average neutron 

density level was measured as the steady-state chamber cur­

rent. It is important to note that this experiment is rather 

difficult to realizé, because it is extremely important to 

realize a very good steady-state condition at each power 

level (this requires long waiting times). In fact, it was 

observed that, when a period (positive or negative) is 

present (thus far from the steady-state), the fluctuations 

are considerably attenuated and disappear almost completely. 

The expected behavior, from Equation 66, is 

011 (Û) = (1)0) = C((DQ) 'NIQ, 

or since these quantities are proportional: 

1 v(T) 7 0ii(w = U)Q) = C . I0 (107) 

where: IQ is the steady-state chamber current. 

The experimental results are presented in Appendix D 

(Table 13). An easy way to find the exponent of IQ in Equa­

tion 107 is to plot Log[0ii(wg)] versus Log l0? this way, the 

exponent of Ig becomes the logarithmic slope in this plot. 

This double-logarithmic plot is presented in Figure 19. 

(1) 0II(œ0) is indeed increasing when Iq increases. 

The r.m.s. amplitude of the fluctuations increases when the 

steady-state level increases, one notes that, relatively 

speaking, the ratio of the amplitude of these fluctuations to 
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the steady-state signal will decrease when the power level is 

increased; this probably has induced the wrong conclusions 

cited in (29). 

(2) The slope found for this logarithmic plot is x = 

0.9. Thus experimentally: 

^11 (<°o) = C' • (I0)0,9. 

This experimentally determined exponent x = 0.9 is sufficient­

ly close to the linear dependence found theoretically; this 

linear dependence is thus much more plausible than a 

quadratic dependence. 

D. Power Spectral Density of the Fluctuations 

of a Radio-active Source 

Finally, an experiment was conducted (using the pro­

cedure followed in Section V-B and described in Figure 8) on 

a Cobalt-60 radio-active gamma-source. The purpose of this 

was multiple: 

(1) The fluctuations of a purely radio-active source 

are supposed to follow very well the model described in the 

analogy with the electron shot effect (in Equations 42 to 45). 

(The Poisson distribution of Equation 42 is indeed assumed in 

the Monte-Carlo calculations). This is thus a "white" or un­

corrected noise, the power spectral density of which is a 

constant for all frequencies (at least in the frequency band 

investigated here). It is interesting to verify this model 
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here. 

(2) The other purpose is to perform a partial check of 

the frequency response of the instruments gathered here (in 

Figure 8) . It should be noted, however, that oscillation 

tests were made on most of the Instruments used before. By 

this experiment, it will not be possible to check the instru­

ments over the different amplifications used previously, since 

here only the highest amplifications were used. 

The Co®0 source used had a strength of about 950 curies; 

it was fragmented in 6 partial sources located at each corner 

of an hexagon and the chamber was located at the center. The 

chamber used was the same as before, but the gamma-compensa­

tion voltage was not used, in order to get a larger signal. 

Two runs were performed, corresponding to two steady-

state chamber currents (7.65 x 10~7 amps (Run 1) and 2.1 x 

10~7 amps (Run 2) ) . The operational amplifiers had the fol­

lowing gains: c&i = 100; aa = 100; a'2 = 5; a3 = ~. (This 

corresponds to the gains in Run B-3.) 

The results are given in Figure 20 for both runs; 

~^v(T) or the power spectral density 0yy(wo) was plotted on 

a decibel scale versus the frequency f@. 

(1) The resulting power spectral density 6yy((a0) is 

seen to be fairly constant (or "white") for fg C.30 cps. For 

f0 y 30 cps there is a considerable peak occurring in the 

neighborhood of fg = 60 cps; this is interpreted as stray or 
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Figure 20. Power spectral density of a cobalt®0 gamma-source 
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parasitic 60 cps noise (from the power line). It is 

interesting to note that this phenomenon occurs with the high 

amplifications for the operational amplifiers as used in 

Run B-3 (Table 5)? this justifies rather well the interpreta­

tion given for that run. 

(2) It should be emphasized that, here, a neutron 

detection chamber was used for gamma rays; this is not the 

usual use of this chamber as seen from the low efficiency 

obtained for a highly radio-active source. It is believed 

that a better test would be made with a neutron source from a 

(a, n) reaction (with no fission neutrons), such as an 

Antimony-Beryllium source (and not a Plutonium-Beryllium 

one, where some fission neutrons are present). A test was 

made here with a moderated Plutonium-Beryllium source which 

was however too weak (80 grams of Plutonium) to obtain a 

reasonable signal with the chamber used. 
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VII. CONCLUSIONS 

The mathematical model developed in this study, involving 

the matrix formulation of random processes and multiple 

noise sources, is adequate in describing the shape of the 

experimentally determined second-order moment of the 

neutron density fluctuations, both in the time domain and 

in the frequency domain. In particular, the number of 

internal sources of fluctuations, considered in this 

study, seems to be a good compromise. 

The exponential nature of the auto-correlation function 

of the neutron density fluctuations has been proved, both 

theoretically and experimentally; this is probably the 

most important conclusion of this work. The quality of 

the experimental results is certainly due to the good 

degree of accuracy obtained by digital computer methods 

(the dispersion of the results is less than 5.6%) and to 

the very good resolution in time (At = u = 8.33 milli­

seconds) obtained by high-speed photographic recording 

techniques. 

The power spectral analysis, within the limited accuracy 

obtained with operational amplifiers (the dispersion was 

as high as 10%, for frequencies below 1 cps), gave a good 

check of the experimentally determined auto-correlation 

function; the theoretically predicted correspondence by 

the Fourier transform process agrees with the experimental 
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results. The values of the mean generation time LQ of 
\ , 

neutrons in the OTR-10 reactor obtained from the power 

spectral analysis (LQ = 2.15 x 10-4 sec and LQ = 

2.45 x 10~4 sec) are of the same order of magnitude as 

the one obtained from the auto-correlation analysis 

(LQ = 3.4 x 10-4 gec). 

4. Practically all experiments described in the literature 

(in this field of application) make use of analog computer 

techniques. It was one of the purposes of the experi­

mental part of this study to determine whether or not, 

without highly costly equipment (such as digital con­

verters) and without an excessive amount of data proces­

sing, but with reasonable care, it is possible to obtain 

smoother and more accurate results by using digital com­

puter techniques. Analog techniques were shown to give 

only a qualitative check of the former results. 

5. The power spectral density, for a fixed frequency, was 

shown, both theoretically and experimentally, to be 

closely proportional to the steady-state operating level; 

the r.m.s. amplitude of the fluctuations is thus propor­

tional to the square root of the same level. Only the 

relative (to the steady-state level) r.m.s. amplitude of 

these fluctuations will decrease for higher steady-state 

neutron density levels. There is thus an optimum level 

at which this "random" analysis will give the best results. 
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For an Argonaut-type reactor (and for a sensitive com­

pensated ionization chamber), this corresponds to a 

s t e a d y - s t a t e  c h a m b e r  c u r r e n t  o f  t h e  o r d e r  o f  1 0 a m p s .  

(In the UTR-10 reactor, this corresponds to a power level 

around one watt.) 

6. Finally, the auto-correlation analysis of the neutron 

density fluctuations gives an elegant, fast and probably 

more accurate method (when performed with care) of de­

termining the mean generation time of neutrons in a reac­

tor system. It involves no change of configuration of 

the system (since no external absorber is inserted, no 

rod configuration is changed) and it can be performed at 

any time during the lifetime of a reactor core with a 

minimum of observation time. 
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VIII. SUGGESTED TOPICS FOR FUTURE WORK 

An improvement of the auto-correlation analysis in Sec­

tion V-A would require longer averaging times, i.e., 

longer sampled data sequences, in order to decrease the 

dispersion of the experimentally determined correlation 

functions. This, in turn, would require a computer with 

a larger memory than the IBM-650 used in this study. 

The output power spectral density could toe obtained with 

a digital computer by calculating directly the Fourier 

transform (sine and cosine) of the recorded member of the 

random process analyzed (according to Equation 5). This 

however, would also require a digital computer with a 

larger memory. 

A cross-correlation analysis between the neutron density 

fluctuations in the two regions of an Argonaut-type re­

actor is another interesting project (the theoretical 

analysis was made in Section IV-E). Information about 

phase differences between fuel-bearing regions would be 

obtained by this method. 

A cross-correlation analysis is (in theory) possible be­

tween other random processes, such as control rod posi­

tion and neutron density, core temperature and neutron 

density. Practically, the two random processes cor­

responding to "control rod position" and "core temperature" 

will have their power spectra concentrated in the very low 
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frequencies (well below 1 cps) . An experimental study of 

their second order moments would be possible only with the 

"pre-whitening" technique (described in (7, 8)). 
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XI. APPENDIX A 

A. UTR-10 Reactor Parameters in the steady-state 

(Critical) Condition 

The steady-state relations are easily obtained from 

Equations 30 to 33, by writing: 

n^(t) = NiQ; c±(t) = Ci0. (i = 1,2). 

All the parameters pi# L^, a^, (p)^ are replaced by their 

steady-state (or average) value (hence subscript zero). 

There results: 

0 =E^ "10 - ^ "10 + *=X0 + ^ «20 

0 -^10- (108) 

0 = ET 1,20 1,20 + xc20 + ^ N10 

0 = ^"N20 - *c20-

In good approximation, only the destruction rate can be dif­

ferent in the two regions (due to different control rods posi­

tions for the two regions). This explains that we consider 

only the steady-state reactivities p to be different; all 

the other parameters are very closely the same for both 

regions. 
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These Equations 108 result easily in the two equations: 

PlO N10 + °0 N20 = 0 
(109) 

a0 N10 + P20 N20 = 0 

which, in order to be compatible, result in 

PlO 
a. 

Or p20 

= 0 or 
PlO ' P20 "" a0' (110) 

For constant, steady-state coupling reactivity ctg, the locus 

of the various combinations (p10# p2Q) is an hyperbole. In 

the thesis, the parameter F = N20 iS used which is called 
N10 

the "flux tilting" between the two regions? from Equations 

109: 
N 

PlO 
20 

~ a0 NTT = * a0F 

'10 

Nl0 
P20 - - a0 

(111) 

& 
F 

(1) In the steady-state, each of the two regions is 

thus subcritical by itself (negative reactivity); the model 

corresponds thus to the reality. 

(2) The parameter F is thus related to the reactivities 

PlO and p2Q? thé range of these depends on the range of rod 

worth. In (14), it was checked that this range allowed F to 

vary between 1.05 and 1.18 for critical conditions. 

The following values of the steady-state parameters were 

used: 
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(1) aQ = 0.0155: 

This was determined in (2) by the amount of fuel to be 

added to one region (subcritical by itself, i.e. when the 

fuel in the other region was removed) to become critical.* 

This extra fuel was converted in reactivity units by the mass 

coefficient of reactivity. 

(2) LQ = 1.35 x 10~4 sec: 

This was evaluated in (2) by a one-dimensional, two-

groups approximation of the production rate P.R. in Equation 

28 (in the steady-state), by assuming that only fission by 

thermal neutrons occurs and that the fission neutrons pro­

duced are all in the fast group. 

(3) p0 = 0.0070: 

As explained concerning the true solution represented 

by Equation 106, the value we chose here is halfway between 
6 

the physical fraction 2 = 0.0064 (26) and the value 
k=l 

determined in a large graphite reactor j30 = 0.0075 (25): 

it is the value recommended for an Argonaut-type reactor.^ 
g 

(4) A = (3( 2 {TjAi)-1 = 0.078 sec"1: 
i=l 

This is indeed the recommended procedure in (18); the 

physical fractional precursor yields a^ were used here (and 

*Crews, R. F. Mountain View, California. Coupling re­
activity in coupled regions. Private communication to Dr. 
Glenn Murphy, Head, Department of Nuclear Engineering, Iowa 
State University of Science and Technology, Ames, Iowa. 1959. 

^Pawlicki, G. S. Argonne National Laboratory, Lemont, 
Illinois. Effective fractional precursor yield for the 
Argonaut reactor. Private communication. 1961. 
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6 
not the space-averaged ones) with Z a. = 1. The data in 

i=l 1 

o e 
(26) for U were used to calculates 

% * !  ? a t-1  r0.038 ^ 0.213 ^ 0.188 . 0.407 , 0.128 
~ i=l 1 " 0.0127 +  0.0317 +  0.115 +  0.311 +  1.4 

0.026 I —1 
+  3.87 1  

= 0.078 sec-1. 

\f2 — v .  _l 
(5) K = _1_ [—Z ] = 14,500 sec defined in Equation 52: 

LQ v 

(This parameter is included hers, although it is not a 

steady-state value). 

In (15), the distribution of the random variable v (neu­

trons produced per fission) was studied for different fis-

235 
sionable isotopes; for U : 

V V = 0.795 + 0.007; 7 = 2.47 + 0.03. 
v 

Thus: V2 - 7 = 1.96 + 0.04 

\>2 — 
and K = _i_ [ — ] = 1 * ̂  -r- ™ 14,500 sec-1. 

Lq V 1.35 x 10-4 
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XII. APPENDIX B 

A. Delay Time in the Source Term of Equation 29 

As discussed in the thesis, this delay time is best 

evaluated on the basis of the propagation velocity of a 

neutron wave traveling from one region to the other in a 

moderating medium (graphite). The propagation of neutron 

waves has been studied in (38) for a point source in spheri­

cal coordinates; it is easy to see that the propagation 

velocity is the same for an infinite plane source which is a 

good approximation for our problem. 

The propagation velocity vm of a neutron wave of angular 

frequency <o is given in (38, p. 213) by s 

2 h 
voi " <° lp2 _ K2 ) (112) 

where: p2 =*[K4 + (-SL )2i% 
Dv 

v = 2.2 x 105 cm/sec (thermal neutrons); 

for graphite: D = 0.886 cm; L = 54.4 cm; x = IT1 = 0.0184 

-1 cm . 

In Table 7, the propagation velocity vœ for extreme 

values of m and the corresponding delay time vm = * 2.54 
CD Vq) 

(based on a separation of 18 in between cores) are given. 
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Table 7. Propagation of neutron waves between cores 

v v.. 
03 <D 03 

(rad/sec) (cm/sec) (sec) 

1 7.17 x 103 6.38 x 10"3 

100 8.48 x 103 5.39 x 10™3 

500 1.49 x 104 3.07 x 10~3 

1000 2.04 x 104 2.24 x 10"3 
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XIII. APPENDIX C 

A. Computer Results for the Auto-correlation 

Function q>gg (T) 

The sampled data sequence X^ was used to compute the 

auto-correlation function <pgs (T) by Equation 88. 



Table 8» Experimentally determined auto-correlation function for Run A-1, where 
n' = 1215; p = 25; u = 1/120 second 

n' n' 
9ss (f) 

<Pss (t) 
T 

(sec) Ji Y i  
S X± Y± 
i=l 

9ss (f) 
»BS<°> [«Pss(T) - B] 

0 264,832 60,534,898 2,312.59655 1.0 1906.81 
u 264,926 60,508,022 2,273.61296 0.98314 1867.82 
2u 265,018 60,413,751 2,179.51904 0.94245 1773.73 
3u 265,096 60,282,083 2,057.15726 0.88954 1651.37 
4u 265,170 60,139,873 1,926.83653 0.83319 1521.05 
5u 265,241 59,994,826 1,794.71901 0.77606 1388.93 
6u 265,314 59,849,722 1,662.19579 0.71875 1256.41 
7u 265,395 59,706,028 1,529.39788 0.66133 1123.61 
8u 265,490 59,566,509 1,397.52460 0.60430 991.73 
9u 265,592 59,433,894 1,270.07784 0.54919 864.29 
lOu 265,682 59,307,930 1,150.25794 0.49738 744.47 
llu 265,753 59,189,235 1,039.82931 0.44963 634.04 
12u 265,803 59,078,738 939.91537 0.40643 534.13 
13u 265,829 58,975,541 850.31522 0.36769 444.53 
14u 265,838 58,882,711 772.29734 0.33395 366.51 
15u 265,848 58,803,577 705.37250 0.30501 299.58 
16u 265,868 58,739,852 649.33598 0.28078 243.55 
17u 265,887 58,687,973 603.22865 0.26084 197.44 
18u 265,894 58,644,253 565.98932 0.24474 160.20 
19u 265,889 58,607,026 536.24681 0.23188 130.46 
20u 265,884 58,579,363 514.37590 0.22242 108.59 
21u 265,887 58,563,237 500.56527 0.21645 94.78 
22u 265,895 58,556,081 493.24038 0.21328 87.45 
23u 265,908 58,552,865 888126129 0.21113 82.47 
24u 265,927 58,550,414 482.83544 0.20878 77.05 
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Table 9. Experimentally determined auto-correlation function 
for Run A-2, where n1 = 1223; p = 20; u = 1/120 
second 

T *ss (?) 
(sec) ÇSSW »SS(0) Eçss(t) - B] 

0 1,803.50868 1.0 2,100.04 
u 1,652.73048 0.9163972 1,949.26 
2u 1,473.68016 0.8171184 1,770.21 
3u 1,275.17473 0.7070521 1,571.70 
4u 1,079.40843 0.5985047 1,375.94 
5u 904.25818 0.5013883 1,200.79 
6u 738.87241 0.4096860 1,035.40 
7u 596.89096 0.3309609 893.42 
8u 463.33312 0.2569065 759.86 
9u 336.77155 0.1867313 633.30 
lOu 229.82611 0.1274327 526.36 
llu 132.91125 0.0736959 429.44 
12u 58.48696 0.0324295 355.02 
13u 5.51639 0.0030586 302.05 
14u -35.06138 -0.0194406 261.47 
15u -72.06332 -0.0399572 224.47 
16u -108.04227 -0.0599067 188.49 
17u -135.42713 -0.0750909 161.1 
18u -164.94761 -0.0914592 131.58 
19u -186.71691 -0.1035298 109.81 
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XIV. APPENDIX D 

A. Results of the Experimental Determination of the 

Power Spectral Density gf^i W 

Table 10. Experimentally determined power spectral density 
for Run B-l 

f0 0X1(O)O) = v(T) (COQ) = 10 togxoM-. v(T)xl03] 
cps) 0A £ot 

(Decibels) 

0.1 2.90 34.63 
0.2 3.45 35.38 
0.3 3.79 35.79 
0.4 3.86 35.87 
0.5 2.85 34.55 
0.7 2.24 33.50 
1 2.47 33.92 
2 1.74 32.41 
3 1.12 30.50 
4 0.78 28.92 
6 0.312 24.94 
8 0.171 22.33 
10 0.100 20.00 
13 0.0371 15.70 
16 0.0165 12.17 
20 0.0080 9.03 
30 0.0021 3.16 
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Table 11. Experimentally determined power spectral density 
for Run B-2 

#11 (<0Q > = 

(CPS) "^0%^ 

(decibels) 

0 ;-2.6 0.2 2.463 33.92 
-2.0 0.3 2.180 33.39 
1.4 0.4 1.782 32.51 
-1.4 0.5 1.518 31.81 
2.3 0.7 1.620 32.10 

-1.4 0.8 1.408 31.49 
2.9 1 1.157 30.64 
2.9 2 0.884 29.46 
2.9 3 0.851 29.30 
-1.4 4 0.799 29.03 
3.1;-2.9b 5 0.614 27.88 
4.0 7 0.554 27.43 
4.0 10 0.351 25.46 
4.0 14 0.171 22.33 
4.6 20 0.0851 19.30 
4.6 30 0.0437 16.41 
4.8;-1.4;-4 .0 40 0.0219 13.42 
5.1 60 0.0115 10.60 
5.1 100 0.00358 5.54 
5.1 150 0.00139 1.43 

is the deviation of the actual steady-state level 
from the original one (in percent of the latter one). 

^When more than one value of D is given corresponding 
to a single fQ, these correspond to different measurements 

in the same conditions; only, the average result is given 
for $11 (oo0) . 



Table 12. Experimentally determined power spectral density for Run B-3a 

D f0 T v (T) , ]_ ^11 (^0^ ™ 
(%) (cps) (sec) (volts) 011 («0> = f^T v (T) 10 Logio [ v (T) x 104] 

(decibels) 

2.3 
—0.5 

0.5 
0.5 

180.1 
180.0 

32.7 
30.0 0.3485 35.42 

-2.0 0.7 120.0 26.5 0.3035 34.83 -4.4 0.7 120.0 24.5 
-8.9 
0.8 

1 
1 

100.0 
100.0 

30.7 
31.0 0.3085 34.89 

1.8 2 70.1 39.0 0.2783 34.45 
-10.9 3 60.1 38.0 0.2110 33.24 
3.2 5 60.0 56.0 0.1867 32.71 
6.5 7 60.0 64.0 0.1523 31.83 
8.8 10 40.0 38.5 0.0962 29.83 
0 14 30.0 20.0 0.0476 26.78 
0 20 30.1 17.4 0.0289 24.61 
-5.9 
-5.9 

30 
30 

30.0 
30.0 

14.8 
15.7 0.01694 22.29 

1.0 40 30.1 19.3 
-1.0 40 30.0 18.1 _ 0.01518 21.81 
-1.0 40 60.0 35.5 -

-9.4 55 30.0 19.1 0.01158 20.64 
-1.0 70 30,1 25.0 0.0118 20.72 -1.0 70 29.9 24.5 0.0118 20.72 
-1.0 80 30.1 28.5 
-1.0 
-3.0 

80 
80 

29.9 
30.1 

27.3 
25.3 0.0112 20.49 

-3.0 80 30.2 26.5 
aWhen several determinations are made for the same frequency £Q, only the 

average value (weighted with the integration time T) is presented for (œg) . 



Table 12. (Continued) 

D 
(94) 

0 
(cps) 

T 
(sec) 

V (T) 
(volts) 

011 (O>0) V (T) 
011 (*o) 
10 Logi0[^ v(T) x 104] 

(decibels) 

-1.0 90 30.1 24.4 0.00901 19.54 
-1.5 100 29.9 24.6 
—2.0 100 30.1 24.6 0.00812 19.09 
-2.0 100 30.0 23.9 
-1.0 
—2.0 

120 
120 

30.1 
29.9 

27.5 
27.2 

0.00760 18.81 

-2.5 140 30.4 33.0 
-5.5 
3.0 

140 
140 

30.1 
30.0 

32.0 
34.5 0.00791 18.98 

3.0 140 30.1 34.0 
3.0 180 30.1 29.0 0.00535 17 „ 29 
-6.5 
-6.5 

200 
200 

34.0 
30.1 

28.1 
24.2 0.00408 16.11 

0.5 210 29.9 27.8 0.00443 16.46 
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Table 13. Dependence of the power spectral density on the 
steady-state (power) level for fQ = 10 cps = 
constant 

0 f-V(T) = 0ii(a>o) LogiO 011 (V 
(amps) 

1.0 x ID"? 

2.0 x 10 -7 

3.55 x 10-7 

7.7 x 10"7 

9.45 x ID-7 

2.35 x 10 -6 

8.56 

15.38 

23.7 

35.1 

57.8 

192.4 

0.932 

1.187 

1.375 

1.546 

1.762 

2.284 


