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Steady flat-plate heat transfer rates were not obtained 

for region 2 flow beyond approximately 850 microseconds. This 

was not due to the arrival of the contact face between the 

driver and test gas since the output of a thin-film heat-

transfer gage mounted at the stagnation point on a hemisphere 

model placed at the center of the tube cross-section indicated 

region 2 steady flow for approximately 1200 microseconds at 

Mg =1.5. The termination of the steady flat-plate heat 

transfer was due to flow choking below the flat-plate model. 

The effect of the choking is seen in Figure IIB which shows 

the response of gages A2 and Bg at an oscilloscope sweep rate 

of 200 microseconds per major scale division. At approxi­

mately 850 microseconds after the arrival of region 2 flow at 

the gage locations, the traces exhibit a sudden change in 

slope; a sudden rise in surface temperature indicating a sharp 

increase in heat-transfer rate. This was due to the formation 

of choking shock waves under the model and the propagation of 

these waves upstream to form a detached shock wave around the 

leading edge of the model. Because the high-temperature 

incoming flow passing through this shock wave experienced an 

additional temperature rise, the increased plate heat-transfer 

rates indicated after about 850 microseconds in Figure llB 

resulted. The formation and propagation of the shock waves 

accompanying the choking was recorded by means of Schlieren 

photographs. The position of the wave at 500 microseconds 

after the start of flow can be seen in Figure 12A. Also 
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Figures 12B and 12F, which were taken at 600 and 700 micro­

seconds respectively, clearly show the propagation. Schlieren 

photos taken for flow over the flat plate mounted upside down 

revealed that choking effect was due mainly to the contour of 

the under surface of the flat plate in the region where screws 

attached the leading-edge portion of the plate to the main 

plate body. Additional contouring of the model was not possi­

ble since serious structural weakening of this region would 

have resulted. This limited the available testing time to 

approximately 850 microseconds. 

Experimental Interaction Heat Transfer 

Similarity 

The previously discussed experimental and theoretical 

work indicated that the nature of the adiabatic pure-laminar 

interaction depends on the Mach and Reynolds numbers and the 

pressure coefficient associated with the pressure rise across 

the incident-reflected shock system. Specifically, Equation 1 

shows that the dimensionless parameter (X̂ -X̂ l/Xg describing 

the upstream extent of the interaction depends only on M2, 

Rê , and Similarily, the experimental study of Barry 

et al. (6) indicates that at a fixed Mach number, (Xĵ -XQ)/X̂  

is a function only of the Reynolds number and the incident 

shock strength. The form of Equation 12 also indicates that 

the ratios of the lengths describing the extent of the inter­

action depends on the Mach and Reynolds numbers and the 
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incident shock strength. Thus it was concluded that for the 

pure-laminar adiabatic interaction occuring on a flat plate, 

the dimensionless length parameters 

V*!' 

(Xf-Xs'/Xi' 

(Xs-Xo'/*!' 

are functions only of Mach and Reynolds numbers and incident 

shock strength. For interactions involving heat transfer 

the dimensionless length parameters would also depend on the 

surface to free-stream temperature ratio. Hence the para­

meters governing the flow pattern in interactions involving 

heat transfer were assumed to be M2, Rê , and T̂ /T2. 

The dimensionless parameter selected to describe the 

heat-transfer rates in the interaction region was q'/q̂ p, 

where q' is the heat-transfer rate at location x from the 

plate leading edge and q̂  ̂is the theoretical heat-transfer 

rate at x through an undisturbed laminar boundary layer 

developed from the leading edge of the plate with free-stream 

conditions and plate surface temperature the same as those 

present for the interaction under consideration. In addition 

to the parameters governing the flow pattern, the heat-

transfer ratio q'/q̂ p was assumed to depend on the Prandtl 

number Pr and the specific heat ratio y of the gas considered, 

and on a location parameter taken as x̂ /x. Thus, in general, 

q'/qfp = f(M2/ Rê , Cp4, TyT2, Pr, Yf xj/x) 
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It has been previously noted that for shock-tube testing 

conditions, T̂ '̂ 2 is a function of M2. In addition, Pr and y 

are essentially constant for gases. Thus the above equation 

was rewritten as 

q'/q^p = F(M2, Rê , Cp̂ , x̂ /x) Eqn. 31. 

Each of the parameters on the right-hand side of Equation 31 

is independent of the others. 

According to Van Driest (27), 

6/x = f(M2, Re2, T̂ /Tz) 

for laminar flat-plate flow. Therefore the use of Reynolds 

number based on x̂  in Equation 31 insures interaction simi­

larity in the sense that the ratio of the flat-plate flow 

boundary layer thickness at x̂  to x̂  is the same for all inter­

actions occurring at a fixed Mach and Reynolds number 

regardless of the magnitude of x̂ . 

Equation 31 suggested the technique by which heat-

transfer rates in the region of interaction were measured 

using heat-transfer gages located at a fixed distance from the 

flat-plate leading edge (x̂  in Figure 10). At a fixed Mach 

number and C q'/q̂  at x = x„ is a function of Re. and p4' ̂  ^fp g 1 

X\/Xg. Since Rê  is proportional to Pj and x̂  for a fixed Tj 

(see Equation 27), x̂  could be varied while Rê  ̂was held 
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constant through a compensating pressure change. Therefore 

was taken as the variable in the ratio x̂ /x. It was then 

possible to measure local heat-transfer rates upstream and 

downstream of the shock-impingement point within a limited 

range under similar interaction conditions using heat-transfer 

gages at a single x location on the flat plate. 

Variable x̂  required that the shock generating wedge and 

the flat plate be movable relative to each other. This was 

accomplished by designing the flat plate mounting bracket so 

that the flat plate could be moved in a direction parallel 

to the longnitudinal axis of the shock tube. 

Figure 15 shows the Rê  ̂x\/x plane. The range of Rê  ̂

available at any x̂ /x is that between the two pressure lines 

which are the limits of initial channel pressure Pi for which 

acceptable agreement between experimental flat-plate heat-

transfer results and theory was obtained. Indicated for each 

value of 0 are the points in the Rê  ̂x̂ /x plane for which 

heat-transfer results for the interaction case are presented. 

For convenience the data was taken at fixed values of x̂ /x at 

the various Reynolds numbers indicated. The value of x̂  was 

determined from measurements made on Schlieren photographs, 

x̂  was adjusted by moving the flat-plate model to obtain the 

values of x̂ /x shown in Figure 15. Figure 26, Appendix A, 

shows the theoretical variation in x̂  that would occur for 

counter times ranging from 490 to 510 microseconds (M2 = 

1.52 * 0.02) for 6=5°. This variation, approximately 0.07 
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inches, was about 30 per cent of the 0.219-inch increment by 

which was changed to vary x̂ /x. Therefore it was felt that 

the x̂ /x grid chosen was as small as could reasonably be used. 

Heat transfer measurement 

Figures 12A, B, C, D, E, and F are typical Schlieren 

photos obtained in this investigation for shock-wave boundary-

layer interactions. The incident-reflected shock-wave system 

is clearly visible as is the thickening of the boundary layer 

in the region of interaction. 

Figure IIC shows the output of heat-transfer gages A2 and 

B2 for the interaction case with 0 = 5®, Rê  = 4.95 x lO'* and 

x̂ /x = 1.2 (gages upstream of the incident shock wave). The 

change in slope from positive to negative starting at about 

300 microseconds was interpreted to correspond to the passage 

of the separated region (and the disturbed region just ahead 

of it) over the gages. Figure 16 shows heat-transfer rates 

determined by the computer program using data from heat-

transfer traces at 20 microsecond intervals for x̂ /x values 

of 1.1, 1.2, and 1.3. The Reynolds number for these curves 

was 4.95 X 10*̂  and 0 was 5". The decrease in heat-transfer 

rate below the theoretical flat-plate rates is evident. For 

x\/x = 1.1 the reduced heat-transfer rate is seen to become 

reasonably steady after about 350 microseconds while longer 

times are required to develop reasonably steady rates for the 

larger values of x̂ /x. 
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The heat-transfer results shown in Figure 16 are typical 

of those for other Reynolds numbers and x̂ /x values ranging 

from 1.05 to 1.3. The characteristic dip appeared in each of 

the heat-transfer gage output traces, and the heat-transfer 

rates observed were all less than the corresponding flat-plate 

rates. Some difficulty was encountered due to the development 

of nicks in the sharp leading edge of the flat-plate model 

which were apparently caused by chips of diaphragm material 

in the flow. Heat-transfer traces recorded when sizeable nicks 

were present on the leading edge exhibited considerably dif­

ferent characteristics than those observed in Figure IIC. 

This indicated that the nicks were causing an appreciable dis­

turbance in the flow. When the leading edge was resharpened 

the shape of the traces returned to that seen in Figure IIC. 

In view of the relatively long time required for the 

separated region to propagate upstream (as indicated by 

Figure 16) one might question whether fully developed flow 

was achieved in the testing time available even though the 

steady heat-transfer rates might suggest that it was achieved. 

In order to check this Figure 17 was plotted. For each value 

of 0 the time corresponding to the arrival of the separated 

region as indicated by the dip in the heat-transfer traces 

was plotted for all data points for x̂ /x>l shown in Figure 14. 

An extrapolation of the results, which is intended only to be 

qualitative, indicates that the flow development time is of 

the order of the available testing time (approximately 850 
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microseconds) but longer than the testing time. Although it 

is reasonable to question the validity of assuming that the 

heat transfer rates measured under such conditions are those 

for fully-developed flow, it is felt that there is strong 

evidence to indicate that the measured heat-transfer rates 

are those for fully developed flow. Inspection of the typical 

results in Figure 16 indicates that for x̂ /x = 1.1, the heat-

transfer rate was reasonably steady over the last half of the 

testing time. Figure 17 suggests a reduction in the velocity 

of propagation of the separated region with increasing x̂ /x, 

implying that the flow smoothly approaches equilibrium condi­

tions. The absence of any major change in the heat-transfer 

rate late in the testing time suggests that there would be ho 

major change in the heat transfer rate on complete flow 

development. In addition, it intuitively seems unreasonable 

for an intermediate steady state heat-transfer situation to 

exist. Hence the heat-transfer rates presented for x̂ /x>l are 

those corresponding to the steady-state rates achieved within 

the testing time available and were considered to be the 

steady-state rates for fully developed flow. As indicated in 

Figure 16i larger values of x̂ /x exhibited shorter time inter­

vals over which steady heat-transfer rates extended. 

It was not possible to obtain steady-state heat-transfer 

rates at x̂ /x values greater than 1.3 for the 5® angle or for 

x̂ /x values greater than 1.2 for the 3® angle since the time 

required to reach steady state under these conditions was 
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longer than the available testing time. 

Figure IID presents heat-transfer traces typical of those 

at high Reynolds numbers for x̂ /x<l. In general rates observed 

for x\/x<l were somewhat more erratic than those observed for 

flat-plate flow or for x̂ /x>l. The time required to reach 

reasonably steady heat-transfer rates was in most cases less 

than 300 microseconds. 

Results are not presented for x̂ /x = 1 because heat-

transfer rates at this location were so erratic that no reason­

able steady-state value was reached. These rates varied from 

less than flat-plate rates to values exceeding flat-plate 

rates. 
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RESULTS 

Figures 18 to 23 present the results of heat-transfer 

measurements for the shock wave boundary-layer interactions 

investigated, q'/ĝ  ̂is shown as a function of x\/x for each 

Reynolds number, Rê , for which data were taken. Results for 

both values of 0 are shown in each figure. Since there was 

good agreement between the two gages at each location for 

flat-plate heat transfer, results are identified in terms of 

gage location rather than gage number, q̂  ̂was evaluated for 

each case using Eckert's reference enthalpy method. The 

points shown on the figures are the time-averaged results. 

The range of the parameter q'/q̂ p over which the average was 

determined is indicated for each point by symbols identified 

on the figures. For x̂ /x greater than unity (heat transfer 

gages upstream of incident shock impingement point) only the 

upper and lower limits for the group of points at each x\/x 

are shown. 

In general Figures 18 to 23 indicate that local heat-

transfer rates in the separated region (x̂ /x greater than-̂  

unity) are considerably less than those for undisturbed flat-

plate flow. For each Rê  and 9, the ratio q'/q̂ p is seen to 

be about 0.3 with no apparent trend to indicate a dependence 

on either Rê ,̂ 6, or x̂ /x. Figure 24 is a plot of the results 

for x\/x greater than one with no distinction made among 

results for the various values of %\/x. This figure indicates 
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that within the experimental scatter, g'/ĝ  ̂is independent 

of Rê , 0, and x\/x. For the range investigated, q*/q̂ p = 

0.3 ± 0.1. 

The ratio (x - x_)/x. could not be determined for the i SI 

interaction studied in this investigation due to the 

previously-discussed limitation on shock-tube testing time. 

Since, in addition, g'/ĝ p could not be determined for the 

whole separated region, the ratio '/ĝ pg in the separated 

region could not be determined for comparison with the results 

for this ratio determined in other theoretical and experi­

mental studies. However, comparison of results with other 

experimental studies reviewed shows that the local values of 

gVĝ p measured in this investigation for the separated region 

are considerably lower than any local g/ĝ p values in the 

other studies of heat-transfer rates in separated regions. 

Inspection of the results for x̂ /x less than one (gages 

downstream of the shock impingement point) shows a dependence 

on both Reynolds number and incident shock strength. This 

trend is apparent even though measured heat-transfer rates 

were guite erratic in this region as indicated by the range 

for each point in the figures. Consider first the results for 

the 3® angle. It is observed that for the lowest Reynolds 

number (Figure 18), g'/ĝ p is near one. For increasing Rê  

there is a trend to higher values of g'/ĝ p for each x̂ /x for 

which results are shown. At x̂ /x = 0.9, g'/ĝ  ̂is less than 

that for x̂ /x = 0.7 for all Rê  ̂except the largest value. 
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19.5 X 10̂ , for which g'/ĝ  ̂is nearly the same for both x\/x 

values. Results corresponding to the 5® angle on the whole 

show a trend similar to that of the results for the 3® angle. 

For Rê  = 4.95 x 10*̂  (Figure 18), smaller values of x̂ /x 

exhibit generally higher g'/q̂ p values. For Rê  values of 

6.5 X 10and 8.3 x 10̂ , g'/ĝ p is roughly the same for all 

Xĵ /x. For the remaining Reynolds numbers there is, for each 

Rê , a trend to lower g'/ĝ p values with decreasing x̂ /x. The 

behavior of the results for x̂ /x<l for both values of 0 is 

guite similar to the previously-discussed behavior of the 

experimental results obtained by Rom and Seginer (16) for 

reattaching separated flows. 

The fact that for x\/x less than one gage B gave results 

consistently lower than gage A is apparent. The absence of 

this behavior in the heat-transfer results for flat-plate flow 

indicated a non-uniformity in the interaction. This was 

probably caused by misalignment of the shock-generator wedge 

and the flat plate. 

'The -possibility that the increased heat-transfer rates 

observed for x̂ /x<l were due to boundary-layer transition 

should be considered. Consider again the interactions for 

0=3®. Figures 12B and 12C are typical Schlieren photographs 

of interactions for this angle. Figure 12B was taken for 

Rê  = 11.4 X 10** at 600 microseconds after region 2 flow 

arrival at the model station. Within the resolution of the 

photograph it appears that the boundary-layer was laminar on 
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reattachment and remained laminar for the length of the flat-

plate visible in the photograph. In Figure 12C which is for 

Reĵ  = 19,5 X 10'* (the highest Rê  for which results are pre­

sented) it also appears that the boundary-layer remained 

laminar throughout the interaction and downstream of the 

interaction. Other features of the interaction patterns in 

Figures 12B and 12C appear similar to those for the pure-

laminar interaction depicted in Figure 2A, Shock-wave boundary-

layer interactions which clearly exhibit transition are visible 

on the upper surface of the shock-generator wedge in Figures 

12B, C, D, E, and F, The shock waves formed in the region 

between the wedge and the upper wall of the shock tube are 

due to flow choking in this region. 

Figure 7 also gives an indication that the interactions 

for e = 3® were pure laminar. The Reynolds number, Rê , in 

this figure is based on x̂  in Figure 2A, Since the values of 

x_ are not known for the interactions studied in this investi-

gation. Figure 7 can only be interpreted qualitatively. In 

any interaction x̂  is necessarily less than Xĵ , Inspection of 

pressure measurement for adiabatic shock-wave laminar 

boundary-layer interactions in references 6 and 9 somewhat 

similar to those of this investigation indicate that x̂  is 

roughly half of x̂ . Therefore, Rê  is approximately half of 

R e ^ ,  O n  t h i s  b a s i s  t h e  r a n g e  o f  R e ^  w a s  a b o u t  2 , 5  x  1 0 t o  

10 X 10̂ , For this range Figure 7 indicates that the pres­

sure coefficient for 0 = 3® is in the region above C . and 
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below 3 Cpp, the approximate pure-laminar region. Thus there 

are indications from both the Schlieren photos and Figure 7 

that the interactions for 0=3® were pure-laminar. 

On the basis that Rê  is half Rê , Figure 7 predicts that 

the interactions for 0=5® were transitional. However, 

within the resolution of the typical Schlieren photos for 

6=5® shown in Figures 12D, E, and F, it appears that transi­

tion did not occur before or on reattachment of the boundary-

layer. In fact, the interaction patterns in these figures 

are quite similar to that of Figure 2A. The expansion and 

compression fans downstream of shock impingement are best seen 

in Figure 12E which was taken for Rê  = 14.9 x 10̂ . in addi­

tion it appears that the boundary-layer remains laminar 

downstream of the interaction region. Since all indications 

point to the fact that the 3® interactions were pure-laminar 

and that the boundary-layer remained laminar downstream, the 

similar behavior of the results for each angle at different 

Reynolds numbers might also suggest that the 5® interactions 

involved no transition. A particular illustration of similar 

r e s u l t s  i s  s e e n  i n  F i g u r e s  1 8  a n d  2 2 .  T h e  r e s u l t s  f o r  0 = 5 ®  

and Rê  ̂= 4.95 x lO'̂  in Figure 18 are quantitatively similar 

to those for 0=3® and Rê  = 14.9 x 10̂ . 

In view of the evidence discussed above it is believed 

that boundary-layer transition did not occur in the inter­

actions studied in this investigation and that the increased 

heat-transfer rates downstream of the incident shock wave 
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impingement point were due to heat transfer through laminar 

boundary-layers. 

Determination of q' as a function of x from the results 

in Figures 18 to 23 can be accomplished through Equation 31 

which is repeated here for convenience, 

q'/qfp = FfMz' x^/x, Cp^) Eqn. 31. 

For a fixed Rê ,̂ ̂ p4' T2, 

q' = [F(x̂ /x)]q̂ p, Eqn. 32. 

since M2 was fixed in this investigation. If, in addition, 

x̂  is fixed, q' becomes a function of x only and can be deter­

mined for a range of x limited by the range of x̂ /x. A typical 

q* versus x curve is shown in Figure 25. This figure is based 

on the q'/q^p values for 3® and 5® results at Re^ = 11.4 x 10^ 

(Figure 21). An x̂  ̂ of 2.19 inches was arbitrarily chosen, 

and T2 was taken as 1790 ®R. The points shown in Figure 25 

were determined using an average of the average q'/q̂ p values 

indicated by gages A and B. Although the predicted results 

extend over only a short range of x, it appears from Figure 25 

that an overall increase in heat transfer would occur as a 

result of the shock wave boundary-layer interactions occurring 

at both values of 0. 
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CONCLUDING REMARKS 

Local heat-transfer rates measured within a limited range 

in the region of interaction displayed the trends predicted 

from earlier studies of heat-transfer rates in flows similar 

to those existing in shock-wave boundary-layer interactions. 

Even though fully-developed flow was not attained in the 

interaction region, it is felt that the heat-transfer results 

presented are those that would exist in fully-developed flow. 

Although the heat-transfer rate measurements of this 

investigation extended over only a limited range of the inter­

action region and were conducted for a limited range of the 

controlling parameters, the results should prove useful in 

the understanding of heat-transfer phenomena in interactions 

occurring in practice. In addition, the results should be of 

assistance in developing or verifying theory for the predic­

tion of heat-transfer rates in the interaction region. 
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RECOMMENDATIONS FOR FURTHER STUDY 

Any continuation of the present study using the Iowa State 

"University shock tube should be preceded by an effort to 

obtain a testing time longer than the flow development time 

since heat-transfer rates could then be determined throughout 

the full extent of the separated region. 

For the shock-tube flow conditions of this investigation, 

an increase in testing time could be obtained by eliminating 

or minimizing the flow choking that occurs above the shock-

generating wedge and below the flat-plate model. It appears 

that this could be achieved by using models which present a 

smaller frontal area to the flow and by eliminating the pre­

sent model mounting brackets. 

Another approach to solving the testing-time problem 

would be to study interactions having a shorter flow-

development time. In view of the similarity of pure-laminar 

interactions it appears that a reduction in flow-development 

time at fixed flow parameters could be achieved by reducing 

x̂ . This would reduce the extent of the interaction and 

should therefore reduce the flow-development time. A modifi­

cation of the present flat-plate model would be required to 

permit heat-transfer gages to be located nearer the leading 

edge of the plate. An improvement in the data taking tech­

nique would result if heat-transfer gages at two or more x 

locations on the flat-plate model were used. 
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On attainment of testing time greater than flow-

development time, a useful extension of the present study 

would be the measurement of heat-transfer rates over the 

entire range of interaction. Numerous other possibilities 

exist for additional study. The apparent independence of 

q'/q̂ p and incident shock strength bears further investiga­

tion. Heat-transfer rates for a larger range of Reynolds 

should be studied with emphasis on the effect of Reynolds 

number on heat-transfer rates well downstream of the incident 

shock wave. Extension of the study to other Mach numbers is 

desirable in order to observe any effect of Mach number on 

interaction heat-transfer rates. In addition, a continued 

effort should be made to determine the reason for the dis­

agreement of flat-plate heat-transfer rates with theory for 

initial channel pressures less than 4 mm Hg abs. 
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APPENDIX A 

Sample Calculations 

Free-stream properties 

From the definition of 

= Wg a,. 

At Ti = 535*R, from the Gas Tables (33), â  = 1135 ft/sec. 

For Mg = 3.5, 

Vg = 3.5 (1135) = 3980 ft/sec 

From relative velocity considerations. 

Vz = v,; + Vg 

where is the velocity of the gas in region 2 relative to 

the normal shock wave. 

2̂r = 

From the normal shock tables at = 3.5, 

= 0.45115 

Pg/Pi = 14.125 

Tg/Ti = 3.315. 

Therefore, 

To = 3.315 (535) = 1770 =R 
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and 

a2 = 2018 ft/sec. 

Thus, 

V2 = -(0.45115)(1018) + 3980 = 3078 ft/sec. 

M2 = Vz/ag = 3078/2018 = 1.52. 

For Vg = 3980 ft/sec, the time required for the normal 

shock to travel the 2.0 ft. between the shock wave detector 

thin films (Figure 6) is 

t = 2.0/3980 = 502 microseconds 

which is the time that the Beckman-Berkeley counter (Figure 6) 

would register. Figure 26 presents the variation in M2 and 

T2 with counter time for Tj = 535 "R. 

Theoretical laminar flat-plate heat transfer 

The reference enthalpy was given as 

i* = i2 + 0.5(î  - i2) + 0.22(î  ̂- i2). Eqn. 22. 

From Equations 17 and 18, 

r = (Pr)i/2 = (î  ̂- i2)/(i2 - iz), 

where enthalpies replace temperatures in Equation 17. Rear­

ranging the above equation 

- ±2 = (Pr*)i/2 (ig - iz) = (Pr*)l/2 (V2/2g J). Eqn. 33. 
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M, 

INCHES 

Tg/R 
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COUNTER TIME. MICROSECONDS 

Figure 26. Variation of parameters with counter time 
(Counter time is the time registered by the 
Beckman Berkeley counter, Figure 6) 
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Therefore, 

i* = ±2 + 0.5(î  - ig) + 0.22(Pr*)l/2 {vl/2q̂ 3) Eqn. 34. 

From the Gas Tables at 535 ®R and 1770 °R respectively, 

î  = 127.86 Btu/lbm. 

±2 = 441.55 Btu/lbm. 

Assuming T* = 1300 ®R, and Pr* = 0.66, and substituting these 

values along with V2 = 3078 ft/sec into Equation 34 gives 

i* = 318.9 Btu/lbm. 

The corresponding T* is 1310 ®R. Therefore, i* was taken as 

the value as listed above, and Pr* was taken as 0.66. 

Equation 21 may be written as 

(Nu/Pr)* = 0.332 (Re*)1/2 (Pr*)"2/3 

where the asterisk denotes that the temperature-dependent 

properties in each of the parameters are evaluated at T*. For 

Pr* =0.66, 

(Nu/Pr)* = 0.438 (Re*)1/2 

which is the relation shown graphically in Figure 14. 

Conversion of flat-plate heat-transfer rates to reference 
coordinates 

(Nu/Pr)* = (ĥ  Xg)/ii* 
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Substitution from Equation 19 gives 

(Nu/Pr)* = q Xg/fiĝ  - î )p* Eqn. 35. 

From Equation 33, 

= 12 + {Pr*)l/2 (V|/2ĝ j). Eqn. 36. 

Substitution of the previously listed values into Equation 36 

yielded 

= 595.5 Btu/lbm. 
cLvJ 

From the Gas Tables at T* = 1310 ®R, jj* = 231 x 10"? 

Ibm/ft sec. The average heat-transfer rate for the steady-

state portion of the heat-transfer rate curve in Figure 13 

for gage A2 was 9.06 Btu/ft̂  sec. Substitution of this value 

and other listed values along with = 2.19/12 ft. into 

Equation 35 gave 

(Nu/Pr)* = 153.5. 

The corresponding reference Reynolds number was deter­

mined as follows; 

Re* = V2 Xgp*/y* Eqn. 37. 

p* = P2/(RT*) Eqn. 38. 

= (P2/Pi)(Pi/RT*) 
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Pi for the run for which heat transfer results are shown in 

Figure 13 was 10 mm Hg abs. Thus, 

p* = (14.125)(10)(2.784)/(53.3)(1310) 

= 0.00564 lbm/ft3 

where the 2.784 factor in the above substitution is the con­

version factor between mm Hg abs and Ibf/ft̂ . Substitution 

into Equation 37 gave 

Re* = 13,700 

Thus the two coordinates for plotting the data point in 

Figure 14 are determined. 

Determination of g'/q̂ p 

The sample calculations for g'/q̂  ̂given below are for 

the heat-transfer results shown in Figure 16 for x\/x = 1.1, 

0=5®, and Rê  = 4.95 x 10̂ . For the portion of the curve 

beyond 350 microseconds, the average heat-transfer rate was 

2.59 Btu/ft̂ sec. From 

Re = (Vg P2)/(W2 R Tg) = 4.95 X 104, 

at 

V2 = 3078 ft/sec 

Tg = 1770 ®R 

]i2 = 281 X 10"? Ibm/ft sec 
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= 1.1(2.19)/12 ft, 

the value of P2 was 

P2 = 213 lbf/ft2. 

Since the following equation applies to flat-plate heat 

transfer for this investigation, 

(Nu/Pr)* = St*Re* = 0.438 (Re*)1/2, 

the reference Stanton number becomes 

St* = ĥ /(p*V2) = 0.438 (Re*)-1/2. 

From the above equation and Equations 19, 37, and 38, 

qfp = 0.438 
y*V2 P2 
Xg R T* 

1/2 
<^aw-V- Egn. 39, 

Substitution of previously listed numerical values gave 

q̂ p = 7.07 Btu/ft̂ sec, 

Therefore, 

q'/gfp = 2.59/7.07 

= 0.367 
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APPENDIX B 

Reduction of Equation 30 for Computer Solution 

The following piecewise linear function E(t) is deter­

mined by reading voltage values from thin-film heat-transfer 

gage output traces at times 

tĵ  = iAt where i = 0, 1, 2, n. 

E(t) (t -

where 

t. i-1 

and 

i = 1, 2 n 

The integral in Equation 30 may be written as 

o 



Ill 

i=l 

ti 

î-l 

E(tn) 

E(t.)-E(t. J 
-G(ti-l) At (T-ti-l) 

dT 

(t̂ -T)3/2 

r 

^ jl 

ti 

î-l 

(t̂ -?)3/2 
dT 

E(t.)-E(t̂ _3^) 

It 

ti 

î-l 

(t̂ -T)3/2 
dT Eqn. 40, 

J 

Considering the first integral in Equation 40, 

Ci 

1 ax = -̂  
. (t -T)3/2 /t -T 
î-l  ̂  ̂

= 2 

'i-1 

Eqn. 41. 
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Considering the last integral in Equation 40, let 

dv = d? 

(t̂ -T)3/2 

Thus, 

du = dT 

V = 

/tn-T 

Therefore, 

t. 
 ̂ 'T-ti-l' 

(t̂ -T)3/2 
dT 

î 

- 2 

î-l 

ti 

Vl 

dx 

/tn-T 

2(ti-ti_ĵ ) 
+ 4/t —T 

/t -t. " n X 

î-l 

2At 

/tn-tl 
+ 4 Eqn. 42 
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Substituting Equations 41 and 42 into Equation 40: 

n 
""n' = I • 

E(ti)-E(t._i) 

Ât 
2At  

/tn-ti 
+ 4(/t̂ -t. - /tn-ti_i) 

Eqn. 43. 

Here it is noted that 

'Wl' -At  

Substituting into Equation 43 and grouping terms. 

R(t.) = Î  ̂
 ̂ i=l /t„-tj i=l /t -t. 

n 1 "n i-1 

n E(t.)-E(t. ,) 
'+ 2 I  ̂  ̂̂  

' ' ^ nH  + /tn-ti-l 
Eqn. 44, 

At i = n, the first term in Equation 44 is indeterminate. 

However, since E(t) was taken as piecewise linear, 

K(t -t) 
lim — = 0 
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Therefore Equation 43 may be written as 

n-1 E(tjj)-E(t̂ ) 

/tn-ti 

E(tn)-E(t..i)  ̂ E(t.)-E(t._̂ ) 
—— T 6-
/t -t h "i-1 A„-ti + 

I 

[E(t„)-E(t„.l)] 

/At 
Eqn. 45, 

Equation 30 may now be written as 

cc/?E 
fo 

E(t„) n-1 
-r=- + I 
/t_ i=l 
n 

E(tĵ )-E(t̂ ) E(t̂ -̂E(ti_i) 

/tn-ti /tn-ti-i 

+ 2 
E(t.)-E(t̂ _̂ ) 

/tn-ti + 
r + 

m 
Eqn. 46-, 

The only approximation involved in the use of Equation 46 

is the piecewise linear approximation of E(t). Equation 46 

was programed for solution on the I.S.U. Cyclone digital com­

puter, Figure 27 is a flow diagram of the program. 

Data Reduction 

In order to accurately read voltage values from the heat-

transfer gage output traces it was necessary to enlarge the 

traces. This was accomplished by first making a transparent 

reproduction of the Polaroid photo of the oscilloscope trace. 
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No 

Yes 

Stop 

Yes 

No 

Set 

Output 
q(tn) 

Output 

Set 

Input 
constants 

Compute 
i th term 

of summation 

Add 
i th term to 
partial sum 

Compute single 
terms and add 
to partial sum 

Input values 
of E(ti) 

Multiply partial sum 
by calibration constants 

to obtain q(tj^) 

Figure 27. Flow diagram for computer program 
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This was then used to project the trace onto graph paper, 

the grid of which was matched to the oscilloscope grid, and 

the trace was transferred to the graph paper by hand tracing. 

In this manner an eight-fold enlargement of the trace was 

obtained and voltage values could be accurately read at 20 

microsecond intervals. 

The heat-transfer rates in Figure 13 were determined from 

the traces in Figure llA. Input voltage values, times, and 

the resulting heat-transfer rates determined through use of 

the computer program are shown in Table 2 for Gage A2. The 

values of r, «, and for Gage A2 which are also input to 

the computer solution of Equation 46 are listed in Table 3, 

Appendix C. The technique described here was used in the 

reduction of all of the data obtained during the course of 

this investigation. 
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Table 2. Computer program input and output for Gage A2 
trace in Figure llA 

Time, 
Microseconds 

Input 
Voltage, 
Millivolts 

Output 
Heat-transfer Rate, 

Btu/ft̂ sec 

0 0 -

20 2.86 46.90 
40 2.96 21.04 
60 3.01 16.40 
80 3.05 14.08 
100 3.09 12.68 
120 3.11 11.40 
140 3.14 10.74 
160 3.16 10.02 
180 3.20 9.82 
200 3.24 9.55 
220 3.30 9.55 
240 3.35 9.43 
260 3.41 9.40 
280 3.46 9.27 
300 3.52 9.27 
320 3.59 9.32 
340 3.64 9.10 
360 3.69 9.00 
380 3.75 9.06 
400 3.81 9.02 
420 3.86 9.06 
440 3.93 9.10 
460 3.99 9.19 
480 4.04 8.90 
500 4.08 8.90 
520 4.14 8.94 
540 4.19 8.87 
560 4.24 8.85 
580 4.28 8.60 
600 4.31 8.56 
620 4.36 8.60 
640 4.41 8.68 
660 4.46 8.71 
680 4.51 8.73 
700 4.55 8.57 
720 4.59 8.53 
740 4.63 8.41 
760 4.66 8.35 
780 4.69 8.23 
800 4.71 8.00 
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APPENDIX C 

Gage Calibration 

Skinner (39) presents a simple method for determining 

the quantity r = (kpĉ )which appears in Equations 30 and 

46. The method involves application of a repeatable electri­

cal energy input to the thin-film gage. The response of the 

gage (voltage change across the gage versus time) on applica­

tion of the electrical pulse is observed under two conditions. 

First the gage is exposed to air and pulsed, in which case the 

electrical energy is dissipated into the backing material with 

a negligible amount being dissipated to the air. Next the 

gage is immersed in water at the same temperature as the air. 

In this case the electrical energy is dissipated into both 

the backing material and the water. The response curves for 

the two cases are then used to determine r by the following 

relation given by Skinner. 

r = r̂ (-gS- - 1)-1, Eqn. 47. 
W 

where Â  and A„ are the amplitudes of the voltage variation 
3 W 

for the gage (taken at a suitable time) for gage exposure to 

air and water respectively. The voltage variation with time 

differs only in amplitude for the two cases since a repeatable 

electrical energy pulse is used. Hence the amplitudes in 

Equation 47 may be determined at any convenient time. 



119 

may be accurately evaluated through the use of reference 40, 

The bridge circuit used in the calibration of the thin-

film gages used in this investigation is shown in Figure 28. 

A clean step in voltage input to the bridge was obtained by 

using a mercury switch. Rj in Figure 28 was chosen approxi­

mately twice the film resistance. Therefore, since only a 

small change in film resistance occurred after closing the 

switch, the film current was essentially constant, resulting 

in a step power input to the gage. It has been shown (15, 36) 

that a step in power input to a thin-film gage results in a 

parabolic variation of surface temperature with time. 

Therefore, considering Equation 29, a parabolic voltage-time 

response would be expected using the circuit of Figure 28, 

provided the bridge was initially balanced. Otherwise a 

parabola superimposed on the initial bridge unbalance would 

result. In practice it was found that it was not possible to 

obtain exact bridge balance even though a good quality poten­

tiometer and a gated pulse generator operating at a very low 

power level were used in an attempt to balance the bridge. 

Hence direct use of Equation 47 was not possible. 

In view of the bridge balancing difficulty another 

approach was taken. For step-power pulsing the following 

equations could be written for pulsing in air and water 

respectively. 

(AEg)^ = k^(t)i/2 
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MERCURY SWITCH 

THIN-FILM 
X GAGE 

BATTERY -

OSCILLOSCOPE 

CAPACITOR 

Figure 28. Thin-film heat-transfer gage calibration circuit 
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Here the time t is measured from the time the voltage is 

applied and AÊ  is the film voltage change, and are 

respectively the slopes of the AE^ versus (t)response 

curves for air and water. From the above equations it is 

evident that the ratio in Equation 47 can be replaced 

by k̂ /k̂ . The latter ratio can be determined accurately since 

k̂  and k̂  are not effected by initial bridge unbalance. The 

only requirements are that the time zeros be known for the 

gage calibration response curves and that a step power pulse 

be used. By triggering the oscilloscope horizontal sweep from 

the mercury switch the time zero was established. 

Figure 29 shows a typical set of curves used in deter­

mining r. The circled points shown were obtained from 

enlarged oscilloscope photos of the response curves. The 

parabolic nature of the response curves is evident in the 

figure. Thus substitution of k, /k for Â /A, in Equation 47 
3 W G. W 

was justified. 

The temperature coefficient of resistance = of the thin-

film gage which appears in Equations 30 and 46 was determined 

by plotting film electrical resistance against temperature. 

Values for this plot were obtained by measuring the resistance 

of the gage while it was immersed in a constant temperature 

oil bath. A range of temperature between room temperature and 

200 ®F was covered. 

Table 3 is a summary of important quantities for each 

thin-film heat transfer gage used in this investigation. 



Figure 29. Typical curves used in the determination of r 
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Table 3. Summary of thin-film gage parameters 

Gage 
identifi­
cation 

Gage 
resistance * 

ohms 

= *, r 

Btu/ft̂  °BVsec 

Gfo' 

volts 

Ai 268 .2  0 .00124  0 .0782  0 .80  

• B i  191 .7  0 .00131  0 .0696  0 .88  

A2 176 .7  0 .00140  0 .0765  0 .84  

B2 106 .1  0 .00138  0 .0723  0 .69  

*At 535 ®R. 
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APPENDIX D 

Uncertainty of Heat Transfer Results 

The method of Kline and McClintock (41) was used to 

estimate the uncertainty of the measured heat-transfer rates 

and of the final results. In single sample experiments where 

the result R is a function of independent variables vi, V2, 

•••, v̂ , the uncertainty, of the result R is given by 

'V = <llr V Gsn- 48. 

The uncertainty intervals are estimated by the experi-
n 

menter. The odds that a particular observation will fall 

within the specified range should be indicated. In this 

investigation the uncertainty intervals were estimated on the 

basis of 10 to 1 odds. 

Designating the quantity within the brackets in Equation 

46 as S, Equation 46 may be written as 

q = Ë7~ " 
Œ/TT fO ®VTT 

where S' = S/Ê .̂ S' is taken as the variable in the uncer­

tainty analysis since S and Ê  ̂are not independent. (The 

voltage values used to determine S and the voltage value Ê  ̂

were measured using the same instrument.) 
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Application of Equation 48 yields the following expres-

tion for the uncertainty in q. 

(Wg/q) 2 = (Wj./r)2 + (Wg,/S' ) 2  + (-W*/=)2 Eqn. 49. 

Three sets of curves similar to those in Figure 29 were used 

in the determination of r for each thin-film heat-transfer 

gage. From these curves it was estimated that Wp/r was 

approximately 8 per cent. From the plot of gage resistance 

versus temperature used to determine = for the gages it was 

estimated that Ŵ /« was 3 per cent. A large error in = could 

result from high contact resistance at the electrical connec­

tions to the thin-film gages, but since the connections were 

made by soldering it was assumed that the contact resistances 

were negligible. For the flat-plate heat-transfer case, the 

quantity Wg,/S' was estimated to be 5 per cent. This estimate 

was based on the evaluation of q at fixed r and « through use 

of the computer program for several independent readings of 

voltage values from a typical flat-plate heat-transfer trace. 

Substitution of the above-listed uncertainty intervals into 

Equation 49 gave Ŵ /q = 9.9 per cent for measured flat-plate 

heat-transfer rates. 

The uncertainty in the ratio q'/q̂  ̂was determined as 

follows, q̂ p is given in a convenient form by Equation 39. 

The uncertainty intervals for all terms in this equation 

except the pressure term were assumed to be small. At a fixed 
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Mach number in shock tube flow, Pg is related to Pi by a con­

stant. Therefore for the uncertainty analysis was propor­

tional to (Pi)1/2. Application of Equation 48 gave the 

uncertainty in q'/q̂ .̂ 

2 

= (Wg,/q')2 + [-i (Wp̂ /Pi)]2. Eqn. 50. 

Experience indicates that ,/q' is dependent on the 

shape of the thin-film heat-transfer gage trace. For the 

separated region (x\/x>l), Wg,/S' was estimated to be 10 per 

cent. Wp̂ /Pi was strongly dependent on the pressure level 

since it was estimated that the uncertainty in pressure 

measurement was 0.8 mm Hg abs. Therefore, for the lowest 

value of Pi, 4 mm Hg abs, Wp̂ /Pi was 20 per cent; for Pi = 

32 mm Hg abs, Wp /Pi = 2.5 per cent. For the case of x./x>l 

and Pi = 4 mm Hg abs. Equations 49 and 50 gave an uncertainty 

in q'/q̂ p of 16.5 per cent, which is the largest uncertainty 

that would be expected for the results in the separated 

region. 

For x./x<l, V}„,/S' was estimated to be 5 per cent. For 
X O 

Pi = 4 mm Hg abs and Wp̂  = 0.8 mm Hg abs, the uncertainty in 

q'/q^p for the case of x^/x<l was, by Equations 49 and 50, 

14.1 per cent. This is the largest uncertainty expected for 

the heat transfer results presented for the region downstream 

of the incident shock wave intersection point. 

W q' /q  

q ' /q  
IE 
fp 


