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ABSTRACT

Fluorescence and Raman instrumentation was developed to elucidate morphology, information on local environment, and material properties of target systems. Far-field fluorescence and luminescence spectroscopic measurements were performed using a pulsed super-continuum laser source and detector with high temporal resolution. With this arrangement morphologies of structures were coupled with time-correlated data. Polymeric beads and Alexa Fluor 594-phalloidin labeled cellular actin structures of cultured cells were imaged below the diffraction limit using stimulated emission depletion to resolve structures to ≈40nm. Lifetime imaging revealed a 2.0 ± 0.1 ns lifetime for fluorescently-labeled beads in confocal and depletion imaging modes. Depletion imaging was also able to display a change of 2.2 to 2.9 ns for different regions of the cellular actin network of cultured cells with a possible difference in lifetime caused by tryptophan quenching of the dye. Subdiffraction imaging with a resolution of ≈40 nm was also accomplished using luminescence depletion of photostable giant CdSe/14CdS nanocrystal quantum dots in air. Nanocrystal quantum dots, typically not prone to depletion, exhibited this phenomenon when excited with an energy of 50 pJ and 2 nJ of depletion energy. Luminescence depletion required half the energy compared to stimulated emission depletion to achieve the same resolution limit. The luminescence was depleted by as much as ≈92% with no observable photobleaching. Raman measurements of polymer films were performed with 532-nm laser illumination using scanning angle and conventional 180° backscattering modes to determine chemical information. The scanning angle mode achieved an angle resolution of 0.09° and was used to probe a thin layer of polystyrene as well as a diblock copolymer of polystyrene and poly(3-hexylthiophene-2,5-diyl). Enhancements to the Raman signals at selected angles lower than the critical angle for total internal reflection, characteristic of waveguides, were
measured. An additional enhancement in the Raman signal results from resonant conditions for the diblock copolymer. The epi-collection geometry was used to gain spectroscopic information regarding to the stability of heterojunction solar cells with the aid of resonance Raman spectroscopy. Raman spectral characteristics corresponding to thiophene-based functional groups were used to relate stability of the polymers under different processing conditions such as solvent and thermal annealing while undergoing laser induced photodegradation.
CHAPTER 1: INTRODUCTION TO IMAGING WITH AN EMPHASIS ON DEPLETION-BASED SUBDIFFRACTION TECHNIQUES

Background on Imaging

Spectroscopic imaging techniques utilizing electronic, vibronic, and vibrational information can primarily be split into the categories of wide-field and point/raster imaging. In wide-field imaging the observable area can easily be on the order of hundreds of microns with collection times as fast as milliseconds to microseconds with some imaging devices. Two typical imaging devices are charged-coupled device (CCD) and complementary metal-oxide semiconductor (CMOS) cameras. Raster scanning develops an image point wise and can result in long imaging times. However, the issue of time can be alleviated by using fast scanning stages or scanning mirrors to obtain images on the order of tens of milliseconds. Raster imaging typically utilizes avalanche photodiodes (APDs) and photo-multiplier tubes (PMTs) for detection. These single channel detectors provide the ability to elucidate the arrival times of collected photons allowing for the potential of additional image generation beyond the standard intensity modality.

When imaging, the Nyquist criterion should be considered. The pixel size follows a rule of being at least half the size of the spatial resolution of the instrumentation in order to not lose any information while imaging. Figure 1 shows an example of how image pixels are generated differently in wide-field and raster imaging. In wide-field applications the generated pixel size is determined by a combination of the optics and the physical dimensions of detection elements (Figure 1A). Raster scanning relies on movements of scanning mirrors or electronic stages to determine the size of a pixel in imaging. The Nyquist criterion can sometimes be disregarded
when a sample has features much larger than the resolution limit or could also be easily degraded. Figure 2 shows the consequence of using a pixel size at the resolution limit or $0.5 \times$ the Nyquist criterion. The result of the former is an image with a deviation from the object. When a pixel size is below the Nyquist criterion no resolution enhancement is achieved.

The resolution of optical instrumentation is a function of the wavelength of light, numerical aperture of the optics, quality of the optics, and stability of the instrumentation for the imaging platform. Instrumentation with ideal optics is limited by diffraction as defined by Equation 1 and 2 in the lateral and axial directions, respectively.

Equation 1: $d_x = \frac{\lambda}{2 \cdot NA}$

Equation 2: $d_z = \frac{2 \cdot \lambda}{NA^2}$

Where $\lambda$ is the wavelength of light and NA is the numerical aperture of the optics used, while $d_x$ is the lateral resolution (in the image plane) and $d_z$ is the axial resolution (perpendicular to the imaging plane). It becomes apparent that to achieve the best resolution a low excitation wavelength and high NA objective should be utilized. Optics need to have limited defects and very flat surfaces to achieve a diffraction limited performance. The flatness of a reflecting optic in particular is important to preserve the wave-front of the incident laser light. Distortions to a wave-front are not necessarily apparent on a Gaussian profile, but for more complex modes such as a doughnut profile can be severely degraded. In order to prevent wave-front degradation thick optical substrates up to 6 mm have been utilized. An example of 1mm versus 6 mm substrates are outlined by the point spread functions shown in Figure 3. The distortion from using the 1 mm substrate (Figure 3A) is a result of astigmatism imparted to the laser profile due to a wave-front distortion caused by the non-uniform glass surface. A thicker 6 mm substrate is less prone to having a distorted surface and yields a much more uniform profile (Figure 3B), yet
slight misalignments can still cause degradation to portions of the doughnut (Figure 3C). Image quality is also affected by vibrational considerations that can complicate wide-field in addition to laser scanning techniques. System drift can be close to a micron in scale; however, vibrations can be dampened with the use of air regulated optical tables and suitable optical mounts.15

**Fluorescence and Raman Imaging**

Photons emitted from endogenous or exogenous fluorescence can be measured in wide-field and raster scanning to generate images containing information about morphology as well as local environmental information. Images generated from intensity information are useful for elucidating structural information7,16-17 and properties such as diffusion rates18-20 for cellular materials.

Pulsed laser excitation on a picosecond or faster time-scale allows for lifetime determination of luminescence. In the context of biological systems the lifetime associated with a fluorophore can be effected by different cellular conditions such as pH.21-23 In addition, interactions of molecules with dyes, such as the quenching effect tryptophan has on rhodamine dyes, can give useful information as to a cell’s local environment.24-28

Changes in vibrational states are utilized in Raman spectroscopy to generate morphological information coupled to chemical information. Images following a wide-field scheme use specific Raman shifts and can utilize devices such as an acousto-optical tunable filter (AOTF). An AOTF allows the precise changes to the wavenumber regions being observed to focus on different Raman shifts for the molecule(s) of interest.29-30 In this way the abundance of spectral features can be generated with a series of images of wavenumber regions. Raster scanning is another avenue to Raman image generation where spectra are collected point wise using a spectroscopic CCD.31-32
**Subdiffraction Imaging Techniques**

Diffraction that limits the resolution of features closer than about 200-300 nm in the visible spectrum can be overcome in far-field optical microscopies, which have benefits over near-field techniques. When imaging biological samples important information can be convoluted within a diffraction limited volume. Techniques such as transmission electron microscopy (TEM) could resolve features in biological systems; however, the requirement of a vacuum prevents the use of physiological conditions. Fluorescence imaging techniques can be run under physiological conditions, and have the benefit of simplified sample preparation when compared to TEM. An example of the resolution enhancement possible with fluorescence is shown in Figure 4 where a mass of fluorescent beads are convoluted by diffraction (A) and resolved (B) to individual beads.

**Wide field imaging**

Subdiffraction images can be obtained in the wide-field from techniques such as stochastic optical reconstruction microscopy (STORM)\textsuperscript{33-36} and photo-activated localization microscopy (PALM)\textsuperscript{37-38}. STORM\textsuperscript{33} and PALM\textsuperscript{37-38} are very similar techniques that take advantage of the stochastic nature of on or off events from fluorescent labels and endogenous fluorophores. Image reconstruction algorithms localize the fluorescence emission and can yield resolutions of ~20 nm or better in the lateral direction.\textsuperscript{33-34, 36-38}

**Raster imaging**

Point scanning techniques that achieve subdiffraction spatial resolutions typically follow a confocal laser scanning format. These techniques include luminescence depletion (LD)\textsuperscript{8}, stimulated emission depletion (STED)\textsuperscript{7, 39-41}, and ground state depletion (GSD)\textsuperscript{42-43} microscopies.
LD, STED, and GSD are similar techniques that make use of a doughnut shaped depletion beam to deplete the emission of luminescence from the periphery of a Gaussian shaped excitation beam. The area around the Gaussian excitation beam is sent to the ground state in the case of LD and STED and excited to long lived dark states for GSD. For all three techniques the signal intensity remaining at the doughnut’s center is of a subdiffraction size. The lateral resolutions that are typically obtained are routinely below 50-nm regime with sufficient power in the depletion beam. Resolutions for the techniques of LD and STED may be optimized by time-gating the data by removing photons from time points that have not been completely or sufficiently depleted. The improvement to the measured lateral resolution for the subdiffraction modalities have been shown to increase by at least a factor of two.

Depletion techniques depend heavily on the quality of the doughnut and Gaussian profile uniformity and overlap. When astigmatism is present in the system Figure 5 depicts the confocal (A) and STED (B) modes with the resulting resolution enhancement, which occurs in only one direction for STED. Overfilling the objective with removal of astigmatism (Figure 5C) from the imaging system gives uniform resolution enhancement, but still can leave imaging artifacts from fringes where depletion has not occurred (Figure 5D). Underfilling the objective causes a decrease in the measured resolution for a confocal image (Figure 5E); however, the artifacts from the fringes are removed as depicted in the STED image in Figure 5F. The preparation for the fluorescence microspheres is the same as previously reported.

Axial resolution enhancement with total internal reflection

Total internal reflection (TIR) is a technique used to obtain subdiffraction axial resolution with improved detection limits. The improvement to axial resolution is generated by probing a
sample with illumination incident at an angle greater than a critical value determined by Snell’s law (Equation 3).

Equation 3: \( \theta_c = \sin^{-1}\left(\frac{\eta_{\text{sample}}}{\eta_{\text{prism/objective}}}\right) \)

The critical angle, refractive index of the sample, and refractive index of the prism or objective used correspond to \( \theta_c, \eta_{\text{sample}}, \) and \( \eta_{\text{prism/objective}}, \) respectively. From Equation 2 the diffraction limited axial resolution in the visible spectrum is approximately 500-1000 nm. For 532 nm excitation the penetration depth over which signal is collected for a sapphire/polystyrene interface reaches a minimum of approximately 60 nm at higher incident angles (Figure 6). This is about an order of magnitude improvement over the diffraction limit. In addition to an improvement in the axial resolution, the detection limit for TIR is improved by an enhancement in the signal at the critical angle with a reduction in the background. Ultimately, this improves the signal-to-noise ratio compared to epi-illumination.

Through the objective and through a high index of refraction prism are two variants used for TIR. Through the objective TIR uses a wide-field scheme to generate images over a large field of view on the order of tens of microns. TIR through a prism generates images of Raman scattering data as a function of known incident angles and can be used to model properties such as thickness.

Overview of Thesis

The material presented covers: (1) the development and application of a lab-built stimulated emission depletion (STED) microscope and (2) a lab-built scanning angle and conventional Raman microscope’s validation and application. Chapter 1 gave a brief overview of imaging fundamentals and techniques that can be used to circumvent the diffraction barrier in the lateral and axial directions. Fluorescently-labeled polystyrene beads and the elucidation of
the F-actin structure present in the cytoskeleton of cultured cells measured by STED microscopy make up the focus of chapter 2. LD microscopy is discussed in chapter 3 utilizing giant nanocrystal quantum dots in air to achieve subdiffraction imaging. Chapter 4 covers the instrumentation for a 532-nm SA Raman microscope and its application to measuring thin films by taking advantage of resonance Raman spectroscopy. In addition, an increased signal from an enhanced surface sensitivity when compared to 785 nm excitation is examined. The focus of chapter 5 is bulk heterojunction solar films with order determinations for different preparation conditions and also while undergoing laser induced photodegradation. Further utility to the work presented is covered in chapter 6 with a brief review and implications to future research.
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**Figure 1**: An object of interest (large yellow circle) is observed as if it was imaged in the wide-field (A), raster scanning (B), or a variant of point scanning (C). The squares in A depict the pixels on a CCD or CMOS. The direction of the arrows outline the progression of image acquisition and the red dots correspond to discrete points where image data is acquired.
**Figure 2**: A theoretically generated Gaussian function with a FWHM of 2.35 sampled at 10× (black), 1× (red), and 0.5× (blue) the Nyquist criterion (1.675). The black dotted line corresponds to the FWHM.
Figure 3: Doughnut profiles generated with 1 mm (A) and 6 mm (B-C) thick dichroic mirrors. Scale-bar equals 500 nm.
**Figure 4**: Fluorescently labeled microspheres imaged at the diffraction limit (A) and with subdiffraction resolution (B). The red lines correspond to where cross-sections were measured and plotted in (C) for diffraction limited (black circles) and subdiffraction (blue circles) data. Scale-bar corresponds to a distance of 500 nm.
Figure 5: Confocal (A,C,E) and STED (B,D,F) images of 40-nm fluorescent microspheres. Astigmatism is present in (A) and (B), the objective is overfilled and underfilled with the Gaussian excitation profile for (C-D) and (E-F), respectively. Powers of 1 pJ and 2.5 nJ were used for confocal and STED modes, respectively. The Scale-bar corresponds to a distance of 500 nm.
**Figure 6**: Penetration depth for 532 nm excitation of a sapphire/polystyrene interface as a function of incident angle.
CHAPTER 2 : SUPER-CONTINUUM STIMULATED EMISSION DEPLETION (STED) FLUORESCENCE LIFETIME IMAGING


Michael D. Lesoine, Sayantan Bose, Jacob W. Petrich, and Emily A. Smith

Abstract

Super-continuum (SC) stimulated emission depletion (STED) fluorescence lifetime imaging is demonstrated using time-correlated single-photon counting (TCSPC) detection. The spatial resolution of the developed STED instrument was measured by imaging monodispersed 40-nm fluorescent beads and then determining their FWHM, and was 36 ± 9 and 40 ± 10 nm in the X and Y coordinates, respectively. The same beads measured by confocal microscopy were 450 ± 50 and 430 ± 30 nm, which is larger than the diffraction limit of light due to under filling the microscope objective. Under filling the objective and time gating the signal were necessary to achieve the stated STED spatial resolution. The same fluorescence lifetime (2.0 ± 0.1 ns) was measured for the fluorescent beads using confocal or STED lifetime imaging. The instrument has been applied to study Alexa Fluor 594-phalloidin labeled F-actin-rich projections with dimensions smaller than the diffraction limit of light in cultured cells. Fluorescence lifetimes of the actin-rich projections range from 2.2 to 2.9 ns as measured by STED lifetime imaging.

Introduction

Diffraction limits traditional far-field optical microscopies to a lateral resolution of \(\sim \lambda/2NA\), where \(\lambda\) is the wavelength of light and NA is the numerical aperture of the optical system.\(^1\) The diffraction limit is greater than 200 nanometers using visible wavelengths. There
are several optical imaging techniques that circumvent the diffraction limit and enable the study of phenomena that occur in sub-diffraction spatial regimes. Stochastic techniques such as stochastic optical reconstruction microscopy (STORM) rely on turning a subset of fluorophores on and then off in combination with localization procedures.\textsuperscript{2} Near-field techniques require a probe in close proximity to the sample, and may not be suitable for corrugated or sensitive samples.\textsuperscript{3} Hell and coworkers\textsuperscript{4-10} described and demonstrated the technique referred to as stimulated emission depletion (STED), whereby the diffraction limited resolution in far-field fluorescence microscopy is circumvented using point spread function engineering.

The basic operating principle of STED microscopy is inhibiting the fluorescence at the periphery of a diffraction limited spot by stimulated emission. A tightly-focused, scanning excitation laser pulse of tens-of-picoseCONDS duration and a toroid-shaped STED laser pulse of hundreds-of-picosecond duration are used. The STED pulse is shaped by phase modulation, and has zero intensity at its center. The stimulated emission pulse depopulates the excited electronic states of the fluorophores within the toroidal beam profile, leaving a spot of excited fluorophores, which is smaller than the diffraction limit, at the center of the toroid. The net result enables signal collection from an excitation volume that is smaller than the dimensions set by diffraction. Resolution in the 15-20-nm range has been reported, with molecular-scale resolution fluorescence measurements fundamentally possible in the far-field.\textsuperscript{5} STED has been demonstrated using various instrumental configurations. The use of pulsed lasers is well-suited to gating the fluorescence signal, while continuous-wave lasers simplify the instrumentation and are a cost-effective choice. Spatial light modulators or vortex phase plates are commonly used to generate the required STED toroid profile.\textsuperscript{7,9,11} Crucial to achieving optimum spatial resolution is the ability to obtain a minimum approaching zero in the toroid. STED microscopy using a
super-continuum (SC) laser to supply both the excitation and STED wavelengths simplifies instrument setup, and the wavelength tunability opens the possibility of using an increased range of dyes.\textsuperscript{11,12} A \textasciitilde 9-fold improvement in the lateral (i.e., in the focal plane) spatial resolution has been reported with SC STED microscopy.\textsuperscript{11,13}

Besides obtaining sub-diffraction resolution images, STED can be coupled with fluorescence-lifetime imaging microscopy (FLIM) to perform time-resolved experiments\textsuperscript{12,14} and to acquire lifetime images. Time-gating the signal has been shown to improve signal-to-background values noticeably and also to improve the spatial resolution.\textsuperscript{12} Time-gating improves the lateral resolution by selectively rejecting photons from signal not originating from the center of the toroid. To date, a few groups have used TCSPC in STED experiments, but have not exploited the ability of this photon counting technique to obtain kinetic data from sub-diffraction spots.\textsuperscript{12,14,15} Hell and coworkers have, however, used lifetimes obtained from TCSPC to distinguish different fluorophores.\textsuperscript{14} Fluorescence lifetime measurements provide details about molecular dynamics and molecular environments, and when combined with STED can reveal information about local environments on the tens-of-nanometer scale. Herein, SC STED fluorescence lifetime microscopy is demonstrated and tested using two very different systems: monodispersed, fluorescent beads and Alexa Fluor 594-phalloidin labeled actin fibers in cultured cells. The data show that high quality fluorescence lifetime data can be obtained in sub-diffraction spots as small as 36-40 nm in diameter.

\textbf{Materials and Methods}

\textit{Instrumentation.}

Figure 1 shows a schematic of the home-built STED microscope that uses a SC laser (SC-450-pp-he, Fianium, Southampton, UK) for the excitation and STED pulses, which ensures
that both pulses are inherently synchronized. A 2-MHz repetition rate is used to limit photobleaching of the fluorophore. The energies of the excitation and STED pulses are 1 pJ and 4 nJ, as measured before the microscope objective. The instrument response functions for the excitation and STED pulses are 90 and 150 ps, respectively, as measured by the traditional method of monitoring the profile obtained from light scattered from a suspension of nonfluorescent nondairy creamer in water. Dielectric mirrors are used in the beam paths (10Q20BB.1, Newport, Irvine, California) to remove the infrared wavelengths from the SC.

The laser output is initially split using a polarizing beam cube (DMLP605R, Thorlabs, Newton, New Jersey). Band-pass filters isolate the desired wavelengths for the excitation (570 ± 5 nm, product Z570/10X, Chroma, Bellows Falls, Vermont) and STED beams (695 ± 10 nm, product D695/20, Chroma). Half-wave plates (AHWP05M-600, Thorlabs) are used in both beam paths to ensure matching polarizations. The toroidal STED beam is generated using a vortex phase plate (RPC Photonics, Rochester, NY, USA), which attenuates the intensity at the center of the beam profile by 99.7% (Figure 2). An optical delay line is also added to the STED path to ensure the desired temporal profile of the excitation and STED pulses, where the latter precedes the excitation pulse with a peak to peak difference of ~80-ps. The STED pulse needs to lag behind the excitation pulse enough to allow the latter to populate the excited state, before the arrival of the STED pulse. The STED beam profile was measured as previously reported.16 Beam expanders are used in both the excitation and STED paths to adjust the beam-size and spatially filter the beam. The beams are recombined with a dichroic mirror (ZT594RDC, Chroma). A quarter-wave plate (AQWP05M-600, Thorlabs) placed before the microscope generates circular polarization, which has been previously shown to optimize the STED signal.17
The collinear pulses are directed to a microscope (Eclipse Ti, Nikon, Melville, New York) objective (CFI Apo TIRF 100x, 1.49 NA, Nikon) using a dichroic mirror (635-70BPDC, Chroma) that reflects both the excitation and STED wavelengths while allowing transmission of the resulting fluorescence. The excitation pulse slightly under fills the objective to minimize artifacts in the periphery of the excitation pulse that deteriorate image quality at higher STED powers.\(^\text{18}\) The fluorescence signal is directed to the detection path containing stacked emission filters (FF01-629/56-25, Semrock, Rochester, New York) and a multimode fiber (Thorlabs) coupled to a hybrid PMT (HPM-100-40, Becker and Hickl, Berlin, Germany). The PMT is linked to a single-photon counting card (SPC-830, Becker and Hickl) that allows for both intensity and lifetime measurements.

*Sample preparation.*

The instrument’s spatial resolution was measured using monodispersed fluorescent beads, prepared by attaching carboxylate modified fluorescent beads (FluoSpheres® red, 40 nm, Invitrogen, Grand Island, New York) to a lysine coated glass coverslip (474030-9000-000, Carl Zeiss Microscopy, Thornwood, New York).\(^\text{19}\) These samples were embedded (VECTASHIELD® Hardest Mounting Medium, Burlingame, California), covered with a coverslip, and left to dry for 30 minutes before imaging.

Details of the cultured *Drosophila S2* cells used in this study and their propagation have been previously described.\(^\text{20}\) A 50-µL solution of cells (1.5×10\(^6\) cells/mL) was allowed to spread on a glass substrate for one hour, followed by removing unspread cells with phosphate buffered saline (PBS) rinses. The cells were fixed with 4% paraformaldehyde for ten minutes, and then rinsed with PBS. Cells were permeabilized with a 0.1% Triton® X-100 solution in PBS for two minutes and rinsed with PBS followed by a 1% bovine serum albumin solution in PBS to
prevent nonspecific binding of the Alexa Fluor 594-phallodin to the glass. A 50-µg/mL solution of Alexa Fluor 594-phalloidin was used to stain the cells for 6 hours. After rinsing with PBS, the cells were embedded as described above.

**Imaging.**

Images were generated by raster scanning the sample over the beams using a piezo stage (Nano-PDQ375, Mad City Labs, Madison, Wisconsin) that has sub-nanometer accuracy. Data were collected using the Single Photon Counter v9.30 software (Becker and Hickl) and further analyzed using SPCImage (Becker and Hickl). All of the TCSPC measurements were made in a ~8 ns time window with a total of 64 channels, and a 5-ms collection time per pixel to obtain sufficient counts for determining and resolving the lifetime data. The pixel size was 19.5 nm over a 256 x 256 or 512 x 512 pixel scan area, unless otherwise noted. Because stimulated emission is not complete at early times, the initial 0.5 ns of the fluorescence decay traces were discarded prior to fitting them with a single exponential. All measurements were performed at room temperature. Cross-sections showing fluorescence intensity of a line of adjacent pixels were generated using Image-J 1.44p (National Institutes of Health, USA), and all subsequent data processing was performed using Origin (OriginLab, Northampton, MA).

**Results and Discussion**

**Instrumental spatial resolution: fluorescent beads.**

The system's spatial resolution was measured by scanning 40-nm fluorescent beads immobilized on a coverslip with confocal (excitation beam with STED beam blocked) or STED (excitation and STED beams) illumination. Figure 3 presents confocal (A) and STED (B) images of the fluorescent beads. Cross sections of fluorescence intensity (Figure 3C) taken from the region shown with white arrows in the images indicate there is an improvement in the spatial
resolution measured by STED. Two fluorescent beads are merged into one feature in the confocal image, but are resolved in the STED cross section. The STED cross sections were fit to a Lorentzian, for which there is precedent in the literature. The FWHM were 49 and 39 nm for the left and right bead, respectively.

Table 1 shows the FWHM obtained by fitting the X- and Y- fluorescence intensity cross-sections of 15 beads with confocal or STED illumination. For the confocal images, the average FWHM are 450 ± 50 nm and 430 ± 30 nm. These values are larger than expected for the diffraction limit (~280 nm) for this system for two reasons: the objective is slightly under filled; and there is an index of refraction mismatch at the sample interface arising from embedding medium. Under filling the objective was required to minimize excitation artifacts that are otherwise prominent in the STED images. The embedding medium enables the use of the microscope’s auto-focus function, which ensures that the focus is maintained over long scan-times. Unlike the STED cross sections, which seem to be well represented by Lorentzians, the confocal intensity distributions are better described by Gaussians.

The average FWHM of the STED cross sections for 15 beads are 36 ± 9 nm for the X-coordinate and 40 ± 10 nm for the Y-coordinate (Table 1). The small difference in the X and Y spatial resolution is due to subtle differences in the STED profile (Figure 2). The above resolution is achieved by time-gating the signal. A 0.5-ns gate provided the best spatial resolution. Without time-gating, the average FWHM of the beads was 80 nm. (Using a gate longer than 0.5 ns resulted in an apparent worsening of the spatial resolution, most likely owing to a reduction of the signal-to-noise ratio accompanying the detection of a reduced amount of fluorescence.) Time-gating also reduced the background and improved the uncertainty of the
measurement, as obtained from the full-width at half-maximum of the cross section of the beads. The uncertainty decreased from 44% without gating the signal to 26% with gating.

**SC STED fluorescence lifetime imaging.**

Fluorescence lifetime images acquired from confocal and STED illumination, and their representative decay curves, are given for the 40-nm fluorescent bead sample in Figure 4. The main challenge to obtaining fluorescence lifetimes using STED is a ~200-fold drop in the probed volume compared to confocal imaging. There would be ~200 molecules in the confocal probe volume assuming a homogenous 1-µM solution compared to 1 molecule in the STED probe volume. Hell and coworkers previously reported an increase in the collection time per pixel from 1 ms (for intensity images) to 3 ms for TCSPC detection. The longer collection time is required to acquire sufficient counts in the fluorescence decay traces, and to obtain a reliable fit. Theoretically ~185 photons in the peak channel are necessary to resolve an exponential decay of single molecules in solution. On the other hand, Xie and coworkers resolved two exponentials in single molecule fluorescence decay traces with 64 counts in the peak channel. It is noteworthy that the collection time cannot be increased significantly, because longer exposure of the fluorophores causes photobleaching. A similar issue is encountered when attempting finer movement of the sample stage. We thus scan a region once with only the excitation beam and then a second time with both the excitation and STED beams. Considering the trade-off between collection time and photobleaching rate, we chose to use a 5-ms collection time per pixel, which not only provided 50-100 counts in the peak channel to resolve exponential decays, but also prevented the fluorophores from extensively photobleaching. The confocal (A) and STED (B) lifetime images reveal a homogenous lifetime distribution, which is expected given the similar size of the fluorescent beads and the spatial resolution obtained with STED
illumination. The fluorescence lifetime of the beads (2.0 ± 0.1 ns) obtained from confocal and STED illumination is identical within the uncertainty of the measurement, as shown in Figure 4C. This indicates that the STED beam does not perturb the lifetime measurement, even with time gating.

*Sub-diffraction fluorescence lifetime imaging of cultured cells.*

STED fluorescence lifetime imaging was applied to F-actin in cultured cells. The protein, actin, is in monomeric (G actin) and filamentous (F actin) forms within the cell; and proper function of the actin cytoskeleton is important for most basic cellular functions. F-actin can be found in cellular structures that are smaller than the diffraction limit of light, and traditional far-field imaging techniques provide few details of these structures. The small molecule, phalloidin, binds with high specificity to F-actin. With an Alexa Fluor 594 fluorophore conjugated to phalloidin it is possible to visualize the distribution of F-actin in the cell. STED microscopy (intensity images) has been previously applied to measure actin fibers in cultured cells with 100-nm resolution. A confocal intensity image of a whole cultured cell labeled with Alexa Fluor 594-phalloidin is shown in Figure 5A. Several F-actin structures are visible in the cell, including actin-rich projections around the periphery of the cell. An expanded view of two projections is shown with confocal (Figure 5B) and STED (Figure 5C) illumination. The images and the corresponding cross-sections (Figure 5D) of the narrowest point in one projection has the expected improvement in the STED spatial resolution. The FWHM of the confocal cross section is 290 nm and the same location measures 38 nm by STED.

Differences in the local actin environment could be measured as a distribution of the lifetimes for the fluorophore conjugated to F-actin bound phalloidin. A confocal fluorescence lifetime image of the entire cell (Figure 6A) was obtained in order to choose a specific region of
interest for which to compare confocal lifetime images (Figure 6B) with STED lifetime images (Figure 6C). As with the intensity-based comparison presented in Figure 5, the STED fluorescence lifetime image of the region of interest reveals F-actin structural details that are blurred due to the diffraction limit in the confocal lifetime image. The fluorescence decay curves obtained from two locations from the STED image, indicated with white arrows, are presented in (Figure 6D). These decay curves correspond to lifetimes of ~2.9 and ~2.2 ns. It is well known that fluorescein-type dyes (e.g., ATTO, Alexa Fluor) are strongly quenched by tryptophan due to photoinduced electron transfer from tryptophan (which acts as a donor) to the fluorescein moiety (which acts as acceptor).\textsuperscript{27,28} We note, however, that in a cell, because of its inherent complexity, tryptophan may be one of the quenchers of Alexa Fluor 594; but it is not necessarily the only one.

For purposes of comparison, the fluorescence decay profile obtained from the Alexa Fluor 594-phalloidin conjugate in the same medium used to prepare the cells is presented in Figure 6D. This profile was obtained with the same instrumentation used to obtain the STED lifetimes and an excitation wavelength of 570 nm. It can be superposed over the 2.9-ns STED profile; and this suggests that the 2.9-ns lifetime arises from unquenched fluorescent marker and that the difference in the STED lifetimes from one site to another in the cells may be attributed to the differential quenching of the Alexa Fluor 594 fluorescence by neighboring tryptophan residues and possibly other unknown species. The histogram (Figure 6E) of fluorescence lifetimes measured for every pixel in the STED image is well fit to a Gaussian.

As noted above, the decay curves obtained from the STED measurement that are presented in Figure 6D correspond to lifetimes of ~2.9 and ~2.2 ns, which we attribute to specific quenching interactions between Alexa Fluor and components of the cell. Because the data from Figure 6 represent only one measurement of one cell, means and associated errors could not be directly obtained for the
lifetimes we cite. In order to obtain an estimate, we measured a solution of ATTO 590 in ethanol using the STED instrument. The data collected from 4096 pixels yielded a lifetime of $3.56 \pm 0.06$ ns, i.e., an error of about 2%. It is a reasonable assumption that the percent error for the STED-obtained Alexa Fluor 594-phalloidin lifetimes is similar. Even assuming an uncertainty of 10% for each lifetime, $\sim 2.9$ and $\sim 2.2$ ns lifetimes would be distinguishable from each other. Finally, in the interest of completeness, we present an alternate interpretation for the origin of the different lifetimes. The observation of a distribution of Alexa Fluor lifetimes that is very well described by a Gaussian (Figure 6E) could suggest that the spread in lifetimes merely reflects statistical error in measuring the fluorescent probe in different parts of the cell.

Conclusions

Fluorescence lifetime images with $\sim 40$-nm lateral spatial resolution have been reported. Fluorescence lifetimes were statistically similar in confocal and STED measurements for both fluorescent beads and Alexa Fluor 594-phalloidin in cultured cells, and suggest a level of Alexa Fluor 594 quenching in cultured cells. These results open the door to measurements of lifetimes in heterogeneous domains smaller than the diffraction limit.
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Table 1. Full width half maximum (FWHM) values obtained from X- and Y-cross sections of fluorescent beads obtained in the image shown in Figure 3, or similar images.

<table>
<thead>
<tr>
<th>Fluorescent Beads</th>
<th>Confocal</th>
<th>STED</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>FWHM (nm)</td>
<td>FWHM (nm)</td>
</tr>
<tr>
<td>1</td>
<td>504</td>
<td>451</td>
</tr>
<tr>
<td>2</td>
<td>484</td>
<td>448</td>
</tr>
<tr>
<td>3</td>
<td>454</td>
<td>468</td>
</tr>
<tr>
<td>4</td>
<td>561</td>
<td>412</td>
</tr>
<tr>
<td>5</td>
<td>462</td>
<td>415</td>
</tr>
<tr>
<td>6</td>
<td>408</td>
<td>411</td>
</tr>
<tr>
<td>7</td>
<td>435</td>
<td>400</td>
</tr>
<tr>
<td>8</td>
<td>450</td>
<td>452</td>
</tr>
<tr>
<td>9</td>
<td>398</td>
<td>457</td>
</tr>
<tr>
<td>10</td>
<td>451</td>
<td>400</td>
</tr>
<tr>
<td>11</td>
<td>441</td>
<td>429</td>
</tr>
<tr>
<td>12</td>
<td>355</td>
<td>376</td>
</tr>
<tr>
<td>13</td>
<td>514</td>
<td>486</td>
</tr>
<tr>
<td>14</td>
<td>382</td>
<td>410</td>
</tr>
<tr>
<td>15</td>
<td>480</td>
<td>427</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>450 ± 50</td>
<td>430 ± 30</td>
</tr>
</tbody>
</table>
Figure 1. Schematic of the SC STED fluorescence lifetime microscope showing the SC being split into two paths by a polarizing beam splitter (PBS). The desired wavelengths are extracted by interference filters (F), F1 and F2, which isolate the excitation and STED wavelengths, respectively. Both paths have half-wave plates (λ/2) for adjusting the polarization. The STED path has an optical delay line to adjust the arrival of the pulses at the sample and the toroid shape is imparted using a vortex-phase plate (VPP). Both beams are expanded and collimated using beam expanders (BE) and recombined using a long-pass dichroic (D1). A quarter-wave plate (λ/4) generates circular polarization. The beams are reflected to the sample with a dichroic mirror (D2) that transmits the resulting fluorescence to the emission filters (F3). The fluorescence is then passed onto a multimode fiber (MMF) and detected by a photomultiplier tube (PMT). The portion of the schematic within the dashed lines presents a view perpendicular to the laser table.
Figure 2. Orthogonal cross-sections of the toroidal STED beam profile (X-coordinate solid line, Y-coordinate dotted line) on a linear (top) and log scale (bottom). The log plot reveals an intensity drop in the center of the profile to ~0.3% of the maximum intensity. The inset image was obtained by measuring the scatter from 60-nm gold nanoparticles.
Figure 3. Confocal (A) and STED (B) fluorescence intensity images of 40-nm fluorescent beads. The white arrows highlight two beads that are unresolved in the confocal image but resolved with STED. (C) The STED cross section (solid squares) fit to a Lorentzian yields FWHMs of 49 and 39 nm. The confocal cross section (open circles) was not fit. The scale bar represents 500 nm and is the same for both images.
Figure 4. Confocal (A) and STED (B) fluorescence lifetime images of 40-nm fluorescent beads. Representative fluorescence decay curves (C) for the confocal (open circles, solid fit) and STED (solid squares, dashed fit) were fit to a single exponential with a $2.0 \pm 0.1$ ns fluorescence lifetime. The scale bar represents 500 nm and is the same for both images.
Figure 5. Fluorescence intensity images of a cell with Alexa Fluor 594-phalloidin labeled actin. (A) An overview confocal image with an ~195-nm pixel size, scale bar of 2 microns. (B) Confocal and (C) STED images of a selected 5 x 5 micron region shown with a white box in (A). Scale bars for (B) and (C) represent 500 nm. The arrows in (B) and (C) represent the cross sections shown in (D) for the confocal (open circles) and STED (solid squares) images. The FWHMs from the Gaussian (confocal) and Lorentzian (STED) fits are 290 nm and 38 nm, respectively. (E) Structure of Alexa Fluor 594-phalloidin.
Figure 6. Fluorescence lifetime images of a cell with Alexa Fluor 594-phalloidin labeled actin. (A) An overview confocal image, ~195-nm pixel size, scale bar of 2 microns. (B) Confocal and (C) STED images of a selected 10 x10 micron region shown with a white box in (A). Scale bars for (B) and (C) represent 500 nm. (D) Representative fluorescence decay curves from two different regions (denoted by white arrows) from the image (C) fit to a single exponential with 2.9-ns (solid square) or 2.2-ns (open circle) fluorescence lifetimes. For purposes of comparison, the fluorescence decay profile (blue) obtained from the Alexa Fluor 594-phalloidin conjugate, in the same medium used to prepare the cells, is presented in panel (D). It is superposed over and is, within experimental error, identical to the 2.9-ns value obtained from the STED measurement. (E) A histogram of the STED fluorescence lifetime distribution from (C). The distribution of lifetimes obtained from the STED and confocal images are both well fit to Gaussians. The STED distribution has a mean of 2.6 ± 0.1 ns; the confocal distribution, a mean of 2.55 ± 0.08 ns.
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Abstract

Subdiffraction spatial resolution luminescence depletion imaging was performed with giant CdSe/14CdS nanocrystal quantum dots (g-NQDs) dispersed on a glass slide. Luminescence depletion imaging used a Gaussian shaped excitation laser pulse overlapped with a depletion pulse, shaped into a doughnut profile, with zero intensity in the center. Luminescence from a subdiffraction volume is collected from the central portion of the excitation spot, where no depletion takes place. Up to 92% depletion of the luminescence signal was achieved. An average full-width at half-maximum of 40 ± 10 nm was measured in the lateral direction for isolated g-NQDs at an air interface using luminescence depletion imaging; whereas the average full-width at half-maximum was 450 ± 90 nm using diffraction-limited, confocal luminescence imaging. Time-gating of the luminescence depletion data was required to achieve the stated spatial resolution. No observable photobleaching of the g-NQDs was present in the measurements, which allowed imaging with a dwell time of 250 ms per pixel to obtain images.
with a high signal-to-noise ratio. The mechanism for luminescence depletion is likely stimulated emission, stimulated absorption, or a combination of the two. The g-NQDs fulfill a need for versatile, photostable tags for subdiffraction imaging schemes where high laser powers or long exposure times are used.

**Introduction**

Lateral spatial resolution using visible wavelengths is limited by diffraction to ~250 nm in far-field optical microscopy.\(^1\) There are several imaging techniques available to circumvent this constraint. Near-field techniques with a probe in close proximity to the sample can be used, but the probe can be too invasive for some applications.\(^2\) In addition to using a near-field technique, there are several far-field techniques that have been developed. Stochastic optical reconstruction microscopy and several similar techniques utilize intermittent on/off states to limit the number of fluorophores emitting in a diffraction limited volume, and to generate a series of images that are reconstructed into a high resolution image.\(^3\) Stimulated emission depletion (STED) microscopy uses point-spread function engineering, and can yield measurements with high spatial and temporal resolution.\(^4-12\) STED uses a doughnut shaped depletion beam that spatially and temporally overlaps a Gaussian shaped excitation beam. The depletion beam is tuned to the red edge of a fluorophore’s emission spectrum providing depletion of the signal at the periphery of the Gaussian excitation profile. The resulting signal from the center of the excitation profile is below the diffraction limit.

In order to achieve subdiffraction spatial resolution imaging with STED, high laser powers or long acquisition times may be required. These conditions may lead to significant photobleaching of most small molecule fluorophores, which can degrade the achieved spatial resolution.\(^13-14\) Nanocrystal quantum dots (NQDs) display the highest photostability of the prominently used fluorescent labels,\(^15-16\) making them an ideal fluorophore for STED. On the
other hand, Auger recombination, for example, is known to prevent efficient stimulated emission of isolated NQDs.\textsuperscript{17} Stimulated emission can outpace Auger recombination in close-packed solids and highly concentrated colloidal solutions,\textsuperscript{18-19} but extended solids have limited utility as tags for imaging applications.

Hell and coworkers demonstrated 45-nm spatial resolution along a single axis for clusters of Mn-doped ZnSe QDs using a depletion beam with two nodes having zero intensity between them.\textsuperscript{20} They attributed the improved spatial resolution to stimulated absorption to higher-lying excited states.\textsuperscript{21} Clusters of QDs were necessary for their study to avoid excessive exposure times as sufficient signal could not be obtained with isolated QDs due to a long lifetime (about 90 $\mu$s) of the luminescence transition.

So-called giant NQDs (g-NQD) with 10 to 20 monolayers of CdS shell added onto a 2- to 5-nm CdSe core exhibit suppression of luminescence intermittency (\textit{i.e.}, blinking) and almost complete suppression of Auger recombination.\textsuperscript{22-25} The suppression of Auger recombination has the effect of increasing the lifetime of biexcitons and even allowing the observation of multiexciton states.\textsuperscript{26} Radiative lifetime components of excitons, biexcitons, and up to 6\textsuperscript{th}-order multiexcitons in g-NQDs were observed with excitation powers on the order of 1 kW cm$^{-2}$ at 4 K.\textsuperscript{26} Furthermore, biexcitons and multiexcitons can undergo more effective stimulated emission, with the multiexcitons having a lower threshold for stimulated emission than biexcitons and indeed many dye molecules.\textsuperscript{23}

Here, we report luminescence depletion (LD) imaging using CdSe/14CdS g-NQDs with a lateral spatial resolution of 40 ± 10 nm. It is proposed that stimulated emission and excited-state absorption mechanisms may work either independently or synergistically to provide depletion. A
7-fold improvement over the diffraction barrier was generated at an air interface with excitation and depletion powers of 50 pJ and 2 nJ, respectively.

**Experimental**

*Sample preparation and characterization*

The g-NQDs have been previously described.$^{27}$ A dilute solution of CdSe/14CdS g-NQDs (average particle size $13 \pm 2$ nm as measured by transmission electron microscopy) in toluene was deposited on a glass slide (474030-9000-000, Carl Zeiss Microscopy, Thornwood, NY) and the solvent allowed to evaporate. The sample was dried in ambient conditions for 30 min before any measurements were performed.

Blinking statistics for the g-NQDs were determined by comparing the percent of time the signal was in a binary high (on) or low (off) state using sequential 25-ms measurements over a 95-s time window. Depletion efficiencies for the g-NQDs were measured as the attenuation of the luminescence signal after illumination with the excitation and depletion wavelengths compared to the signal with illumination of only the excitation wavelength. The depletion power was varied and sequential 250-ms measurements over a 45-s time window were collected. Depletion was also observed with a CMOS camera (Moticam 2, Motic, British Columbia, Canada) by illuminating a single QD with the excitation beam and blocking and unblocking the LD beam. Photobleaching rates for the g-NQDs were measured by illuminating the samples with the excitation beam at the same position and taking sequential time measurements over 3.5 minutes. For all measurements described above, the beams had a Gaussian profile.
Imaging

The imaging system used for these studies has been described previously.\textsuperscript{28} Minor changes to the system are described below. The excitation and depletion beams derive from a SC laser, (SC-450-pp-he, Fianium, Southampton, UK), which has its output split into two paths using a polarizing beam splitter cube (DMLP605R, Thorlabs, Newton, New Jersey). The laser used a repetition rate of 2 MHz with instrument response function pulse widths for the excitation and LD pulses of approximately 120 and 160 ps, respectively, the two pulses were offset with the LD pulse trailing the excitation pulse by \(~100\) ps. Filters are used to select the excitation and LD wavelengths, which are shown in Figure 1. Measurements were performed using 50 pJ for excitation and 2 nJ for LD, as measured before the microscope objective. The excitation and LD pulses were 0.7 and 1.2 cm behind the objective, respectively. (~350 and 600 nm at the sample plane; excitation LD.) The LD beam was shaped into a doughnut with a vortex-phase plate. The beams are expanded and collimated before being recombined using a dichroic mirror (ZT594RDC, Chroma, Bellows Falls, Vermont). The collinear pulses are reflected via a dichroic mirror (635-70BPDC, Chroma) to an oil immersion objective and the resulting luminescence is directed to the detection path. The signal is sent to two stacked emission filters (FF01-629/56-25, Semrock, Rochester, New York) and subsequently through a 100 micron pinhole (NT36-392, Edmund Optics, Barrington, NJ) and a hybrid photomultiplier tube (HPM-100-40, Becker and Hickl, Berlin, Germany) coupled to a single-photon counting card (SPC-830, Becker and Hickl).

Raster scanning of a \(1 \times 1\) micron (64 \(\times\) 64 pixels) or \(2 \times 2\) micron (128 \(\times\) 128 pixels) region was used to generate the images. Images were collected at room temperature. All data were collected with Single Photon Counter v9.30 software (Becker & Hickl) and analyzed further using SPCIImage (Becker & Hickl) or MATLAB version 2011b (Mathworks, Natick,
MA). A time window of 3.3 ns with 64 time channels and a dwell time of 250-ms per pixel were used. Time-gating was used to obtain the best spatial resolution, as further outlined below. Image-J 1.44p (National Institutes of Health, USA) was used to take cross-sections of contiguous pixels in the collected images and Origin (OriginLab, Northampton, MA) was used to perform all other data processing. All reported uncertainties are one standard deviation.

Results and Discussion

Luminescence depletion efficiencies of g-NQDs

The goal of this work was to explore the ability of giant nanocrystal quantum dots (g-NQDs) to serve as photostable tags for subdiffraction imaging techniques that require high laser powers and/or long exposure times. In practice, this required determining the experimental conditions, including wavelengths, laser powers, acquisition times, and signal gating, necessary for subdiffraction imaging using g-NQDs. As observed in Figure 1, the g-NQDs display the characteristic broad excitation curve (blue curve). The excitation wavelengths (green curve) were chosen to be as far red-shifted as possible in order to limit scattering, photodamage, and background luminescence in future applications where this may be an issue, such as in the case of biological samples, without compromising the desired signal collection. The amount of spectral overlap between the g-NQD's narrow emission profile (yellow curve) and the depletion wavelengths (red curve) had to be carefully balanced. A too small overlap would lead to inefficient depletion, while an unnecessarily large overlap would cause an unwanted decrease in signal collection from a narrow detection window (black curve). LD occurs with the chosen excitation and depletion wavelengths (Figure 1 inset). In this instance, both the excitation and depletion beams were Gaussian shaped, and the data reveal that the depletion is reversible.
The optimum power of the depletion beam results in 100% LD efficiency without excessive exposure of the sample to high photon fluxes, thus limiting sample heating and damage. In order to determine the optimal power for the depletion beam, the attenuation of the luminescence signal for isolated g-NQDs was recorded for varying depletion powers (Figure 2). The depletion efficiency increases with increasing depletion power up to the maximum output of the laser used for these studies (2.0 nJ). At the highest power, a 92% depletion was obtained after correcting for a 3% contribution to the luminescence signal caused by the depletion beam. The mechanism of the high depletion efficiency could be stimulated emission, stimulated absorption, or both. Stimulated absorption has been shown for Mn-Doped ZnSe NQDs. A definitive assignment of the mechanism will, however, require further experiments that are beyond the scope of this work.

Determination of G-NQDs on/off Time and photobleaching rates

A zero or low frequency of blinking events is desirable for raster scan imaging to maintain the generated image’s integrity. For an imaging application, a dwell time that is too short relative to the blinking characteristics of the nanoparticle will result in an undesired false negative at that pixel, on the other hand, it is not desirable to ensure there are no false negatives, as excessive imaging times may result. The blinking characteristics of the g-NQDs must be known to set a dwell time per pixel that limits false negatives and to quantify the probability of recording a false negative at an acceptable imaging speed. Therefore, the luminescence signal of isolated g-NQDs was recorded over a time window of 95 s using an excitation power of 50 pJ. Representative data from ten randomly chosen g-NQDs are shown in Figure 3. The average percent on-time for all nanoparticles was 98.40 ± 0.04%. Hollingsworth and coworkers reported an on-time of greater than 99% and between 99 to 80% of the total analysis time as
corresponding to non-blinking and largely-non-blinking g-NQDs, respectively. The percentage of particles with on-times greater than 99% was 90% and the average off-time for these particles was 100 ± 200 ms. While the percentage of particles with on-times between 99 to 80% was 10%.

No observable photobleaching was observed on the time-scale of any of the measurements performed, which included an extended 3.5-minute illumination of the g-NQDs. This allowed for dwell times per pixel not possible with typical fluorescent dyes used for STED, including the 250 ms dwell time used for subsequent experiments.

*Subdiffraction spatial resolution using g-NQDs*

The confocal and LD images of 12 quantum dots are shown in Figure 4. The confocal images were recorded using only the excitation beam, while both the excitation and depletion beams were incident upon the sample for the LD images. The improvement in the spatial resolution of the LD images is evident by the smaller feature size. In the confocal images, there are occasional rows of lower luminescence intensity compared to the rest of the pixels representing the g-NQD. This is attributed to a few intermittent blinking periods, characteristic of even the best g-NQDs. The amount of intermittent blinking recorded in the LD images is significantly lower than in the confocal images, and is only observed for g-NQD number 6. This is expected since the total time used to collect the nanoparticle's luminescence signal (not the time the nanoparticle is exposed to the laser) in the LD mode is 97.7 ± 0.8 % shorter than that used to collect the confocal image.

Cross-sections were measured for each g-NQD shown in Figure 4, and representative cross-sections are shown in Figure 5. The confocal cross-sections were best fit to Gaussians, while the LD cross-sections were best fit to Lorentzians. This is consistent with previously
reported STED data using small fluorophores.\textsuperscript{8,28-29} The representative cross-sections in Figure 5 show a resolution enhancement, as defined by the full-width at half-maximum (fwhm), from 398 nm for the confocal mode to 43 nm for the LD mode. The average fwhm values for 12 g-NQDs are given in Table 1. The average cross section is $450 \pm 90$ nm and $40 \pm 10$ nm for the confocal and LD modes, respectively. For comparison, the actual “physical” average particle size measured by transmission electron microscopy was $13 \pm 2$ nm.

In order to achieve the $40 \pm 10$ nm spatial resolution in the LD imaging mode, we had to time-gate the data. The average fwhm of the LD cross-sections prior to applying the time-gate was $90 \pm 20$ nm. A representative confocal and LD decay curve is shown in Figure 6. The applied time-gate is represented by the two vertical lines. The signal prior to 600 ps is higher in the LD curve than the confocal curve. This is likely the result of scatter due to the STED beam, which degrades the spatial resolution. A time-gate at 500 ps was previously applied to STED images using small molecule fluorophores because depletion was incomplete at earlier times.\textsuperscript{28} At long times the decay curve is primarily dominated by noise that does not convey useful information. While gating the signal significantly improved the LD image, gating the confocal data did not significantly alter the average fwhm of the confocal data set (Figure 6 bottom).

Two lifetime components were extracted from the LD data ($2400 \pm 800$ ps and $300 \pm 100$ ps). One or both of the lifetime components may originate from multiexcitons. Htoon et al.\textsuperscript{26} measured higher-order excitons in similar g-NQD at 4K using a 21× lower power density than used in the current study (21 kW cm\textsuperscript{-2} for the excitation beam). The percentage of the short component decreased from $70 \pm 6\%$ to $50 \pm 10\%$ for the confocal to LD imaging formats, respectively (Figure 6).
The overall quality of the confocal and luminescence decay curves are similar (Figure 6). In a previous experiment using small dye molecules, the noise in the STED decay curve was higher compared to that obtained in the confocal experiment. This was because far fewer molecules were probed by STED, and this reduced the signal. For the small molecule fluorophores, the dwell time per pixel was limited to 5 ms due to excessive photobleaching at longer dwell times. The photostability of the g-NQDs allows the dwell time per pixel to be increased, increasing the signal and improving the quality of the decay curve. A 250 ms dwell time was used for these studies, but shorter dwell times could be used to increase the imaging speed, particularly if data are recorded with fewer time channels (i.e., if time-gating is applied but lifetimes are not extracted), while still generating high-quality images with good signal-to-noise ratios.

Conclusions

Luminescence depletion images of CdSe/14CdS giant nanocrystal quantum dots (g-NQDs) with 13 ± 2 nm particle size show a spatial resolution of 40 ± 10 nm. The mode of the resolution enhancement is through depletion of the g-NQDs luminescence, suggested to be the result of stimulated emission and absorption working individually or in concert. Time-correlated, single-photon counting detection allowed the signal to be time-gated, which is required for achieving 40-nm spatial resolution images. Critical for obtaining this result, is that photobleaching was not observed, permitting high quality measurements with extended dwell times that would be difficult to obtain under conditions where photobleaching was present. We conclude that g-NQDs show great promise as robust fluorescent labels for subdiffraction measurements in densely populated systems.
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Table 1. Full-width at half-maximum (fwhm) values obtained for cross-sections of g-NQDs obtained in the images shown in Figure 4.

<table>
<thead>
<tr>
<th>g-NQD Number from Figure 4</th>
<th>Confocal fwhm (nm)</th>
<th>Luminescence Depletion (time-gated) fwhm (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>550</td>
<td>34</td>
</tr>
<tr>
<td>2</td>
<td>479</td>
<td>35</td>
</tr>
<tr>
<td>3</td>
<td>525</td>
<td>42</td>
</tr>
<tr>
<td>4</td>
<td>432</td>
<td>30</td>
</tr>
<tr>
<td>5</td>
<td>612</td>
<td>44</td>
</tr>
<tr>
<td>6</td>
<td>355</td>
<td>33</td>
</tr>
<tr>
<td>7</td>
<td>397</td>
<td>38</td>
</tr>
<tr>
<td>8</td>
<td>310</td>
<td>51</td>
</tr>
<tr>
<td>9</td>
<td>398</td>
<td>43</td>
</tr>
<tr>
<td>10</td>
<td>370</td>
<td>45</td>
</tr>
<tr>
<td>11</td>
<td>463</td>
<td>55</td>
</tr>
<tr>
<td>12</td>
<td>494</td>
<td>62</td>
</tr>
<tr>
<td>Average</td>
<td>450 ± 90</td>
<td>40 ± 10</td>
</tr>
</tbody>
</table>
Figure 1. The CdSe/14CdS g-NQDs excitation (blue line) and emission (orange line) spectra and the transmission curves for the microscope's filters are shown. The laser pulses are selected with interference filters with the excitation (green line) and LD (red line) filters centered at 570 ± 10 nm and 684 ± 8 nm, respectively. The band-pass of the LD filter allows significant overlap with the g-NQDs emission spectrum while avoiding unwanted excitation. Two stacked emission filters (black line) centered at 629 ± 56 nm allow the signal to be transmitted to the detection path. The inset shows the QDs LD is reversible with successive images from top to bottom of a single quantum dot obtained with excitation beam illumination (left column) or excitation plus depletion beam illumination (right column), where all beams were Gaussian shaped. The scale-bar is 500 nm.
Figure 2. The g-NQD depletion efficiency was measured using continuous illumination with the 50 pJ excitation beam, and overlapping the depletion beam after approximately 10 s had elapsed. The depletion powers ranged from 0.08 to 2 nJ. The data were corrected for a small component of luminescence generated by the depletion beam, but did not need correction for photobleaching. The inset shows the fraction of LD versus depletion laser power.
Figure 3. Graphs of the luminescence intensity versus time for 10 individual g-NQDs labeled a to j. The luminescence intensity was integrated every 25 ms for a total of 95 s. The excitation power was the same as used for collecting the LD images (50 pJ). The QD was considered off if the signal dropped below 5 counts for 3 adjacent data points. The data show g-NQDs under the experimental conditions used here were 90% non-blinking with on-times greater than 99% and 10% largely non-blinking with on-times between 99% and 80%.
Figure 4. Images of 12 g-NQDs measured in the confocal and LD modes. The confocal images were collected after blocking the depletion beam, and the doughnut shaped depletion beam was unblocked to generate the LD images. The scan direction was from left to right or right to left at a step size of 15.6 nm. A stage repeatability of tens of nanometers results in a small shifts from the confocal to LD image. Scale-bars are all equal to 500 nm.
Figure 5. Representative cross-sections and associated fits for a g-NQD in confocal (open circles, Gaussian fit with 398 fwhm) and time-gated LD (solid squares, Lorentzian fit with 43 nm fwhm) modes. The time-gate applied to the LD images yields an improvement of 2.25 fold over the ungated LD data. A 7× average lateral resolution improvement is observed for the time-gated STED data over the system's diffraction limit.
Figure 6. Top: Representative confocal (open circles with dotted line fit) and LD (solid squares with solid line fit) luminescence decay curves are shown at the top of the figure. The vertical lines represent the time-gate that was applied to the LD images in Figure 4. The data have been normalized to the value at 600 ps. Bottom: The two left images show confocal and LD data prior to applying the time-gate and the two right confocal and LD images show the effects of applying the time-gate. The scale-bar is equal to 500 nm.
A 532-nm excitation wavelength scanning angle Raman instrument has been developed to probe chemical content perpendicular to a sample interface. The instrument is fully automated to collect Raman spectra across a range of incident angles from 20.50 to 79.50° with an angular spread of 0.4 ± 0.2° and an angular uncertainty of 0.09°. Instrumental controls drive a rotational stage with a fixed axis of rotation relative to a prism-based sample interface that is mounted on an inverted microscope stage. Three benefits of SA Raman spectroscopy using visible wavelengths, compared to near infrared wavelengths, were demonstrated: (i) better surface sensitivity; (ii) increased signal due to the frequency to the fourth power dependence of the Raman signal, and the possibility for resonant enhancement; (iii) the need to scan a reduced range of angles to shorten data collection times. These benefits were demonstrated with SA Raman measurements of thin polymer films of polystyrene and a diblock copolymer of polystyrene and poly(3-hexylthiophene-2,5-diyl). Thin film spectra were collected with signal-to-noise ratios ranging from 30 to 120 using 0.25 s to 5 minute total acquisition times.

1. Introduction

Raman spectroscopy has been used in many fields to identify the chemical composition of diverse samples [1-7]. Several variants of Raman instruments have been developed, including portable units [8-10] and imaging systems [11, 12]. Another variant of Raman instruments has the capability to probe interfaces using total internal reflection (TIR) illumination [13-26]. These
measurements require the incident laser to be directed at an interface with an incident angle ($\theta_i$) at or above the critical angle ($\theta_c$) as given by Snell’s law: $\theta_c = \sin^{-1}\left(\frac{\eta_{\text{sample}}}{\eta_{\text{prism/objective}}}\right)$, where $\eta_{\text{sample}}$ and $\eta_{\text{prism/objective}}$ are the indices of refraction of the interfacial layers. An example sample setup for a TIR experiment is shown in Figure 1. Two layouts to achieve TIR are through the objective and through a high index of refraction prism [16-21, 24, 26, 27]. Through the objective TIR has the benefit of ease of implementation, but is limited to samples with a low index of refraction (e.g., aqueous) and the exact incident angle is rarely known. In addition, the incident angle for a typical TIR objective is limited to a maximum value in the $67^\circ$ range [28]. The use of a prism generally presents a greater alignment challenge, however, a high index of refraction prism allows a much wider range of samples to be measured and the angle of incidence is easily determined.

We have previously reported a variation of Raman spectroscopy termed scanning angle (SA) Raman spectroscopy [20-23, 25]. SA Raman instruments have a controlled and variable incident angle upon a prism/sample interface in the range of around 25 to 75° with a resolution of a tenth of a degree or less. Three distinct regions in the scanned angular range are below, at, and above the critical angle for total internal reflection. Up to a few orders of magnitude enhancement in the Raman signal is measured at the critical angle. At angles greater than the critical angle, the penetration of the evanescent wave into the sample decreases and these angles are suitable for probing at or near the interface [14-19]. When the sample meets conditions required for a waveguide, spectra collected at angles below the critical angle provide simultaneous information on chemical content and sample thickness [22, 23]. The pattern of the Raman signal as the incident angle is changed upon a waveguide interface can be correlated to sample thickness.
Excitation wavelength is an important experimental parameter for any Raman spectroscopy experiment. The Raman intensity scales with the frequency to the fourth power of the excitation frequency, making shorter excitation wavelengths desirable. However, considerations of the spectral background often make longer excitation wavelengths necessary for many Raman experiments. In addition to these considerations, the excitation wavelength affects the predicted angular dependence of the SA Raman signal. A graph of predicted Raman intensity (i.e., MSEF) versus incident angle for a polystyrene waveguide film shows narrower features with 532 compared to 785-nm excitation (Figure 2A-C). This means sample thickness can be determined by scanning a narrower range of angles using visible excitation wavelengths, and this reduces experiment time. Under TIR, 98% of the Raman scattering is generated in the sample within a distance $D_{RS}$ (equation 1), which is another important parameter that is dependent on the excitation wavelength ($\lambda$) and incident angle ($\theta_i$) [26].

$$D_{RS} = \frac{\lambda}{4\pi} \frac{1}{\sqrt{\left[\left(\eta_{prism}^2 \sin^2 \theta_i\right) - \eta_{sample}^2\right]}}$$  \hspace{1cm} (1)

Figure 2D shows example graphs of $D_{RS}$ versus incident angles greater than the critical angle for 785 and 532-nm excitation wavelengths. Visible excitation wavelengths are predicted to produce better surface sensitivity with smaller $D_{RS}$ values for SA Raman measurements.

In this manuscript we characterize a newly developed 532-nm SA Raman instrument that has the benefits of improved design, increased signal due to the short excitation wavelength and resonant enhancement, and decreased $D_{RS}$ for better surface sensitivity. The incident angular range, spread and uncertainty have been characterized, and a comparison of excitation wavelength on the SA Raman signal for several polymer interfaces has been conducted. The
instrument will be of use in a variety of fields where interfacial characterization is needed, particularly in applications that benefit from measurements at ambient laboratory conditions.

2. Experimental Methods

2.1. Instrumentation

The developed instrument can be used for epi-illumination or SA Raman imaging (Figure 3). A single frequency 532-nm laser (Sapphire SF 532 nm 150 mW, Coherent, Santa Clara, CA) set to s-polarization was used for the excitation source. For epi-illumination imaging, the light was directed via a flip down mirror to a 10× beam expander (59-127, Edmund Optics, Barrington, NJ) then the rear port of a DM IRBE microscope (Leica, Wetzlar, Germany). A dichroic mirror (LPD01-532RU-22×27×2.0, Semrock, Rochester, NY) directs the laser to a 10×-magnification 0.25-numerical aperture microscope objective (Leica) that focuses the laser onto the sample plane. For SA Raman imaging, the light was expanded via a 1-3× beam expander (64417, Edmund Optics) to backfill a focusing optic that sends the light into a polarization maintaining single mode fiber (P3-488PM-FC-2, Thorlabs, Newton, NJ). The focusing optic and fiber optic input coupler were mounted on separate translational stages that allow for fine tuning the alignment. The power incident on the fiber was 150 mW and the power exiting the fiber was ~15 mW. A fiber collimator (CFC-2X-A, Thorlabs) at the output end was mounted on a rotational stage (T-RSW60A, Zaber Technologies, Vancouver, British Columbia, Canada) that directs the light with fine control over the incident angles, facilitated by software developed in Labview (2010, National Instruments, Austin, TX), onto a 25.4-mm diameter hemispherical sapphire prism (ISP Optics, Irvington, NY) that was coupled to a 25.4-mm diameter 400-μm thick sapphire substrate. The laser spot size was ~75 μm in diameter at the sample interface in the SA mode.
The Raman signal was collected by a 10× objective, directed to a side port on the microscope, and focused onto the entrance of a HoloSpec f/1.8i spectrograph (Kaiser Optical Systems, Ann Arbor, MI) in both the epi-illumination and SA imaging modes. The spectrometer contains a holographic notch filter (532-nm SuperNotch) and a 100-μm slit (SLIT-100) and grating (HSG-532-LF). The spectra were collected with a charged coupled device (CCD) (Newton 940, Andor Technology, Belfast, UK) with 2048 × 512 pixels and Solis software version 4.23.3002.0 (Andor Technology). Two accumulations were collected to facilitate automatic solar ray removal. Images were generated by raster scanning the sample using a XY-translational stage (ProScan, Prior Scientific, Rockland, MA) with a 35 μm step size.

The reflected light intensity from the prism/sample interface was collected along with the Raman scattering in the SA Raman imaging mode. An amplified photodiode (SM1PD1A and PDA200C, Thorlabs) on a second rotational stage (T-RSW60A, Zaber Technologies) moves in concert with the first rotational stage. The photodiode output voltage was measured with a National Instruments (Austin, TX) NI USB-6221 data acquisition device. Reflectivity measurements were collected at a rate of 1 KHz for 0.5 s per angle with an angular resolution of ~0.005 to 0.05°.

2.2. Sample preparation

A thin polystyrene film was made by spin coating 50 μL of a 4.4 wt% solution of polystyrene (Sigma-Aldrich, St Lois, MO) in toluene (Fisher Scientific, Waltham, MA) on a sapphire substrate at 3000 RPM for one minute utilizing a W-4A spin coater (Chemat Technology, Inc. Northridge, CA). Optical contact between the prism and substrate was established with index matching fluid (η = 1.7800 Cargille Laboratories, Cedar Grove, NJ). 1.00 and 1.15 wt% NaCl (Fisher Scientific) solutions were prepared in deionized water from an Easy
Pure II purification system (Fisher Scientific). Preparation of a diblock copolymer of polystyrene (15 wt%) and poly(3-hexylthiophene-2,5-diyl) (85 wt%) film (PS-b-P3HT) was made by spin coating 100 μL of a 5 wt% solution in chloroform on a sapphire substrate at 1000 RPM for 40 seconds.

2.3. Data processing and calculations

All data were processed using the software Igor Pro 6.3.2.3 (Wavemetrics, Lake Oswego, OR) or Origin 8.6 (OriginLab, Northampton, MA). Fresnel reflectivity coefficients were calculated and used to fit the experimental reflectivity data to determine the instrumental angle spread and angle uncertainty [29]. The calculations allow the incident angle to have a spread of values rather than a discrete angle. MSEF calculation was performed using EM Explorer (EM Explorer, San Francisco, CA). The refractive indices used in all calculations were $\eta_{\text{sapphire}} = 1.76355$ [30], $\eta_{\text{polystyrene}} = 1.59861$ [31], and $\eta_{\text{air}} = 1.00027821$ [32]. Selected Raman peaks were fit to a Gaussian using Igor Pro’s batch-fitting function [33].

To generate images, spectra collected with the Solis software were processed using Igor Pro (Wavemetrics) to obtain peak amplitude, width, and location. The desired properties were input into MATLAB version 2013b (Mathworks, Natick, MA) to construct images.

3. Results and Discussion

3.1. Characterization of instrument specifications

The goal of this work is to demonstrate a SA Raman instrument based on a simple layout and use it for measurements of polymer films that benefit from visible excitation wavelengths. The SA Raman spectrometer utilizes a fiber optic to direct the laser onto a prism/sample interface (Figure 3). The layout has the benefit of few moving parts; and the ability to compare
epi and SA-illumination geometries using a simple flip down mirror. A single rotational stage mounted on the microscope's translational stage was the only moving part required for collecting Raman data. A second rotational stage mounted on the opposite side of the translational stage was used to record the reflected light intensity from the interface. The reflectivity data allows for calibration of the incident angle. The design was compatible with any excitation wavelength. For this work, a 532-nm laser is utilized.

The parameters that need to be determined experimentally for any SA Raman instrument are the angular calibration, range, spread, and uncertainty. A summary of all measured parameters is shown in Table 1. The angular range and spread were characterized by collecting the reflected light intensities from a sapphire/364 ± 8-nm polystyrene interface. The curve of reflected light intensity was fit using Fresnel reflectivity coefficients. First, the experimental curve was adjusted by 4.77° to overlap with the calculated curve at angles below approximately 30° (Figure 4A). This provides an angular calibration, which was necessary since the input angle in the software does not necessarily represent the true incident angle. There was a rapid drop in the reflected light intensity below 20.50° and above 79.50°, within this range was suitable for data collection. The angular range of this instrument was 9° larger than a previously reported instrument that utilized 2 translational stages and a galvanometer to control the incident angle of light upon the interface [20]. Next, the angular spread was characterized by fitting the experimental data in the region between 0.5° below the critical angle and 0.5° above the critical angle. The angular spread in the calculated Fresnel reflectivity coefficients was adjusted until the calculation coincides with extremes established by the uncertainty in the reflectivity data (Figure 4B). The angular spread was 0.4 ± 0.2°. This was 2.5° smaller than a previously reported SA Raman instrument [20]. A small angular spread is desirable when measuring and fitting SA
Raman signals, as an average signal is obtained across all incident angles. Near the critical angle, the expected enhancement in the Raman signal decreases by 16% and 38% for a 0.4 and 2.9 degree angular spread, respectively.

Since the reflectivity values were used to calibrate the incident angle of the laser upon the interface, the uncertainty in the reflectivity data also affects the uncertainty in the incident angle. This in turn affects the ability to model SA Raman data. The angular uncertainty was measured using dilute NaCl solutions of varying concentration to alter their refractive index (Figure 5A). Three replicate reflectivity measurements were averaged and the standard deviations were calculated. The average standard deviation for all reflectivity data was 0.04. At the inflection point in both reflectivity curves shown in Figure 4B, a 0.04 uncertainty in the reflectivity corresponds to a 0.09° uncertainty in the incident angle. The mean in reported incident angles has a 0.09° uncertainty combined with a 0.4° spread, as discussed above.

SA Raman instruments require a precise alignment of the laser's axis of rotation with the center of the hemispherical prism. In order to test the sensitivity of the alignment on the resulting data, SA Raman measurements were collected at a fixed incident angle while translating the stage holding the prism/sample. A uniform 364 ± 8 nm thin polystyrene film was used, which should generate a uniform Raman signal. Deviations from a uniform Raman signal were assumed to be introduced as a result of misalignment. As shown in Figure 6 there was a ~100 μm oblong region around the center of the prism that yields an optimal signal-to-noise ratio. Outside of this maximal region the signal was considerably decreased. The sample translational stage aids in obtaining the optimal alignment in the SA optical path.
3.2. Considerations of the excitation wavelength for SA Raman spectroscopy: Increased signal and surface sensitivity.

Raman signal intensity is increased with visible relative to near-infrared excitation due to the frequency to the fourth dependence of the Raman signal and also from possible resonant enhancements. A diblock copolymer film composed of semiconducting P3HT and polystyrene (PS-b-P3HT) forms 10 to 12-nm structures surrounded by P3HT under optimal conditions [34]. Thiophene absorbs across the visible region (Figure 7A). For a PS-b-P3HT copolymer film, the thiophene Raman peaks should exhibit resonance enhancement with 532-nm excitation, whereas polystyrene will not.

Raman spectra in Figure 7B show a comparison of 18-mW excitation for 2.5 and 0.125-s acquisition times. As expected, strong thiophene Raman peaks were measured at 1385 and 1455 cm\(^{-1}\) for the block copolymer film collected at 72.50°. The signal-to-noise ratios of the thiophene peaks for 2.5 and 0.125 s acquisition times were 120 and 30, respectively. No polystyrene peaks were measured under these experimental conditions due to a lack of resonant enhancement.

Figure 7C depicts a two dimensional plot of the Raman signal that seems to exhibit affects from the PS-b-P3HT film roughness. The signal-to-noise ratio for the block copolymer film was 40 for 785-nm excitation (90 mW, 2.5 seconds, data not shown).

One limitation to visible-wavelength SA Raman spectroscopy occurs when measurements at a gold interface are performed. Excitation with a 785-nm laser generates larger SA Raman signals and enables the measurement of a monolayer with optimized thin films of ~50-nm gold, whereas no signal was generated using 532-nm excitation (data not shown).
3.3. Considerations of the excitation wavelength for SA Raman spectroscopy: Decreased scanning angular range.

In order to demonstrate the ability to measure polymer waveguide thickness using a narrow range of incident angles, SA Raman spectra were collected for a thin polystyrene film prepared by spin coating a 5 wt% solution onto a substrate. The Raman spectra were collected every 0.05° over the angular range 55.50 to 68.00° (Figure 8). The intensity of the Raman signal varies with incident angle, as expected, and the maximum Raman signal was measured at 59.25°. Matching this experimentally determined maximum with calculations of the mean squared electric field [23] within polymer layers of varying thickness, the polystyrene film was measured to be 420 nm (Figure 8). The minimum polystyrene thickness required to support a waveguide using 532-nm excitation is ~170 nm (thinner films can be measured as waveguides using visible wavelengths compared to near infrared wavelengths). Thinner waveguides require a larger range of angles to be scanned compared to thicker waveguides (Figure 2). At the opposite thickness extreme, polystyrene films of greater than 1000 nm require a high angular resolution as a result of the narrow waveguide peaks. The instrument described herein has the scanning capabilities and angular resolution to simultaneously measure the thickness and composition at both thickness extremes.

4. Conclusions

An automated visible-wavelength SA Raman instrument was constructed with an angular range of 20.50° to 79.50°, uncertainty of 0.09° and spread of 0.4° ± 0.2°. The instrument’s function was demonstrated by measuring thin polymer films. It was demonstrated that visible wavelength SA Raman spectroscopy generates better signal-to-noise ratio spectra, better surface sensitivity under TIR, and the need to scan a narrower range of angles when measuring waveguides compared to the use of infrared lasers. Increased surface sensitivity and signals will
make it possible to measure faster kinetics and dynamic events than was previously possible with SA Raman spectroscopy. In addition, the coupling of resonant conditions to enhance sample detection without the use of specialized substrates (e.g., plasmon supporting) will prove beneficial and expand the utility of the technique.
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Table 1. Measured instrumental parameters for the 532-nm SA Raman instrument and calculated values for a sapphire/polystyrene interface.

<table>
<thead>
<tr>
<th>Spectral Range\textsuperscript{a}</th>
<th>150-2460 cm\textsuperscript{-1}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incident angle spread</td>
<td>0.4° ± 0.2°</td>
</tr>
<tr>
<td>Incident angle uncertainty</td>
<td>0.09°</td>
</tr>
<tr>
<td>Highest angle</td>
<td>79.50°</td>
</tr>
<tr>
<td>Lowest angle</td>
<td>20.50°</td>
</tr>
</tbody>
</table>

Values for a sapphire/polystyrene interface (532 nm excitation)

<table>
<thead>
<tr>
<th>(\theta_c)</th>
<th>65.05°</th>
</tr>
</thead>
<tbody>
<tr>
<td>(D_{RS}) range (65.05-79.50°)</td>
<td>1.3 (\mu \text{m}-63) nm</td>
</tr>
<tr>
<td>Average (\Delta D_{RS}) near the (\theta_c) (65.50-66.00)</td>
<td>7.8 nm</td>
</tr>
<tr>
<td>Average (\Delta D_{RS}) far from the (\theta_c) (75.00-79.50)</td>
<td>0.1 nm</td>
</tr>
</tbody>
</table>

\textit{a lower value limited by notch filter, upper value limited by grating and detector}
Figure 1. Sapphire/polystyrene interface showing transmission and reflection of the incident excitation light (left) below and (right) at or above the critical angle, respectively.
Figure 2: Comparison of the sum of the mean squared electric field (MSEF) for sapphire/(A) 300 nm, (B) 600 nm, and (C) 1500 nm sapphire/polystyrene interfaces for (green) 532 and (red) 785-nm excitation. (D) shows a comparison of the axial distance over which Raman scattering is collected ($D_{RS}$) as a function of incident angle for (green) 532 and (red) 785-nm excitation, where an enhanced surface sensitivity is visible in the case of the 532-nm excitation.
Figure 3: Instrument schematic for a 532-nm SA Raman instrument: half wave-plate (WP), beam expanders (BE1, BE2), Leica microscope (LM), aspheric focusing lens (L1), polarization-maintaining single-mode fiber optic (PSMF), fiber collimator (FC), high index prism (P), photo-diode (PD), rotational stages (RS), amplifier (Amp), data acquisition device (DAQ), computer (CPU), collection lens (L2), spectrometer (Spec), and charged-coupled device (CCD). The dashed view is perpendicular to the table.
**Figure 4:** Reflectivity curve from (A) sapphire/364 ± 8 nm polystyrene/air interface (black squares) with a best fit Fresnel reflectivity curve that has a 0.4 ± 0.2° incident angle spread (red line). (B) Expanded view of (A) near the critical angle with Fresnel reflectivity curves corresponding to an angle spreads of 0.2° (blue line), 0.4°, and 0.6° (green line). Signal was collected every 0.05° between adjacent data points.
Figure 5: (A) Comparison of the reflectivity curves of a (black circles) 1.00 and (red circles) 1.15 wt% NaCl solutions. (B) An expanded view around the inflection points to accentuate the difference in the two curves.
Figure 6: Images taken in the SA mode of a 364 ± 8 nm polystyrene film depicting the (A) magnitude and (B) an associated signal-to-noise ratio of the ~1000 cm⁻¹ peak. (C) Raman spectra over the range of signal-to-noise values with corresponding color code shown in (B). Raman measurements were collected with an acquisition time of 15 seconds and a laser power of 15 mW with a step size of 35 µm.
Figure 7: (A) Absorption spectrum of a 490 ± 60-nm thin film of PS-b-P3HT. (B) Raman measurements of the film at 532 nm with two 2.5 s (black) or 0.125 s (red) collections. (C) A plot of Raman scattering intensity as function of wavenumber and incident angle.
**Figure 8:** SA Raman spectra of a 420-nm polystyrene film. The ~1007 cm\(^{-1}\) peak exhibits an angle-dependent signal, as expected for a waveguide. The maximum signal is measured at 59.25°. The critical angle for the interface is 65.04°. The thin film's Raman data was best modeled (MSEF) to a 420-nm thickness, as shown in the inset. Two collections of 2.5 minutes were used to obtain each spectrum.
Chapter 5: QUANTITATIVE COMPARISON OF HIGH EFFICIENCY HETEROJUNCTION SOLAR CELL STABILITY UNDER LASER INDUCED PHOTODEGRADATION

Michael D. Lesoine, John A. Carr, Jonathan M. Bobbitt, Daniel J. Freppon, Moneim Elshobaki, Sumit Chaudhary, and Emily A. Smith

Abstract:
Solar cells formed with bulk heterojunctions containing combinations of thiophene based polymer donors poly(3-hexylthiophene-2,5-diyl) (P3HT), poly[[9-(1-octylnonyl)-9H-carbazole-2,7-diyl]-2,5-thiophenediyl-2,1,3-benzothiadiazole-4,7-diyl-2,5-thiophenediyl] (PCDTBT), or poly({4,8-bis[(2-ethylhexyl)oxy]benzo[1,2-b:4,5-b']dithiophene-2,6-diyl}{3-fluoro-2-[(2-ethylhexyl)carbonyl]thieno[3,4-b]thiophenediyl}) (PTB7) and the fullerene acceptor 3’Phenyl-3’H-cyclopropa[8,25] [5,6]fullerene-C70-D5h(6)-3’butanoic acid (PCBM) are examined for stability using resonance Raman spectroscopy with 532-nm laser excitation to induce photodegradation. Four different sample preparations are performed two of which involve allowing the solar heterojunctions to dry under ambient conditions, but different thickness and one thicker and thinner sample undergoing solvent an thermal annealing, respectively. such as the method of drying as well as thermal annealing of the solar cells and the effect is observed. For Raman spectra crystallinity is observed by observing a peak corresponding to a thiophene group’s full-width at half-maximum and location measured as a function of illumination time with increasing laser power densities from $7\times10^2$ - $7\times10^4$ Wcm$^{-2}$. The crystallinity of P3HT improves with added preparative steps while PCDTBT ant PTB7 remain with the same order as cast. In addition, changes to luminescence in the collected spectra over time are examined. Average values for spectral quantities for a peak’s full-width at half-maximum and location were
obtained for different locations on the heterojunctions and are correlated to relative order and disorder with regard to time and laser power to induce degradation. PTB7 exhibited the highest degree of degradation possibly from oxidative affects.

**Introduction:**

Solar cell research is typically focused on how efficiently a constructed device can convert solar radiation into an energy source, however, of equal importance is the development of stable solar cells that have long operable lifetimes. [1-9] Polymer solar cells are composed of a donor such as poly(3-hexylthiophene-2,5-diyl) (P3HT), and an acceptor 3’Phenyl-3’H-cyclopropa[8,25] [5,6]fullerene-C\(_{70}\)-D\(_{5}\)h(6)-3’butanoic acid (PCBM). Other less studied donors include poly[[9-(1-octylnonyl)-9H-carbazole-2,7-diyl]-2,5-thiophenediyl-2,1,3-benzothiadiazole-4,7-diyl-2,5-thiophenediyl] (PCDTBT), and poly(4,8-bis[(2-ethylhexyl)oxy]benzo[1,2-b:4,5-b’dithiophene-2,6-diyl] [3-fluoro-2-[(2-ethylhexyl)carbonyl]thieno[3,4-b]thiophenediyl]) (PTB7). Research to improve heterojunction devices is critical to create devices suitable for real world applications. Polymers used in the heterojunctions have been shown to have a greater longevity when organic impurities are removed having the short-circuit current density of cells stored in inert conditions only dropping ~7% after 111 days. [5] Substituted PCBM’s have shown promise in allowing for increased annealing times up to 10 hours while avoiding degradation of device efficiency. [1] Work has also been done with optimization of the PEDOT:PSS layer by treatment with ultraviolet light to improve the wettability that has a direct effect on the solar cell’s active layer increasing stability by 2.5 times and improving efficiency from 2.43% to 3.64% of the observed device. [6]

Heterojunction solar cells are being optimized with different preparation conditions involving thermal [1, 4, 9-11] and solvent[12] annealing as well as modifications to the
traditionally used components in a device’s strata. Raman spectroscopy is useful in determining differences in chemical structures relating to crystallinity. Correlations have been drawn between the crystallinity of organic photovoltaic materials such as P3HT and the full width at half maximum (FWHM) of thiophene groups [12-16]. The use of resonance Raman spectroscopy facilitates collection of data that can be correlated to crystallinity on the order of seconds [17, 18].

In this work we determine the stability of ultra-thin bulk heterojunction solar cells prepared under differing conditions as determined by laser induced photodegradation and resonance Raman spectroscopy. Trends for changes to crystallinity using thiophene based peaks FWHMs of Raman spectra under low power observation of P3HT:PCBM, PCDTBT:PCBMT, and PTB7:PCBM are comparable with results previously observed using alternate techniques. High power laser induced photodegradation studies reveal changes to the polymer structure involving possible accelerated oxidative damage.

**Experimental Methods:**

*Film preparation:*

Solar cells are generated with the strata oriented as in Figure 1 with first taking glass substrates coated with an ~70 nm layer of ITO are first spin coated with a mixture of poly(3,4-ethylenedioxythiophene) and poly(styrenesulfonate) (PEDOT:PSS) at 4,000 rpm for 60 s to form an ~10 nm layer followed by a mix of one of the three donor materials P3HT, PCDTBT, or PTB7 mixed with the acceptor PCBM to generate the solar cells. The specific spin coating parameters for the donors are contained in Table 1. Four samples were made with varying conditions for the three different heterojunction material blends of P3HT, PCDTBT, and PTB7.
The notations of samples superscripted with $\alpha$ and $\gamma$ correspond to samples that are dried under ambient conditions without annealing being thicker and thinner, respectively, while $\beta$ and $\Delta$ correspond to solvent annealed (thicker) and thermally annealed (thinner) samples, respectively. Preparations were all performed in a nitrogen environment. The PCDTBT:PCBM and PTB7:PCBM samples are allowed to dry for 24 hours in a vacuum.

Spectral measurements:

A lab-built microscope-based Raman spectrometer using a DM IRBE microscope (Leica, Wetzlar, Germany) and with laser excitation at 532-nm (Sapphire SF 532 nm 150 mW, Coherent, Santa Clara, CA) is used to perform the Raman measurements. Laser excitation powers of 50-5000 $\mu$W are used in the examination of the samples. The power density for the 50-5000 $\mu$W range corresponds to $7 \times 10^2 - 7 \times 10^4$ Wcm$^{-2}$. The laser profile is expanded using a 10× beam expander (59-127, Edmund Optics, Barrington, NJ) in order to backfill a 10×-magnification 0.25-numerical aperture microscope objective (Leica) to achieve an approximately diffraction limited laser spot with a diameter of $\sim$1 $\mu$m. The objective is used to both focus the laser for excitation as well as collect the Raman scattering signal from the the epi-direction. The Raman signal is focused with a lens onto a HoloSpec f/1.8i spectrograph (Kaiser Optical Systems, Ann Arbor, MI) and directed to a charged coupled device (CCD) (Newton 940, Andor Technology, Belfast, UK) having 2048 × 512 pixels.

Raman spectra are obtained using Solis software version 4.23.30002.0 (Andor Technology). Collection times between 1-150 s are used depending on the excitation power in order to maintain a consistent S/N ratio through the measurements. Two collections are performed to facilitate cosmic ray removal.
Raman image collection is accomplished by raster scanning with lab developed software generated using Labview. A laser power of 50 μW is used to prevent sample damage with a collection time of 15 s and a stage movement of 1 μm between points is used.

An Agilent 8453 UV-visible spectrophotometer (Santa Clara, CA) is used for the collection of absorption spectra.

Data collection and analysis:

Heterojunction solar cells are either probed at many locations to gain average values or one location over time to track the stability of spectral properties under laser induced photodegradation using controls developed using the 2010 version of Labview (National Instruments, Austin, TX) to translate a sample using a XY-stage (ProScan, Prior Scientific, Rockland, MA). Raman spectra are analyzed using Igor Pro 6.3.2.3 (Wavemetrics, Lake Oswego, OR) using the batch fit function with a Gaussian fit. The spectral properties of a peak of interests FHWM and location are each plotted separately versus time for the stability measurements. In addition, luminescences of the collected Raman spectra are also correlated with time by comparison of spectral changes to the background across samples at a region without spectral features at 2000 cm\(^{-1}\).

Results And Discussion:

Heterojunction solar cell’s crystallinity measured by resonance Raman microcopy:

Raman measurements are performed to determine the effect of additional preparative conditions on the crystallinity of ultra-thin heterojunction solar cells. P3HT, PCDTBT, and PTB7 have one, two, and four thiophene groups per monomer, respectively. Thiophene exhibits resonantly enhanced Raman spectra using 532-nm excitation as shown by the absorption spectra
in Figure 2. The Raman spectra measured for bulk heterojunction films containing P3HT:PCBM, PCDTBT:PCBM, or PTB7 are shown in Figure 1. There is an ~10× higher signal for P3HT compared to PCDTBT and PTB7, which have about the same relative signal and similar thicknesses of 180.6 ± 0.7 nm, 180 ± 10 nm, and 160 ± 10 nm, respectively. For all subsequent Raman measurements with the PCDTBT and PTB7 a 10× longer acquisition time is used to achieve a similar signal-to-noise ratio (Table 2) with the P3HT samples.

*Comparison of polymer order after different annealing conditions:*

Efficiency of solar devices can be correlated to the polymer's crystallinity. Raman spectroscopy gives a measure of crystallinity by examining the changes in the FWHM of the thiophene symmetric stretching as well as the peak location in P3HT based bulk heterojunction solar devices. [12-16] Smaller FWHM or Raman shifts of the thiophene group's Raman peak corresponds to a higher polymer order.

The polymer order is measured for P3HT:PCBM, PCDTBT:PCBM, and PTB7:PCBM films prepared with different processing conditions. The FWHM and peak location was measured for one peak in each Raman spectrum (Table 2). The peaks that were measured are the thiophene group at ~1450 cm$^{-1}$ for P3HT [10, 14], a broad ring stretch spanning the two thiophenes and the benzothiadiazole at ~1447 cm$^{-1}$ for PCDTBT [19], and the 3-fluorothiophene group at ~1490 cm$^{-1}$ for PTB7 [20].

P3HT:PCBM shows significant changes to polymer order with varying sample preparation methods, it is the only sample that shows statistically significant changes in the FWHM and Raman shift for the four preparation methods (Table 2). The relative order is highest for P3HT$^\beta$ and decreases in the order P3HT$^\delta$, P3HT$^\gamma$, and P3HT$^\alpha$. In the case of PTB7:PCBM
the only statistically significant change in the thiophene peak properties is a small Raman shift for the thicker PTB7\textsuperscript{\alpha} and PTB7\textsuperscript{\beta} versus the thinner PTB7\textsuperscript{\gamma} PTB7\textsuperscript{\Delta} samples. In the case of PTB7, there are no statistically significant changes in the thiophene peak's FWHM. However, due to luminescence evolving in the PTB7:PCBM sample the uncertainty is increased with the peak location and FWHM data deriving from the fits used to model the data. As measured by Raman spectroscopy, PCDTBT:PCBM is relatively unaffected by the preparation conditions, though slight differences are measured in the peak location for annealing conditions of 80 versus 200 C° (Table 3). This finding is supported by neutron reflectivity and grazing incidence wide-angle X-ray scattering measurements that showed thermal annealing has a negligible effect on PCDTBT order. Absorption spectra are susceptible to changes in the aggregation of PCBM and for the three heterojunction materials (Figure 2) the results agree with the polymer order measured by Raman spectroscopy. Changes to the shape of the P3HT:PCBM spectra correspond to changes occurring under solvent and thermal annealing conditions used. PCDTBT:PCBM and PTB7:PCBM both show insignificant changes in their absorption spectra under solvent annealing conditions and differences present are attributable to intensity differences based on sample thicknesses.

The inset for the P3HT:PCBM mixture of Figure 1 corresponds to images generated from FWHM taken from Raman spectra measured about the center of the samples. For the bulk of the sample in each case there is a high degree of uniformity. PCBM enriched domains have been measured (data not shown) but these correspond to a very small portion of the total films as prepared.
Stability measurements with increasing laser power density:

Laser illumination for Raman measurements can degrade bulk heterojunction solar polymers over time. High NA objectives can lead to substantial laser power densities that can hasten a samples degradation. Therefore, there is importance in determining the optimal laser power for Raman excitation to ensure the integrity of data collection. In order to enable easy visualization of the data spectra are background subtracted and normalized to the thiophene Raman peak being observed (Figure 3). The P3HT:PCBM solar cells are illuminated with laser powers from 50-5000 μW to visualize the stability of the device over time (Figure 4). At 50 μW the FWHM visualized in the images of Figure 4 show consistency over time, however, at higher laser powers the FWHM starts to broaden and peak center location undergoes a blue shift. In the case of PCDTBT:PCBM (Figure 5) no significant changes occurred with the different conditions, however, the FWHM of the thiophene peak did progressively increase at higher laser power. Table 4 contains information for P3HT:PCBM and PCDTBT:PCBM for the initial and end time points for FWHM and peak location and displays significant changes to these quantities for increasing laser power. PTB7:PCBM (Figure 6) also follows a trend of no significant change for varied preparation conditions and the evolution of luminescence is present at all excitation powers resulting in complications to fitting the 3-fluorothiophene peak being observed at later time points. Furthermore, not only must each polymer have the most appropriate conditions determined, but also each preparation. In order to simplify this task where many preparations are performed it is best to use a power several order of magnitude below where a damage threshold is found. Even at low powers, however, each of the three solar polymers experienced different trends in regard to luminescence (Figure 7). P3HT:PCBM, PCDTBT:PCBM, and PTB7:PCBM exhibited a decrease, no change, and increase in luminescence, respectively.
The laser power used should not influence the Raman measurement when characterization of a solar cell is performed, however, such influences from photodegradation can be useful in observing the nature of a solar cell’s stability. Raman spectroscopic measurements conducted by laser excitation at energy densities of $7 \times 10^2$-$7 \times 10^4$ W cm$^{-2}$ for P3HT:PCBM and $14 \times 10^2$-$7 \times 10^4$ W cm$^{-2}$ for PCDTBT:PCBM and PTB7:PCBM are used to determine the stability of the bulk heterojunction solar cells. The bulk material of the films are examined using an approximately $\sim 1.5$ μm excitation spot size. Images generated from the FWHM’s of the thiophene peak in P3HT (Figure 11) show that at a laser power of $\sim 7 \times 10^2$ W cm$^{-2}$ that there is uniformity for each of the sample preparation conditions (Table 1). In contrast when aggregates of PCBM are observed (Figure 12) there can be significant variance to the FWHM measured that correlates to a perturbation in order around these features from the bulk. Average orders of the solar cells of P3HT:PCBM, PCDTBT:PCBM, and PTB7:PCBM involved point measurements of Raman spectra and the analysis of the FWHM and peak location of the thiophene peak (Table 2). Of note is a phenomenon where the stability of PTB7:PCBM is increased under an aluminum contact relative to the bulk of the solar device where no change occurs over time (Figure 8).

**Conclusion:**

Heterojunction solar cells probed with increasing laser intensity reveal through laser induced photodegradation facilitated by resonance Raman spectroscopy changes to the order. Solar cells at laser energy densities as low as $\sim 7 \times 10^2$ W cm$^{-2}$. This is to ensure the fidelity of a measurement is not affected by the laser. Changes to order for different preparation and annealing conditions were most easily observed with statistical changes for P3HT and PTB7, while PCDTBT exhibited not statistical difference to the measured order. Using of higher laser
powers can degrade a sample and result in significant changes to measured order and changes to the luminescence associated with the polymer mixes observed. The use of accelerated degradation of heterojunction solar allows for a rapid means to determine the effect of sample alteration to the end of improving durability.
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Table 1: Spin coating, drying, and thermal conditions for the different polymers.

<table>
<thead>
<tr>
<th>Polymer</th>
<th>Symbol in text</th>
<th>Ratio$^1$</th>
<th>RPM$^2$</th>
<th>Time (s)$^3$</th>
<th>Drying</th>
<th>Thermal annealing</th>
<th>Thickness (nm)$^4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>P3HT</td>
<td>P3HT$^a$</td>
<td>1:1</td>
<td>600</td>
<td>40</td>
<td>Ambient</td>
<td>NA</td>
<td>277 ± 3</td>
</tr>
<tr>
<td></td>
<td>P3HT$^b$</td>
<td>1:1</td>
<td>600</td>
<td>40</td>
<td>Solvent$^3$</td>
<td>NA</td>
<td>278 ± 5</td>
</tr>
<tr>
<td></td>
<td>P3HT$^c$</td>
<td>1:1</td>
<td>1000</td>
<td>40</td>
<td>Ambient</td>
<td>NA</td>
<td>180.6 ± 0.7</td>
</tr>
<tr>
<td></td>
<td>P3HT$^d$</td>
<td>1:1</td>
<td>1000</td>
<td>40</td>
<td>Ambient</td>
<td>100 °C; 600 s</td>
<td>170 ± 20</td>
</tr>
<tr>
<td>PCDTBT</td>
<td>PCDTBT$^a$</td>
<td>1:3.5</td>
<td>600</td>
<td>40</td>
<td>Ambient</td>
<td>NA</td>
<td>180 ± 10</td>
</tr>
<tr>
<td></td>
<td>PCDTBT$^b$</td>
<td>1:3.5</td>
<td>600</td>
<td>40</td>
<td>Solvent$^3$</td>
<td>NA</td>
<td>170 ± 20</td>
</tr>
<tr>
<td></td>
<td>PCDTBT$^c$</td>
<td>1:3.5</td>
<td>1500</td>
<td>40</td>
<td>Ambient</td>
<td>NA</td>
<td>111 ± 8</td>
</tr>
<tr>
<td></td>
<td>PCDTBT$^d$</td>
<td>1:3.5</td>
<td>1500</td>
<td>40</td>
<td>Ambient</td>
<td>80 °C; 600 s</td>
<td>81 ± 3</td>
</tr>
<tr>
<td>PTB7</td>
<td>PTB7$^a$</td>
<td>1:1.5</td>
<td>600</td>
<td>60</td>
<td>Ambient</td>
<td>NA</td>
<td>160 ± 10</td>
</tr>
<tr>
<td></td>
<td>PTB7$^b$</td>
<td>1:1.5</td>
<td>600</td>
<td>60</td>
<td>Solvent$^3$</td>
<td>NA</td>
<td>190 ± 10</td>
</tr>
<tr>
<td></td>
<td>PTB7$^c$</td>
<td>1:1.5</td>
<td>1000</td>
<td>60</td>
<td>Ambient</td>
<td>NA</td>
<td>114 ± 4</td>
</tr>
<tr>
<td></td>
<td>PTB7$^d$</td>
<td>1:1.5</td>
<td>1000</td>
<td>60</td>
<td>Ambient</td>
<td>80 °C; 600 s</td>
<td>103 ± 6</td>
</tr>
</tbody>
</table>

Footnote 1: Ratio of polymer to fullerene acceptor PCBM.

Footnote 2: Parameters used for spin coating.

Footnote 3: Solvent used was 1,2-dichlorobenzene

Footnote 4: As determined by profilometry.
Table 2: Different statistical parameters associated with the solar polymers as well as quantitative determinations from collected Raman spectra.

<table>
<thead>
<tr>
<th>Polymer</th>
<th>Symbol in text</th>
<th>Power (μW)</th>
<th>FWHM (cm(^{-1}))</th>
<th>Peak Location (cm(^{-1}))</th>
<th>S/N</th>
</tr>
</thead>
<tbody>
<tr>
<td>P3HT</td>
<td>P3HT(^a)</td>
<td>50</td>
<td>34.4 ± 0.6</td>
<td>1452.1 ± 0.3</td>
<td>51 ± 7</td>
</tr>
<tr>
<td></td>
<td>P3HT(^b)</td>
<td>50</td>
<td>31.3 ± 0.4</td>
<td>1450.3 ± 0.2</td>
<td>65 ± 8</td>
</tr>
<tr>
<td></td>
<td>P3HT(^γ)</td>
<td>50</td>
<td>33.3 ± 0.5</td>
<td>1451.1 ± 0.3</td>
<td>62 ± 8</td>
</tr>
<tr>
<td></td>
<td>P3HT(^Δ)</td>
<td>50</td>
<td>32.5 ± 0.3</td>
<td>1450.9 ± 0.2</td>
<td>73 ± 9</td>
</tr>
<tr>
<td>PCDTBT</td>
<td>PCDTBT(^a)</td>
<td>100</td>
<td>22.2 ± 0.2</td>
<td>1449.07 ± 0.09</td>
<td>50 ± 10</td>
</tr>
<tr>
<td></td>
<td>PCDTBT(^b)</td>
<td>100</td>
<td>22.1 ± 0.2</td>
<td>1449.05 ± 0.07</td>
<td>60 ± 8</td>
</tr>
<tr>
<td></td>
<td>PCDTBT(^γ)</td>
<td>100</td>
<td>22.3 ± 0.4</td>
<td>1449.0 ± 0.2</td>
<td>39 ± 4</td>
</tr>
<tr>
<td></td>
<td>PCDTBT(^Δ)</td>
<td>100</td>
<td>22.4 ± 0.4</td>
<td>1448.7 ± 0.2</td>
<td>34 ± 5</td>
</tr>
<tr>
<td>PTB7(^1)</td>
<td>PTB7(^a)</td>
<td>100</td>
<td>20.9 ± 0.8</td>
<td>1496.0 ± 0.2</td>
<td>49 ± 5</td>
</tr>
<tr>
<td></td>
<td>PTB7(^b)</td>
<td>100</td>
<td>21 ± 1</td>
<td>1496.2 ± 0.4</td>
<td>50 ± 10</td>
</tr>
<tr>
<td></td>
<td>PTB7(^γ)</td>
<td>100</td>
<td>22.1 ± 0.8</td>
<td>1495.0 ± 0.3</td>
<td>44 ± 5</td>
</tr>
<tr>
<td></td>
<td>PTB7(^Δ)</td>
<td>100</td>
<td>21 ± 1</td>
<td>1495.5 ± 0.4</td>
<td>40 ± 6</td>
</tr>
</tbody>
</table>

Footnote 1: The confidence in the fit of PTB7 is reduced due to the convolution of peaks and the rapid evolution of luminescence during measurement.
**Table 3:** Statistical parameters derived from Raman spectroscopic measurements for thermally annealed PCDTBT:PCBM.

<table>
<thead>
<tr>
<th>Polymer</th>
<th>Thermal annealing</th>
<th>Power (μW)</th>
<th>FWHM (cm$^{-1}$)</th>
<th>Peak Location (cm$^{-1}$)</th>
<th>S/N</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCDTBT</td>
<td>80 °C; 600 s</td>
<td>100</td>
<td>21.8 ± 0.2</td>
<td>1447.2 ± 0.1</td>
<td>40 ± 10</td>
</tr>
<tr>
<td></td>
<td>200 °C; 600 s</td>
<td>100</td>
<td>22.3 ± 0.3</td>
<td>1446.8 ± 0.2</td>
<td>70 ± 10</td>
</tr>
</tbody>
</table>
Table 4: Different statistical parameters associated with the solar polymers at selected powers for initial and end time points for P3HT and PCDTBT.

<table>
<thead>
<tr>
<th>Symbol In Text</th>
<th>Power (µW)</th>
<th>FWHM (cm(^{-1})) at (t_0)</th>
<th>FWHM (cm(^{-1})) at (t_{\text{end}})</th>
<th>Peak Location (cm(^{-1})) at (t_0)</th>
<th>Peak Location (cm(^{-1})) at (t_{\text{end}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>P3HT(\alpha)</td>
<td>50</td>
<td>34.1 ± 0.7</td>
<td>35.3 ± 0.4</td>
<td>1454.1 ± 0.1</td>
<td>1452.5 ± 0.1</td>
</tr>
<tr>
<td>P3HT(\alpha)</td>
<td>500</td>
<td>34.4 ± 0.2</td>
<td>35.1 ± 0.3</td>
<td>1453.00 ± 0.05</td>
<td>1448.69 ± 0.09</td>
</tr>
<tr>
<td>P3HT(\alpha)</td>
<td>5000</td>
<td>34.3 ± 0.1</td>
<td>36.3 ± 0.4</td>
<td>1452.0 ± 0.1</td>
<td>1449.0 ± 0.3</td>
</tr>
<tr>
<td>P3HT(\alpha)</td>
<td>50</td>
<td>31.3 ± 0.4</td>
<td>31.23 ± 0.09</td>
<td>1451.29 ± 0.05</td>
<td>1450.67 ± 0.06</td>
</tr>
<tr>
<td>P3HT(\beta)</td>
<td>500</td>
<td>31.3 ± 0.2</td>
<td>34.8 ± 0.8</td>
<td>1451.02 ± 0.05</td>
<td>1447.4 ± 0.3</td>
</tr>
<tr>
<td>P3HT(\beta)</td>
<td>5000</td>
<td>32.03 ± 0.09</td>
<td>36.4 ± 0.5</td>
<td>1450.5 ± 0.1</td>
<td>1448.1 ± 0.2</td>
</tr>
<tr>
<td>P3HT(\beta)</td>
<td>50</td>
<td>34.73 ± 0.07</td>
<td>34.0 ± 0.9</td>
<td>1453.65 ± 0.09</td>
<td>1451.49 ± 0.05</td>
</tr>
<tr>
<td>P3HT(\gamma)</td>
<td>500</td>
<td>35.4 ± 0.3</td>
<td>37.8 ± 0.8</td>
<td>1453.40 ± 0.04</td>
<td>1448.2 ± 0.4</td>
</tr>
<tr>
<td>P3HT(\gamma)</td>
<td>5000</td>
<td>34.1 ± 0.3</td>
<td>36.4 ± 0.05</td>
<td>1451.36 ± 0.06</td>
<td>1448.3 ± 0.2</td>
</tr>
<tr>
<td>P3HT(\Delta)</td>
<td>50</td>
<td>32.2 ± 0.3</td>
<td>32.2 ± 0.5</td>
<td>1451.8 ± 0.1</td>
<td>1451.0 ± 0.1</td>
</tr>
<tr>
<td>P3HT(\Delta)</td>
<td>500</td>
<td>32.6 ± 0.1</td>
<td>36.8 ± 0.5</td>
<td>1451.5 ± 0.1</td>
<td>1447.5 ± 0.1</td>
</tr>
<tr>
<td>P3HT(\Delta)</td>
<td>5000</td>
<td>33.6 ± 0.2</td>
<td>36 ± 1</td>
<td>1450.3 ± 0.06</td>
<td>1448.9 ± 0.2</td>
</tr>
<tr>
<td>PCDTBT(\alpha)</td>
<td>100</td>
<td>22.2 ± 0.6</td>
<td>22.9 ± 0.6</td>
<td>1449.00 ± 0.04</td>
<td>1448.33 ± 0.07</td>
</tr>
<tr>
<td>PCDTBT(\alpha)</td>
<td>500</td>
<td>22.1 ± 0.2</td>
<td>24.0 ± 0.3</td>
<td>1448.69 ± 0.05</td>
<td>1447.32 ± 0.07</td>
</tr>
<tr>
<td>PCDTBT(\alpha)</td>
<td>5000</td>
<td>23.0 ± 0.1</td>
<td>25 ± 1</td>
<td>1447.75 ± 0.06</td>
<td>1446.5 ± 0.7</td>
</tr>
<tr>
<td>PCDTBT(\beta)</td>
<td>100</td>
<td>22.2 ± 0.3</td>
<td>23.3 ± 0.4</td>
<td>1449.01 ± 0.06</td>
<td>1448.3 ± 0.1</td>
</tr>
<tr>
<td>PCDTBT(\beta)</td>
<td>500</td>
<td>22.2 ± 0.2</td>
<td>23.8 ± 0.2</td>
<td>1448.77 ± 0.02</td>
<td>1447.4 ± 0.1</td>
</tr>
<tr>
<td>PCDTBT(\beta)</td>
<td>5000</td>
<td>23.7 ± 0.2</td>
<td>25 ± 1</td>
<td>1447.4 ± 0.1</td>
<td>1446.3 ± 0.2</td>
</tr>
<tr>
<td>PCDTBT(\gamma)</td>
<td>100</td>
<td>22.0 ± 0.6</td>
<td>21.8 ± 0.8</td>
<td>1449.07 ± 0.08</td>
<td>1448.3 ± 0.2</td>
</tr>
<tr>
<td>PCDTBT(\gamma)</td>
<td>500</td>
<td>23.0 ± 0.7</td>
<td>26 ± 1</td>
<td>1448.5 ± 0.5</td>
<td>1447 ± 1</td>
</tr>
<tr>
<td>PCDTBT(\gamma)</td>
<td>5000</td>
<td>22.4 ± 0.1</td>
<td>27.3 ± 0.9</td>
<td>1448.8 ± 0.2</td>
<td>1446.8 ± 0.2</td>
</tr>
<tr>
<td>PCDTBT(\Delta)</td>
<td>100</td>
<td>22.5 ± 0.8</td>
<td>22.9 ± 0.6</td>
<td>1449.3 ± 0.3</td>
<td>1448.16 ± 0.06</td>
</tr>
<tr>
<td>PCDTBT(\Delta)</td>
<td>500</td>
<td>22.9 ± 0.2</td>
<td>24.9 ± 0.2</td>
<td>1448.5 ± 0.1</td>
<td>1447.1 ± 0.2</td>
</tr>
<tr>
<td>PCDTBT(\Delta)</td>
<td>5000</td>
<td>28 ± 3</td>
<td>27 ± 2</td>
<td>1450.6 ± 0.6</td>
<td>1446.8 ± 0.8</td>
</tr>
</tbody>
</table>
**Figure 1**: Depiction (top) of a solar cell with the different strata labeled. The bottom portion contains structures for different polymer donors that are mixed with the acceptor PCBM along with the Raman spectra of the structures. P3HT:PCBM, PCDTBT:PCBM, and PTB7:PCBM all were formed without annealing steps and had thicknesses of 180.6 ± 0.7 nm, 180 ± 10 nm, and 160 ± 10 nm, respectively. Inset of P3HT displays images of the P3HT:PCBM film with the outline color coded to the conditions used. (P3HTα [black], P3HTβ [red], P3HTγ [blue], and P3HTΔ [green])
Figure 2: UV-Vis spectra for the three polymers under conditions of spin coating at slower relative rpm with slow drying (red) and fast drying (black) of the polymer as well as spin coating at higher rpm with fast drying (green) and fast drying with thermal annealing (blue).
Figure 3: Raw data (A1-F1) versus normalized background subtracted data (A2-F2) presented for Raman spectra versus time.
Figure 4: An expanded view of the normalized thiophene peak in P3HT:PCBM versus time for increasing excitation powers for conditions P3HT\textsuperscript{α} (A1-A3), P3HT\textsuperscript{β} (B1-B3), P3HT\textsuperscript{γ} (C1-C3), and P3HT\textsuperscript{Δ} (D1-D3).
Figure 5: An expanded view of the normalized thiophene peak in PCDTBT:PCBM versus time for increasing excitation powers for conditions PCDTBT$^\alpha$ (A1-A3), PCDTBT$^\beta$ (B1-B3), PCDTBT$^\gamma$ (C1-C3), and PCDTBT$^\Delta$ (D1-D3).
Figure 6: An expanded view of the normalized thiophene peak in PTB7:PCBM versus time for increasing excitation powers for conditions PTB7$^\alpha$ (A1-A3), PTB7$^\beta$ (B1-B3), PTB7$^\gamma$ (C1-C3), and PTB7$^\Delta$ (D1-D3).
Figure 7: Luminescence changes in the background of the polymers Raman spectra visualized at ~2000 cm$^{-1}$. 
Figure 8: PTB7:PCBM measured at the exposed portion of the solar cell (A) and under the aluminum contact (B).
Chapter 6 : Conclusion

The primary focuses of this thesis were: (1) subdiffraction instrumentation for imaging of biological as well as novel inorganic samples, and (2) SA/conventional Raman instrumentation development with an emphasis on the examination of thin films and organic photovoltaics.

LD and STED microscopies were shown to achieve spatial resolutions of \( \approx 40 \) nm for both traditional dyes and giant nanocrystal quantum dots. The actin network of cultured cells was elucidated with STED fluorescence lifetime imaging. Changes in local lifetime in the actin network could be attributed to the presence of quenchers such as tryptophan present in the cells. In living cells many structures are smaller than the diffraction limit of light and can be visualized with techniques such as STED. With faster scan times it would become possible to measure biological systems and changes that occur under dynamic conditions. In addition, kinetic information can be obtained. One of the downsides to STED imaging is that photobleaching is increased relative to confocal imaging and can limit the ability to observe a system for an extended period of time. The use of LD imaging with extremely photostable non-blinking giant nanocrystal quantum dots was one possible solution to the issue of photobleaching that occurred with STED microscopy. Giant nanocrystal quantum dots have shown stable emission on the order of days. Depletion of the luminescence emission was \( \approx 92\% \) with LD. LD of giant nanocrystal quantum dots only required half the depletion energy to achieve a \( \approx 40 \)-nm spatial resolution compared to STED measurements that used an Alexa Fluor 594-phalloidin conjugate. LD microscopy could achieve long term observation of biological systems with the steady highly photostable signal provided by giant nanocrystal quantum dots. In addition, replicate images of uniform intensity could ensure image fidelity in a raster scanning format.
Automated SA Raman spectroscopy in the visible spectrum can facilitate simple data collection with enhancement to signal from resonance conditions and high surface sensitivity. The developed instrumentation had an angle spread of ≈0.4° and angle resolution of ≈0.09. To accurately associate Raman spectra with the correct angle information, reflectivity data could be collected simultaneously. Thin films of polystyrene and PS-b-P3HT were measured with 532-nm excitation over angle ranges around their critical angles and compared to results from 785-nm excitation. Resonant conditions at 532-nm allowed for total collection times from 0.25 to 5 seconds to be used for a thin layer of PS-b-P3HT with signal-to-noise ratios of 30 and 120, respectively. The use of automated instrumentation can streamline data collection by improving repeatability over manual instrumentation. In addition, an increased throughput from automation allows the observation of samples with a greatly decreased operation time versus manual instrumentation. For ultra-thin films less than 200 nm Raman signal can be very weak, however, under resonant conditions ultra-thin films can be measured with high signal-to-noise ratios and sub-second collection times. The ability to perform measurements rapidly allows for kinetic measurements.

Resonance Raman spectroscopy achieves high signal in a conventional epi-illumination direction and can determine chemical and structural information useful for quantitation and image generation. Order and stability of solar heterojunction films comprised of P3HT:PCBM, PCDTBT:PCBM, and PTB7:PCBM were examined. The FWHM and peak location of thiophene groups were used to determine order. PCDTBT:PCBM and PTB7:PCBM were determined to be optimized as cast and P3HT:PCBM was shown to undergo improvements in relative order when solvent or thermally annealed. Accelerated laser induced photodegradation was observed to degrade all the heterojunction films. Such measurements obtained with a
conventional format were possible due to a sample throughput that was greatly increased with resonance Raman spectroscopy. The decrease in collection time also makes it possible to image samples with signal-to-noise ratios well above the limit of quantitation.