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CHAPTER 1: AN INTRODUCTION TO SOLID STATE NUCLEAR MAGNETIC RESONANCE

General NMR

Nuclear Magnetic Resonance (NMR) is a popular spectroscopic technique because it can provide atomic-scale structural and dynamic information on a diverse assortment of systems. Not only can NMR detect small changes in the local environment, it is also non-destructive and can utilize a variety of available NMR-active nuclei. Although NMR was first demonstrated in solids [1], it quickly became a popular technique for the detection of liquid samples since very narrow lines could be obtained in these spectra [2]. Thanks to a multitude of advances in the hardware and software, solid-state (SS) NMR resurged in the 1980s. One of the main drawbacks of SSNMR is the broadened line shape caused by the anisotropic interactions in powder-like systems that are averaged out in liquids to isotropic values by the fast rotational motion. The development of magic angle spinning (MAS) [3], discussed in more detail in section 4, allowed spectroscopists to measure solids with improved resolution. Other advances, including multiple pulse sequences (such as those used for homonuclear decoupling), higher magnetic fields, and improvements in probe design have also enhanced the progress of SSNMR. Nonetheless, SSNMR’s quest for improved sensitivity and resolution continues until this day.

This chapter will introduce the basics of NMR by describing the vector and quantum mechanical models. MAS and its benefits will also be described in more detail,
along with several important pulse sequences that will be used throughout the following chapters to examine a variety of materials including coals and mesoporous nanoparticles.

**Vector Model**

*Net Magnetization*

Before approaching the more complex quantum mechanical model of NMR, one can first examine NMR from a semi-classical approach via the vector model. The vector model is a simplified way of visualizing a nuclear spin system, especially during basic pulsed NMR experiments involving isolated spin pairs.

In the vector model we examine the net magnetization vector \( \vec{M} \) which is a sum of the individual magnetic spin moment \( \vec{\mu} \) possessed by each nuclei. The magnetic spin moment is related to the nuclear spin operator \( \hat{I} \) by

\[
\vec{\mu} = \gamma \hbar \hat{I}
\]  

(1-1)

where the gyromagnetic ratio \( \gamma \) is unique to each type of nuclei. Without a magnetic field the net magnetization in most materials is zero. However, when a sample is placed in a magnetic field \( \vec{B}_0 \) a small net magnetization is induced along the \( \vec{B}_0 \) direction (Figure 1).
Figure 1. When no magnetic field is present the overall net magnetization is zero (a). The introduction of a magnetic field, $\vec{B}_0$, creates a small overall net magnetization vector, $\vec{M}$, aligned with $\vec{B}_0$ (b).

This induced effect minimizes the magnetic energy. For nuclei with positive $\gamma$, such as $^1$H or $^{13}$C, the lower energy is associated with vector $\vec{n}$ being aligned parallel with the magnetic field, while the higher energy corresponds to the anti-parallel orientation. Despite thermal motion, which causes randomization, the small net magnetization along $\vec{B}_0$ persists as long as the sample remains undisturbed in the external magnetic field, giving a non-zero magnetization of bulk sample.

*Precession*

When the bulk magnetization vector is tipped away from the $\vec{B}_0$, it rotates in a cone about the $\vec{B}_0$ direction (Figure 2). This motion is referred to as precession. The frequency $\omega_0$ often referred to as the Larmor frequency, at which the precession occurs in a fixed magnetic field is given by:

$$\vec{\omega}_0 = -\gamma \vec{B}_0 .$$ (1-2)
The precession of non-equilibrium magnetization can be detected via induced current in a coil around the sample. The resulting signal is often referred to as the free induction decay (FID). This time domain signal can then be Fourier transformed to the frequency domain, which yields the spectra that can serve as fingerprints of individual nuclei in the sample.

**Figure 2.** When the net magnetization vector is tipped away from alignment with the external magnetic field (*i.e.*, by an RF pulse) the vector precesses about the magnetic field at the Larmor frequency $\omega_0$.

*Radiofrequency Pulses in Vector Model*

At equilibrium, the magnetization vector is aligned with $\vec{B}_0$, typically aligned along the z-axis, therefore no measurable precession is occurring. In order to measure an FID, the vector must be tilted into the x-y plane. This is accomplished through the use of radiofrequency (RF) pulses within the coil, thereby creating a small magnetic field, $\vec{B}_1$. This small magnetic field along the x-(or y-) direction oscillates at or near the Larmor frequency of the specific nuclei. While $\vec{B}_1$ is much smaller than $\vec{B}_0$, under this resonance conditions the net spin magnetization can be moved away from the $\vec{B}_0$, as desired. The net magnetization vector will then precess about $\vec{B}_1$ with a frequency denoted as $\omega_1$. When the $\vec{B}_1$ field is removed the spins will once again precess about the $\vec{B}_0$. 
Although the vector can be used to describe the behavior of the spins under single pulse RF excitation, or during simple pulse sequences, such an approach is inadequate to describe the spin evolution during more complex experiments. In general, a more advanced, quantum-mechanical treatment is needed.

**The Quantum Mechanics of NMR**

Although the vector model can help to understand the basics of NMR, it has its limitations. To describe the behavior of a coupled spin system or explain the functioning of a complicated pulse sequence, a fundamental understanding of the quantum mechanics of NMR is essential. As a starting point, it must be remembered that spectroscopy examines the transitions between states corresponding to different energy levels. In the quantum mechanics treatment the total energy of the system is found through the Hamiltonian operator $\hat{H}$. When the system can be described by a time-independent Hamiltonian, its allowed energy levels can be found by solving the Schrödinger equation, $\hat{H}\Psi = E\Psi$, where $\Psi$ is the eigenfunction representing the stationary state.

**The Nuclear Spin Hamiltonian**

The Hamiltonian operator of a nuclear spin can be written as a sum of the following terms

$$\hat{H}_{NMR} = \hat{H}_0 + \hat{H}_{CS} + \hat{H}_D + \hat{H}_J + \hat{H}_Q$$  \hspace{1cm} (1-3)

where $\hat{H}_0$ is the Zeeman interaction Hamiltonian, $\hat{H}_{CS}$ is the chemical shielding Hamiltonian, $\hat{H}_D$ is the dipolar coupling Hamiltonian, $\hat{H}_J$ is the $J$-coupling Hamiltonian and $\hat{H}_Q$ is the quadrupolar Hamiltonian. Each term will now be discussed individually.
The Zeeman Interaction

The dominant interaction in NMR is the Zeeman effect, which arises from the interaction of the spin system with the external magnetic field. This results in the difference in population of spin levels that is exploited in NMR spectroscopy. The Zeeman Hamiltonian can be written as:

$$\hat{H}_0 = -\gamma h \hat{I}_z \cdot \vec{B}_0 = \hat{\mu} \cdot \vec{B}_0.$$  \hspace{1cm} (1-4)

For non-interacting spin-1/2 nuclei, the solution of the corresponding Schrödinger equation yields two energy values, separated by the Larmor frequency with the corresponding eigenstates denoted as $\alpha$ and $\beta$. Most NMR experiments can be described using the so-called high-field approximation. Under this condition, the Zeeman part of $\hat{H}_{NMR}$ is dominant, thereby allowing all other interactions in equation (1-3) to be treated as perturbations. The effect of these interactions on the NMR spectra can be estimated as first-order corrections to the Zeeman energies. These perturbations are extremely important in the determination of chemical structure and the environment of the molecule, as described in more detail below.

Chemical Shielding

NMR has unique sensitivity to the local atomic-scale environment. The nuclear spins not only interact with the external magnetic field $\vec{B}_0$, but also the local fields created by the surrounding nuclei and electrons. In particular, the electrons create their own secondary magnetic field, which opposes $\vec{B}_0$, thereby having a shielding effect on the nuclei relative to those with no electron density. The chemical shielding Hamiltonian
can be represented by:

$$\mathbf{H}_{\text{CS}} = -\gamma h \mathbf{I} \cdot \mathbf{\sigma} \cdot \mathbf{B}_0$$  \hspace{1cm} (1-5)$$

where $\mathbf{\sigma}$ is a second-rank tensor, also known as the chemical shift tensor. In general, this tensor is not spherically symmetric and its effect is therefore sensitive to its alignment with respect to $\mathbf{B}_0$. As a second rank tensor, chemical shift is typically represented by a 3x3 matrix, which is most easily defined in the principal axis frame (PAF), where the matrix is diagonal. This leads to a shift tensor which can be visualized by an ellipsoid centered on a nucleus (Figure 3). In the principal axis frame the three principal values are often expressed as isotropic chemical shift, $\sigma_{\text{iso}} = \frac{1}{3}(\sigma_{xx}^{\text{PAF}} + \sigma_{yy}^{\text{PAF}} + \sigma_{zz}^{\text{PAF}})$; the anisotropy of interaction, $\Delta = \sigma_{zz}^{\text{PAF}} - \sigma_{\text{iso}}$; and the asymmetry, $\eta = (\sigma_{xx}^{\text{PAF}} - \sigma_{yy}^{\text{PAF}}) / \sigma_{zz}^{\text{PAF}}$, which describe the shielding tensor.

![Figure 3](image_url)

**Figure 3.** A representation of the ellipsoid principal axis frame shielding tensor shown with respect to $\mathbf{B}_0$. 
If the $\vec{B}_0$ is oriented along the $z$-axis, the Hamiltonian becomes

$$\hat{H}_{CS} = -\frac{\gamma h}{2\pi} \hat{I}_z \cdot \sigma_{zz}^{\text{lab}} \cdot \vec{B}_0. \quad (1-6)$$

We can now use Schrodinger’s equation to determine the first order energy contributions of the two spin states. The spectral frequency contribution from chemical shielding $\omega_{CS}$ can be calculated as the transition energy between these two levels:

$$\omega_{CS} = -\gamma \sigma_{zz}^{\text{lab}} B_0 = \omega_0 \sigma_{zz}^{\text{lab}} \quad (1-7)$$

in the laboratory frame. We can represent this frequency with respect to the principal axis frame as

$$\omega_{CS}(\theta, \phi) = -\frac{1}{2} \omega_0 \sigma_{zz}^{\text{PAF}}(3\cos^2\theta - 1)$$

$$= -\omega_0 \sigma_{\text{iso}} - \frac{1}{2} \omega_0 \Delta(3\cos^2\theta - 1 + \eta \sin^2\theta \cos 2\phi) \quad (1-8)$$

where $\theta$ and $\phi$ are the polar angles represented in Figure 3. In powder samples, all orientations of $\theta$ and $\phi$ are random and their resulting contributions yield anisotropically broadened spectra, referred to as powder patterns. Manipulation of these angles with respect to $\vec{B}_0$ eventually gave rise to the concept of magic angle spinning (MAS), which is discussed in more detail in section 4.

Note that the total spectral frequency is $\omega = \omega_0 + \omega_{CS}$. Of course when referring to the chemical shift in spectra the absolute value is not generally used, instead the reported chemical shifts are typically referenced with respect to a standard, typically in parts-per million (ppm). In the case of $^1\text{H}$, $^{13}\text{C}$, and $^{29}\text{Si}$, trimethylsilane (TMS) is often used as the reference compound.
**Dipolar Coupling**

**Figure 4.** The magnetic field from spin I affects the environment of a neighboring spin S, over the distance \( \hat{r} \) which is related to the strength of this dipolar interaction.

Unlike the chemical shift, where an electron-induced magnetic field leads to a shift of the resonance frequency, dipolar coupling depends on the field from the neighboring nuclei (Figure 4). This effect is often called “direct dipole-dipole coupling” or “through-space dipolar coupling”. While this dipolar interaction averages to zero in liquids due to molecular tumbling it is important to note that this is not the case in solids. In fact, this interaction can be the major cause of line broadening in a solid sample. The interaction Hamiltonian between two spins, I and S, can be written as:

\[
\hat{H}_D = -\left( \frac{\mu_0}{4\pi} \right) Y_I Y_S \hbar \left( \frac{\mathbf{r} \cdot \mathbf{S}}{r^3} - \frac{3(\mathbf{r} \cdot \mathbf{S})(\mathbf{r} \cdot \mathbf{S})}{r^5} \right) = -2 \mathbf{I} \cdot \mathbf{D} \cdot \mathbf{S}
\]

where \( S \) is the second spin and the source of the local field at spin I, \( \hat{r} \) is the distance between the spins, and \( \mathbf{D} \) is the dipolar coupling tensor. The dipolar coupling tensor, which is always axially symmetric, has principal values of \(-d/2\), \(-d/2\) and \(d\), where \(d\), the dipolar coupling constant, can be written as:

\[
d = \frac{\hbar \mu_0}{4\pi} \frac{1}{r^3} Y_I Y_S.
\]
In the case of a homonuclear spin pair, spins I and S represent the same type of nuclei ($\gamma_I = \gamma_S$) and the homonuclear dipolar coupling Hamiltonian can be written as

$$\hat{H}^\text{homo}_D = -d \cdot \frac{1}{2} (3\cos^2\theta - 1)(3\hat{I}_z\hat{S}_z - \hat{I} \cdot \hat{S})$$  \hspace{1cm} (1-11)

where $\theta$ is the angle between the I-S vector and $\overrightarrow{B}_0$. In the heteronuclear case spins, I and S are different ($\gamma_I \neq \gamma_S$). Since the precession of spin S is no longer at or near the resonance frequency of spin I, the Hamiltonian for the heterogeneous case can be simplified to

$$\hat{H}^\text{hetero}_D = -d(3\cos^2\theta - 1)\hat{I}_z\hat{S}_z.$$  \hspace{1cm} (1-12)

**J-Coupling**

In contrast to the through-space nature of the dipolar coupling, indirect coupling or J-coupling, is a through-bond effect. This interaction arises from the effect of bonding electrons on the local field experienced at the nucleus, thus allowing the exploration of chemical structure. J-coupling is not averaged by isotropic motion, therefore it can be easily observed in solution state spectra (i.e., the multiplet structure commonly observed in solution NMR). In solids, however, the J-coupling is typically small in comparison to the other interactions and is often obscured due to broadening. As such, the J-coupling term was largely ignored in SSNMR until recent advances in fast MAS and homonuclear decoupling allowed the J-coupling to be exploited in solids spectra, as further described in section 5 and chapters 2 and 3. The J-coupling Hamiltonian can be represented as:

$$\hat{H}_J = -J_{IS}\hat{I}_z\hat{S}_z$$  \hspace{1cm} (1-13)

where $J_{IS}$ is the J-coupling constant. Note that the J-Hamiltonian does not depend on the magnetic field. Thus, $J_{IS}$ is typically reported in Hertz (Hz).
**Quadrupolar Coupling**

The last of the internal Hamiltonians in equation (1-3) is one that will not be of significance in this work, but is important to acknowledge nonetheless. Nuclei with spins greater than $\frac{1}{2}$, which constitute about 70% of all NMR-active nuclei, possess a non-spherical distribution of the electric charge and thus a non-zero quadrupole moment. The strength of quadrupolar interaction is determined by the magnitude of the nuclear quadrupole moment and the strength of the local electric field gradient created at the nuclear site. We can represent the quadrupolar coupling as:

$$\hat{H}_Q = \frac{eQ}{6(2l-1)\hbar} \vec{I} \cdot \vec{V} \cdot \vec{I}$$  \hspace{1cm} (1-14)

where $e$ is the electric charge of a proton, $Q$ is the quadrupole moment, and $V$ is the electric field gradient tensor.

**Radiofrequency Pulses**

The previous sections discussed interactions that are intrinsic to the nuclear spins. As mentioned earlier, NMR spectroscopists use sequences of RF pulses to manipulate various parts of the spin Hamiltonians. These RF pulses introduce an oscillating magnetic field, $\vec{B}_1$ which, in turn, introduces a time-dependence to the spin system, and therefore mixes the Zeeman states. The time-dependent Schrödinger equation must be used, along with a time-dependent spin wavefunction. The RF Hamiltonian for an on-resonance RF pulse can be represented as

$$\hat{H}_{RF} = -\gamma \hbar (\hat{I}_Z \vec{B}_0 + \hat{I}_x \vec{B}_1 \cos(\omega_{RF} t)).$$  \hspace{1cm} (1-15)
This section introduced the Hamiltonian operators commonly associated with NMR. Next we will discuss how we can exploit some of these terms to yield better resolved spectra in the solid state.

**Magic Angle Spinning (MAS)**

*Mathematical Representations*

The chemical shift and dipolar Hamiltonians have a notable similarity in their dependence on the orientation of the chemical shift tensor and internuclear vector, respectively, with respect to $\vec{B}_0$, in the form of $1/2(3\cos^2\theta-1)$. This orientational term vanishes under isotropic motion, which leads to a lack of anisotropic broadening in solution state NMR. In the 1950s [3] a way to effectively reduce this broadening in solids was demonstrated by spinning the sample at the so-called magic angle, a technique now commonly referred to as magic angle spinning (MAS).

![Figure 5](image.png)

**Figure 5.** A diagram depicting MAS in the laboratory frame with a randomly oriented shielding tensor.
It can be shown that spinning the sample about any given axis leads to the following average value of the anisotropic term:

$$\langle 3\cos^2\theta - 1 \rangle = \frac{1}{2} (3\cos^2\theta_R - 1)(3\cos^2\varphi - 1) \quad (1-16)$$

where $\theta_R$ is the angle between the spinning axis and $\overrightarrow{B_0}$, and $\varphi$ is the angle between the z-axis of the shielding tensor and the spinning axis. The experimenter has control over $\theta_R$, whereas, $\theta$ and $\varphi$ will vary for each nucleus in a powder. Manipulation of the spinning axis such that $\theta_R$ is equal to 54.74° causes the anisotropic average to vanish ($i.e.$, $3\cos^2\theta-1=0$) and therefore leads to substantially narrowed lines when the spinning speed is faster than the static linewidth.

**Advantages of Fast MAS**

In many of my studies, fast MAS, considered to be any MAS rate above 25 KHz, has been utilized to reap some of its many benefits, as will be detailed in this section [4]. Current maximum spin rates are as high as 110 kHz [5-6]. Despite the tiny rotor size required by faster spinning probes, the sensitivity per scan compensates, to a large extent, for the much smaller sample amount, as shown in Figure 6 [7].

One of the advantages of fast MAS is the removal of spinning sidebands. In the spectra acquired at MAS rates smaller than the inhomogeneous linewidth, the spinning sidebands appear on both sides of the isotropic peak, lowering the sensitivity and needlessly polluting the spectra.
Figure 6. The overall sensitivity and sensitivity per milligram of sample are compared across different rotor sizes.

Another benefit of ultrafast spinning is associated with heteronuclear decoupling. Heteronuclear dipolar coupling can cause broadening in spectra, which can be removed by various RF decoupling sequences. At slow spinning speeds, these sequences require the use of very high RF power to be effective. Under fast MAS, however, lower power RF pulses can be used effectively to decouple the system, which decreases the sample heating and risk to the probe circuitry [8-9].

Finally, fast MAS proved to be fully compatible with the RF sequences for homonuclear decoupling. For more than two decades, highly resolved spectra of strongly coupled high-gamma nuclei, such as $^1$H and $^{19}$F, could be only obtained by combining RF homonuclear decoupling schemes with MAS at slow rate. It has recently been demonstrated that some of the modern RF homonuclear decoupling schemes, such as
phase-modulated Lee Goldberg (PMLG) and frequency-modulated LG (FMLG), work surprisingly well under MAS at 40+ kHz [10], leading to resolution that could not be achieved using traditional approaches. The homonuclear decoupling of spins under such conditions has also been reported to increase the transverse dephasing time for a spin echo ($T_2^*$ relaxation) [11-12]. These benefits of fast MAS have allowed for the use of sequences that were previously unavailable in solids, some of which will be described in the following section.

**Methods**

*Cross Polarization*

One commonly applied method in SSNMR is cross-polarization (CP)MAS [13]. CPMAS exploits the heteronuclear dipolar coupling to transfer polarization between nuclear spin pairs, typically consisting of an abundant spin I with a high gyromagnetic ratio, such as $^1$H or $^{19}$F, and a dilute, low-γ S spin, such as $^{13}$C or $^{15}$N. One of the major benefits of CPMAS is that the recycle delay is governed by the abundant nuclei, which generally relax faster than dilute nuclei, thus leading to higher acquisition rates and shorter overall experimental times. In addition, the more favorable Boltzmann distribution factor associated with the high-γ nucleus is transferred to the dilute spins, thereby enhancing the signal obtained per scan.
**Figure 7.** The pulse sequence for a typical CPMAS experiment with heteronuclear decoupling during acquisition.

The basic CPMAS sequence is shown in Figure 7. First, a $90^\circ$ pulse is applied at or near the frequency of the I-spins, flipping the I-magnetization onto the $x$-$y$ plane. This is followed by a contact pulse (or sequence of pulses) at the I-frequency, which effectively spin-locks the magnetization along the $y$-direction. Simultaneously a similar pulse is applied to the S-channel. If the corresponding $B_1$ fields are properly adjusted in both channels, fulfilling the so-called Hartmann-Hahn matching condition [14], the polarization of I nuclei can be transferred to S-spins via the dipolar coupling interactions. The matching condition under fast MAS is explored in chapter 2 of this thesis. The duration of cross-polarization ($\tau_{CP}$) can be varied in order to provide information about the internuclear distances and local molecular dynamics. Following the polarization transfer, the signal is acquired in the S-channel, while heteronuclear decoupling is applied to I-spins, to reduce line broadening from heteronuclear interactions. This technique will be used frequently throughout the studies in this thesis to examine a variety of functionalities.
**INEPT**

The development of fast MAS has led to the availability of new sequences that were previously only used in NMR of liquids. One of these sequences, which was not available at slow MAS rates, is insensitive nuclei enhanced by polarization transfer, or INEPT [15]. In this sequence the magnetization is transferred between nuclei via the weak $J$-coupling. In order for the relaxation to not destroy the signal, a combination of fast MAS and strong homonuclear decoupling (such as PMLG) is needed.

**Figure 8.** The 1D refocused INEPT (INEPTR) sequence with spinal heteronuclear decoupling during acquisition.

In Figure 8 the so-called refocused INEPT (INEPTR) sequence is shown. Initially a 90° pulse flips I-magnetization to the $x$-$y$ plane and then a delay, $\tau_1$, is implemented in which the spins can precess. This delay is optimized when it is $1/4J$. A 180° pulse is then used to flip the spins to the mirror image positions. The same $\tau_1$ delay is then followed by a 90° pulse. This pulse effectively moves the I-magnetization to the $z$-axis, and rotates the S-magnetization. A new delay, $\tau_2$, is introduced, which is optimal at $0.3/J$. A 180° refocussing pulse is applied to deter interference from the chemical shift. The $\tau_2$ delay then allows the S-spins to refocus and the spectrum can then be acquired under
heteronuclear decoupling at the I-spin frequency. Since this method relies on magnetization transfer using $J$-coupling, it is often referred to as “through-bond”. This method of magnetization transfer combined with indirect detection (next section) and $^1$H homonuclear decoupling (PMLG) allows for the measurement of through-bond 2D spectra, as will be shown in chapters 2 and 3 of this thesis.

**Indirect Detection**

Another of the methods previously unavailable at slow MAS rates is heteronuclear single quantum coherence (HSQC) spectroscopy, in which a 2D spectrum is acquired by detection on the high-gamma nuclei. Historically the detection of $^1$H during $t_2$ was undesirable in solids due to excessive line broadening, which required the use of RF homonuclear decoupling during detection. However, thanks to sufficient line narrowing by fast MAS alone, 2D spectra can be obtained via $^1$H detection. This can lead to a large sensitivity advantage $g$, given by:

$$g \propto \left( \frac{\gamma_H}{\gamma_S} \right)^{3/2} \left( \frac{W_S}{W_H} \right)^{1/2}$$  \hspace{1cm} (1-17)

where $\gamma_H$ is the gyromagnetic ratio of $^1$H, $\gamma_S$ is the gyromagnetic ratio of spin S, $W_S$ is the observed linewidth of S spins, and $W_H$ is the observed linewidth of $^1$H spins. This can lead to large enhancements for low-gamma nuclei, especially in cases where the $^1$H linewidth is relatively narrow. Ishii and Tycko first reported a significant gain in sensitivity for the detection of $^{15}$N enriched peptides via $^1$H and this technique has since been shown in a variety of other systems including naturally abundant $^{13}$C systems [16-20].
Figure 9. The pulse sequence for indirect detection with CP transfers.

The CP-CP indirectly detected pulse sequence is shown in Figure 9. This sequence first applies tangentially ramped CP to generate I-magnetization. This magnetization evolves during $t_1$ under I-spin heteronuclear decoupling and is subsequently stored along the $z$-axis for a period of $2\tau_{RR}$, during which time the uncorrelated I-magnetization is destroyed using the so-called rotary recoupling [21]. S-magnetization is then transferred back to the I-spins using another tangentially ramped CP. The decay of I-magnetization is then measured during $t_2$ with heteronuclear decoupling at the S-spin frequency. This sequence, along with a similar one which uses INEPT as the second magnetization transfer [12], will be used to collect 2D spectra in the following chapters.
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Abstract

We examine the opportunities offered by recent advancements in solid-state NMR methods, which increasingly rely on the use of high magnetic fields and fast magic angle spinning (MAS), in the studies of coals and other carbonaceous materials. The sensitivity of 1D and 2D experiments tested on several Argonne Premium Coal Samples is only slightly lower than that of traditional experiments performed at low field magnetic fields in large MAS rotors, since higher receptivity per spin and the use of $^1$H detection of low-gamma nuclei can make up for most of the signal loss due to the small rotor size. The advantages of modern SSNMR methodology in these studies include improved
resolution, simplicity of pulse sequences, and the possibility of using $J$-coupling during mixing.

1. Introduction

The ever increasing need to optimize conversion of heavy fossil fuel resources into useful products in an environmentally benign and cost effective manner requires detailed understanding of the molecular structure and the reactivities [1]. One of the most powerful analytical methods for studying insoluble carbonaceous materials in bulk is solid-state nuclear magnetic resonance (SSNMR) spectroscopy, which for over three decades has been used as the primary source of information about concentrations of various carbon and hydrogen functionalities [2-11]. Numerous early investigations have suggested that the quantitative (to within a few %) $^{13}$C intensities in coals could be best measured at low magnetic field, $B_0$ of 4.7 T or less, under slow magic angle spinning (MAS), at rates of 10 kHz or less, using variable-contact time cross-polarization (CP) or direct-polarization (DP) MAS experiments [4-10]. Specifically, it was accepted that the seemingly conflicting requirements of using MAS rates that exceed $^{13}$C chemical shift anisotropies (CSAs), yet do not interfere with the CP process, could be best met under such conditions. Secondly, the inhomogeneously broadened lines in coals scale linearly with $B_0$, which partly negates the resolution and sensitivity advantage of a higher field. Lastly, the high-resolution $^1$H NMR studies of coals using combined rotation and multiple-pulse spectroscopy (CRAMPS) were also carried out under low-field/slow-MAS conditions [8,12-13].

The continuous development of stronger magnets, more sensitive probes, higher spinning speeds, innovative pulse sequences and improved computational tools has led to
dramatic progress in SSNMR spectroscopy. Indeed, the availability of spectrometers operating at high magnetic field strengths brought about steady improvement in sensitivity and resolution. Recent advances in ultrafast MAS technology [14], which allow for sample spinning at 40-80 kHz [14-16], opened new opportunities for advancing multidimensional SSNMR experiments. The impact of fast MAS relies on excellent sensitivity per spin, great flexibility in using the radiofrequency (RF) magnetic fields, efficient CP transfer, increased frequency range of the indirect dimension in rotor-synchronized experiments, and elimination of the spinning sidebands at high magnetic fields or in the presence of large CSAs. In addition, fast MAS by itself or in combination with RF pulse sequences (CRAMPS) can be used to eliminate the strong $^1$H-$^1$H homonuclear dipolar couplings at high magnetic fields [14,17]. This results in new opportunities for CP-based (through-space) and INEPT-based (through-bond) two-dimensional (2D) heteronuclear correlation (HETCOR) spectroscopy, e.g. using pulse sequences similar to single quantum correlation (HSQC) experiments [16,18-19]. In particular, under fast MAS it became possible to enhance the sensitivity of HETCOR NMR by detecting the nuclei with low gyromagnetic ratios (referred to as low-$\gamma$ or X nuclei) indirectly via more sensitive, high-$\gamma$ $^1$H nuclei (the so-called indirect, or $^1$H-detection) [15-18,20-21]. The sensitivity ratio between the indirect [$X\{^1H\}$-$t_1$-$^1H\{X\}$-$t_2$] and direct [$^1H$-$t_1$-$X\{^1H\}$-$t_2$] schemes depends (among other factors) on the gamma ratio of $^1$H and X nuclei as $(\gamma_H/\gamma_X)^{3/2}$, which for $X = ^{13}$C equals 8. These multidimensional techniques are similar to those developed in solutions, demonstrating the gradual convergence of solid-state and solution NMR.
However, in spite of the extraordinary surge in applications of these new SSNMR tools in chemistry, materials science, and biology, the studies of coals and other carbonaceous materials are still carried out using the protocols established in the 1980s [3-10]. Although several groups have since performed $^{13}$C and $^1$H NMR studies at higher fields (e.g. 9.4 T) and applied spectral editing techniques [22-25], to the best of our knowledge the “low-field” criteria for the quantitative $^{13}$C NMR characterization of coals have not been critically challenged.

The objective of this study is to demonstrate that modern SSNMR methodology based on fast MAS at high magnetic field can enable quantitative structural studies of coals and other carbonaceous materials with good sensitivity, improved resolution, and in multiple dimensions. First, we explore the prospects offered by fast MAS ($\nu_R \geq 40$ kHz) at $B_0 = 11.7$ and 14.1 T for acquiring sideband-free $^{13}$C CPMAS and DPMAS NMR spectra. The optimization and testing of these experiments is carried out on standard Argonne Premium Coal Samples [26] and a brown coal. Second, the sensitivities, line shapes and structural parameters of coals obtained at high magnetic field are compared with those measured under low-field condition ($B_0 = 4.7$ T and $\nu_R = 8$ kHz) and with the existing literature data [4-10]. Finally, the 2D $^1$H-$^{13}$C HETCOR spectra of Argonne Premium Coals are obtained using indirect detection and fast MAS.

2. Experimental Section

2.1 Coals

Argonne Premium Coal Samples were obtained from the Premium Coal Sample Program at Argonne National Laboratory [26]. The samples, size -100 mesh, used in this study include: Wyodak-Anderson (WYO), Illinois #6 (ILL), Pocahontas #3 (POC), Blind
Canyon (BCS), and North Dakota Beulah-Zap (NDBZ). Brown coal (Peres-oben) from the upper part of the former Peres Mine (now Schleenhain Mine) in the former East Germany (Lippendorf, Saxony) was obtained from Professor D. Michel.

2.2 NMR Measurements

The 14.1 T studies were carried out at Ames Laboratory using a Varian NMR System 600 MHz spectrometer equipped with a 1.6-mm FastMAS™ triple resonance probe. The 11.7 T 1D $^{13}$C CPMAS studies were carried out at ExxonMobil Research and Engineering using a Varian 500 MHz InfinityPlus® spectrometer equipped with a similar 1.6-mm FastMAS™ triple resonance probe. Experiments performed at high field include 1D $^{13}$C CPMAS, 1D $^{13}$C DPMAS and 2D $^1$H-$^{13}$C HETCOR, both indirectly and directly detected. The indirectly detected experiment followed the earlier reported $^{13}$C{$^1$H}→$^{1}$H{$^{13}$C}→$^{13}$C scheme [15,21], using a tangentially ramped $^1$H CP pulse to transfer magnetization to $^{13}$C and tangentially ramped $^{13}$C CP pulse or INEPT to transfer polarization back to $^1$H. SPINAL-64 heteronuclear decoupling was used during evolution ($t_1$) or detection ($t_2$) periods and in 1D experiments, as appropriate [27]. The relaxation losses during the INEPT transfer were minimized by using phase modulated Lee-Goldburg (PMLG) homonuclear $^1$H-$^1$H decoupling [16,19,28]. PMLG decoupling was also used during the evolution period in the directly detected $[^1$H-$t_1$-$^{13}$C{$^1$H}→$t_2$] HETCOR experiment. Low-field $^{13}$C CPMAS spectra were obtained at ExxonMobil Research and Engineering using a Chemagnetics 200 MHz spectrometer (4.7 T) equipped with a 5-mm double resonance probe.

The experimental parameters are shown in figure captions using the following notation: $\nu_R$ denotes the MAS rate, $\pi_{CP}$ the mixing time during CP, $\nu_{RF}(^1$H) and $\nu_{RF}(^{13}$C)
the magnitudes of RF magnetic fields at $^1$H and $^{13}$C frequencies, $\tau_{RR}$ the rotary resonance recoupling time, $\tau_{PMLG}$ the pulse length for PMLG decoupling, $\tau_1$ the INEPT delay for creation of antiphase magnetization, $\tau_2$ the INEPT delay used to refocus the magnetization, $\Delta t_1$ the increment of $t_1$ during 2D acquisition, $\tau_{RD}$ the recycle delay, NS the number of scans, and AT the total acquisition time. A Lorentzian line broadening of 150 Hz of was applied during processing of all spectra. The $^1$H and $^{13}$C NMR chemical shifts are externally referenced to TMS at $\delta_C$ and $\delta_H = 0$ ppm.

3. Results and Discussion

3.1 Sensitivity, Resolution, and CP Efficiency under Fast MAS

To compare $^{13}$C CPMAS sensitivity and resolution, spectra of Argonne Premium Coals were obtained at MAS rates of $\nu_R = 8$ kHz at 4.7 T, $\nu_R = 41.7$ kHz at 14.1 T (Figure 1) and $\nu_R = 40$ kHz at 11.7 T (Figure 2). The remaining experimental parameters were optimized to maximize the sensitivity at each field.

An evaluation of the average signal to noise ratio (S/N) in the spectra in Figure 1 and 2 reveals that at 4.7 T the S/N is higher only by a factor of 1.5 - 2 per scan compared to 14.1 T and 11.7 T. In spite of the sample amount being almost 20 times larger (150 mg versus 8 mg) in the 5-mm rotor, this intensity ratio is not unexpected. Indeed, at a constant magnetic field, the relative sensitivities measured for sideband-free DPMAS spectra in 5-mm and 1.6-mm Varian rotors are approximately 4.5 : 1. As noted above, the $^{13}$C spectra of coals are inhomogeneously broadened, thus the sensitivity is expected to increase linearly with $B_0$. Since the $B_0$ values used in our experiments differ by a factor of 3 (14.1 T) and 2.5 (11.7 T), we should expect sensitivity ratios of (4.5/3) : 1 $\cong$ 1.5 : 1 and (4.5/2.5) : 1 $\cong$ 1.8 : 1. This is very close to what has been observed in our CPMAS
spectra, which further suggests that the efficiency of cross-polarization was not diminished under the conditions used in our fast MAS experiments (more on this, see below).

Figure 1. $^{13}$C CPMAS spectra of Argonne Premium Coals obtained at 4.7 T (a), and 14.1 T (b). Other experimental parameters were as follows: (a) $\nu_R = 8$ kHz, $\tau_{CP} = 2$ ms, $\nu_{RF}^{(1)}(\mathrm{H}) = 71.4$ kHz during CP and 71.4 kHz during heteronuclear decoupling, $\nu_{RF}^{(13)}(\mathrm{C}) = 71.4$ kHz during CP, $\tau_{RD} = 2$ s, NS = 14400, and AT = 8 h; (b) $\nu_R = 41.7$ kHz, $\tau_{CP} = 2$ ms, $\nu_{RF}^{(1)}(\mathrm{H}) = 58$ kHz during CP and 11 kHz during heteronuclear decoupling, $\nu_{RF}^{(13)}(\mathrm{C}) = 100$ kHz during CP, $\tau_{RD} = 1$ s (which sufficed for full relaxation of magnetization), NS = 28800, and AT = 8 h. The dashed lines represent resolved peaks denoted as explained in the paper and the stars (*) represent the spinning sidebands.
In spite of the sensitivity penalty, the high field/fast MAS spectra offer numerous advantages, as already noted. For example, the 14.1 T spectra in Figure 1b and 11.7 T spectra in Figure 2a are better resolved within both aromatic and aliphatic regions as compared to the low-field spectra in Figure 1a, which shows that the line broadening is not purely inhomogeneous. The shoulders at $\delta_C = -15$-25 ppm (due to methyl groups, labeled ‘k’ and ‘l’ in Figure 1b) are easier to separate from the backbone methylene resonances (lines ‘i’, ‘j’) at $\delta_C = -35$ ppm and aliphatic carbons bonded to oxygen at $\delta_C = -50$-90 ppm (lines ‘f’ ‘g’) in the 14.1 T spectra. Similarly the bands centered at $\delta_C = -182$ (‘a’), 157 (‘b’), 146 (‘c’), 130 (‘d’), and 120 (‘e’) ppm, nominally associated with carboxyl, phenolic, alkyl substituted aromatic, non-protonated aromatics, and protonated aromatics (including bridgehead) structural groups [9], respectively, are more clearly resolved at 11.7 and 14.1 T. The increased resolution of these individual resonances at higher field under fast MAS allows for better recognition of specific functional groups in coal spectra and can lead to a more accurate measure of average structural parameters. We also note that the lineshape observed for the low rank coal (Wyodak-Anderson) is visibly changed at various fields. At least two factors can contribute to the observed differences. First, the spectra of this coal shown in Figure 1 were acquired with $\tau_{CP} = 2$ ms, whereas one taken at 11.7 T (Figure 2a) corresponds to $\tau_{CP} = 2.5$ ms, which favors the aromatic intensity. The differences may be also due to the level of oxygen and moisture exposure in the studied samples. The coals were not packed in an air free environment, thus the degree of contamination may vary depending on the time of exposure to ambient atmosphere. Paramagnetic oxygen and moisture are known to decrease proton relaxation times $T_1$ and $T_{1p}$, which can result in distortions of CPMAS
spectra [8,29]. This effect increases with decreasing coal rank, and thus should be most pronounced for the Wyodak-Anderson coal. The sensitivity and resolution will be discussed later in the context of 2D spectra.

**Figure 2.** $^{13}$C CPMAS spectra of Argonne Premium Coals obtained at 11.7 T (a) and normalized VCT experimental intensities and curves of best fit to Equation 1 (b). Other experimental parameters were as follows: $\nu_r = 40$ kHz, $\nu_{RF}^{(1}H) = 60$ kHz during CP and 10 kHz during heteronuclear decoupling, $\nu_{RF}^{(13}C) = 100$ kHz during CP, $\tau_{RD} = 1$ s. In (a), $\tau_{CP} = 2.5$ ms, NS = 24000, 12000, and 8000, and AT = 6.8, 3.4, and 2.3 h for Wyodak-Anderson, Illinois #6 and Pocahontas #3 coals, respectively. In (b), 20 different $\tau_{CP}$ ranging from 0.3 to 21 ms were used for each sample. For aliphatic carbons long $\tau_{CP}$ data was excluded due to low sensitivity.
To address concerns about the efficiency of the CP process under fast MAS, we measured the so-called Hartmann-Hahn [30] matching curve for aliphatic and aromatic bands of Illinois #6 coal (Figure 3). The measurement was carried out at 40 kHz MAS using a tangentially ramped $^1$H RF field with average strength $\nu_{RF}(^1\text{H}) = 95$ kHz, while varying the $\nu_{RF}(^{13}\text{C})$ value of rectangular $^{13}$C pulse between 20 and 180 kHz. Meier and co-workers recently described an efficient low-power approach to CP under fast MAS at $n = 0$ Hartmann-Hahn matching condition ($| \nu_{RF}(^1\text{H}) - \nu_{RF}(^{13}\text{C}) | = n \nu_R$, with $n = 0$), which utilizes the second-order cross terms between homo- and heteronuclear dipolar couplings [31]. The use of low RF power (e.g., $\nu_{RF}(^1\text{H}) = \nu_{RF}(^{13}\text{C}) \approx 10$ kHz), can be particularly useful in temperature-sensitive samples. However, the heteronuclear polarization transfer under such conditions is very sensitive to the resonance offset (band selective). In addition, such a CP mechanism is ineffective in the absence of $^1$H-$^1$H dipolar interactions, where only the $J$-coupling mediated polarization transfer is possible [31]. Under the high-power conditions used here, it is important to avoid the undesired recoupling conditions $\nu_{RF}(^1\text{H})/\nu_R = k$, which can accelerate the decay of spin-locked $^1$H magnetization. At $k = \frac{1}{2}$ (the so-called HORROR condition) the recoupling involves the $^1$H-$^1$H homonuclear dipolar interactions, but at $k = 1$ it also includes the heteronuclear dipolar couplings and $^1$H CSA. At $k = 2$ only the last two interactions are recoupled, while the higher order effects can be expected at $k = 1/4$, $1/3$ and $3/2$ [31-32]. By using $\nu_{RF}(^1\text{H}) = 95$ kHz and $\nu_R = 40$ kHz MAS we should have avoided these complications.
**Figure 3.** The Hartmann-Hahn matching curves measured for Illinois #6 coal at $B_0 = 14.1$ T, using $\nu_R = 40$ kHz and tangentially ramped $^1$H CP pulse centered at $\nu_{RF}(^1H) \simeq 95$ kHz.

As expected[33-34], the most effective Hartmann-Hahn matches in Figure 3 can be seen at $n = \pm 1$ and $\pm 2$. Although the observed sidebands are narrower than those measured for coals at 2.35 T [35], the CP process at 40 kHz MAS remains quite robust. Indeed, a deviation of $\pm 2$ kHz from the ‘exact’ Hartmann-Hahn match does not result in measurable drop of the CP efficiency. Furthermore, the matching patterns are very similar for both the aliphatic and aromatic regions of the spectrum.

### 3.2 Quantification.

Quantification of the aromatic region in coals is very important to determine coal’s age, rank and caloric value [36]. Reliability of quantification of chemical functionalities in coals and similar carbonaceous materials has been largely debated since the first publication in the area [4-10]. Herein, carbon aromaticity, $f_a$, was measured
under fast MAS (νR = 40 kHz) at 11.7 T for selected coals (Wyodak-Anderson, Illinois #6 and Pocahontas #3) by measuring the CPMAS spectra with variable contact time τCP (VCT), following the previously described procedure [9]. The areas M(τCP)i (where i = AL, AR for aliphatic or aromatic, respectively) of the aliphatic (down-frequency from 90 ppm) and aromatic (up-frequency from 90 ppm) regions were calculated as a function of τCP for each coal to determine the initial magnetizations M0i, relaxation time constants (T1ρi) and cross-polarization time constants (TCHi), using the formula [2]

\[ M(τ_{CP})^i = M_0^i e^{-τ_{CP}/T^{i\rho}} \left[ 1 - e^{(1 - τ_{CH}/T_{CH})(-τ_{CP}/T^{i\rho})} \right]. \] (1)

The aromaticity, fa, can be determined as

\[ f_a = \frac{M_0^{AR}}{M_0^{AL} + M_0^{AR}}. \] (2)

The fa values measured in this study using the VCT method (Figure 2) are compared in Table 1 with those obtained earlier by several research groups at 2.35 T. The agreement between our results and those previously obtained is excellent. The relaxation time constants (T1ρ) and cross-polarization time constants (TCH) for the aliphatic and aromatic carbons are summarized in Table 2. These data represent only the average TCHi and T1ρi values measured for aliphatic and aromatic bands. It is well known that wide distributions of relaxation parameters exist in coals due to heterogeneity of chemical environments, differences in mobility of various structural motifs and the presence of paramagnetic centers. Even the average values depend on the sample treatment and experimental conditions used during the measurements (e.g., compare data in rows 3 and 4 of Table 1) [6,8,10].
Table 1. Aromaticity Values for Argonne Premium Coals

<table>
<thead>
<tr>
<th>Method of ( f_a ) Measurement (reference)</th>
<th>Wyodak-Anderson</th>
<th>Blind Canyon</th>
<th>Beulah-Zap</th>
<th>Illinois #6</th>
<th>Pocahontas #3</th>
</tr>
</thead>
<tbody>
<tr>
<td>VCT-11.7 T (this study)(^a)</td>
<td>0.66</td>
<td>NA</td>
<td>NA</td>
<td>0.71</td>
<td>0.84</td>
</tr>
<tr>
<td>VCT-2.35 T (ref. [7])(^b)</td>
<td>0.63</td>
<td>0.63</td>
<td>0.67</td>
<td>0.72</td>
<td>0.86</td>
</tr>
<tr>
<td>VCT-2.35 T (ref. [8])(^c)</td>
<td>0.65</td>
<td>0.64</td>
<td>0.66</td>
<td>0.70</td>
<td>0.83</td>
</tr>
<tr>
<td>VCT-2.35 T (ref. [8])(^d)</td>
<td>0.60</td>
<td>0.63</td>
<td>0.58</td>
<td>0.70</td>
<td>0.86</td>
</tr>
<tr>
<td>VCT-2.35 T (ref. [9])(^e)</td>
<td>0.63</td>
<td>0.65</td>
<td>0.61</td>
<td>0.72</td>
<td>0.86</td>
</tr>
<tr>
<td>VCT-2.35 T (ref. [10])(^f)</td>
<td>0.65</td>
<td>NA</td>
<td>0.70</td>
<td>0.72</td>
<td>0.86</td>
</tr>
<tr>
<td>2ms-4.7 T (this study)</td>
<td>0.51</td>
<td>0.55</td>
<td>0.62</td>
<td>0.60</td>
<td>0.83</td>
</tr>
<tr>
<td>2ms-14.1 T (this study)</td>
<td>0.59</td>
<td>0.62</td>
<td>0.58</td>
<td>0.67</td>
<td>0.86</td>
</tr>
<tr>
<td>3ms-2.35 T (ref. [10])</td>
<td>0.64</td>
<td>NA</td>
<td>0.68</td>
<td>0.72</td>
<td>0.85</td>
</tr>
<tr>
<td>DPMAS-14.1 T (this study)</td>
<td>NA</td>
<td>0.72</td>
<td>NA</td>
<td>0.75</td>
<td>0.88</td>
</tr>
<tr>
<td>DPMAS-2.35 T (ref. [10])</td>
<td>0.66</td>
<td>NA</td>
<td>0.74</td>
<td>0.72</td>
<td>0.89</td>
</tr>
<tr>
<td>DPMAS-2.35 T (ref. [7])</td>
<td>0.75</td>
<td>0.67</td>
<td>0.76</td>
<td>0.75</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Sample treatment: \(^a\) packed into MAS rotors in the laboratory directly from the vials in which the coals were shipped, spun under dry air; \(^b\) vacuum dried before packing; \(^c\) as-received, packed under He atmosphere, spun in sealed glass NMR tubes; \(^d\) air dried after exposure to ambient conditions for several months, spun in air-tight rotors; \(^e\) packed and spun under dry nitrogen in air-tight rotors, \(^f\) dried under vacuum at 80 °C, spun in air-tight rotors.

Table 2. Average \( T_{CH}^l \) and \( T_{1p}^l \) Values Measured for Argonne Premium Coals

<table>
<thead>
<tr>
<th>Coal (11.7 T)</th>
<th>( T_{CH}^{AL} ) (ms)</th>
<th>( T_{1p}^{AL} ) (ms)</th>
<th>( T_{CH}^{AR} ) (ms)(^a)</th>
<th>( T_{1p}^{AR} ) (ms)(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wyodak-Anderson</td>
<td>0.15</td>
<td>13.0</td>
<td>0.85</td>
<td>20.5</td>
</tr>
<tr>
<td>Illinois #6</td>
<td>0.10</td>
<td>10.7</td>
<td>0.73</td>
<td>24.0</td>
</tr>
<tr>
<td>Pocahontas #3</td>
<td>0.13</td>
<td>6.3</td>
<td>0.48</td>
<td>23.7</td>
</tr>
</tbody>
</table>

\(^a\) To obtain the most accurate values of aromaticities, we followed the procedure described by Smernik et al.[37] \( T_{1p}^{AR} \) was determined by fitting the selected \( \tau_{CP} \) range (4 – 21 ms) to a simple exponential decay; \( T_{CH}^{AR} \) was obtained by a full fit to Equation 1 while keeping \( T_{1p}^{AR} \) fixed.

Also shown in Table 1 are the aromaticities evaluated by using the \( M_0^l \) values obtained for a single contact time \( \tau_{CP} = 2 \) ms (i.e., from the spectra in Figure 1) and at \( \tau_{CP} \)
= 3 ms by Muntean and Stock [10]. Here, the discrepancy between various data sets is more significant, as expected, especially for low rank coals.

In principle, DPMAS spectra (Figure 4) should give the most accurate aromaticity value of coals since there is no bias associated with $^1$H proximity. Although direct-polarization is not the preferred method for excitation due to long recycle delays and low sensitivity per scan, the aromaticity values from the present study show very good agreement with the existing data obtained at low fields (Table 1) [7-10].

![Figure 4. $^{13}$C DPMAS spectra of Blind Canyon, Illinois #6 and Pocahontas #3 coals acquired at 14.1 T with $\nu_R = 40$ kHz, $\nu_{RF}(^{13}$C) = 100 kHz, $\nu_{RF}(^1$H) = 10 kHz during heteronuclear decoupling, $\tau_{RD} = 60$ s, NS = 1000, 1600 and 1000, and AT = 17 h, 27 h and 17 h, respectively.]

These data suggest that quantitative structural studies of complex carbonaceous materials are indeed possible under fast MAS at high magnetic field with the same level
of confidence as those studies done with much slower MAS at much lower magnetic fields. The higher resolution obtained at fast MAS, combined with the use of relaxation time constants ($T_{1\rho}$) and cross-polarization time constants ($T_{CH}$) for the aliphatic and aromatic carbons determined from the VCT CPMAS experiments, facilitate a semi-quantitative comparison of the spectra in Figure 1. For example, the methyl and methylene contents (lines ‘l’, ‘k’, ‘j’, and ‘i’) of these coals systematically decrease as the rank increases. Similarly, the amount of heteroatom substituted species (lines ‘a’, ‘b’, and ‘g’) decrease with maturity and the substituted aromatics (line ‘c’) increase with maturity. The relative intensities of these spectral features can be used to calculate many of the structural parameters described by Solum et al. [9] Again, the structural parameters from the present study (Table 3) show good agreement with those reported earlier for the same coals at lower magnetic fields [7-10].

### Table 3. Structural Parameters for Argonne Premium Coals from Solid-State $^{13}$C NMR Measurements at 11.7 T under 40 kHz MAS

<table>
<thead>
<tr>
<th>Coal (11.7 T)</th>
<th>$f_a$</th>
<th>$f_{al}$</th>
<th>$f_a^C$</th>
<th>$f_a^P$</th>
<th>$f_a^S$</th>
<th>$f_{al}^O$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wyodak-Anderson</td>
<td>0.66</td>
<td>0.34</td>
<td>0.04</td>
<td>0.62</td>
<td>0.07</td>
<td>0.16</td>
</tr>
<tr>
<td>Illinois #6</td>
<td>0.71</td>
<td>0.29</td>
<td>0.01</td>
<td>0.71</td>
<td>0.06</td>
<td>0.18</td>
</tr>
<tr>
<td>Pocahontas #3</td>
<td>0.84</td>
<td>0.16</td>
<td>0.00</td>
<td>0.84</td>
<td>0.03</td>
<td>0.17</td>
</tr>
</tbody>
</table>

*The structural parameters are defined as in reference 9: $f_a$ is given by Equation (1); $f_{al}$ represents fraction of aliphatic carbons, $f_{al} = 1 - f_a$; $f_a^C$ – carbonyl carbons ($\delta_C > 165$ ppm); $f_a^P$ – carbons in the aromatic rings, $f_a^P = f_a^C - f_a^C$; $f_a^P$ – phenoxy/phenolic functionalities ($\delta_C = 150-165$ ppm); $f_a^S$ – alkyl-substituted aromatic carbons ($\delta_C = 135-150$ ppm); and $f_{al}^O$ – aliphatic carbons bonded to oxygen ($\delta_C = 50-90$ ppm).
However, the estimation of aromatic cluster size from $^{13}$C NMR spectra requires a measure of the bridgehead carbons. The accepted low-field protocol uses a combination of a dipolar dephasing experiment [38], which allows for the distinction of protonated ($f_a^H$) and nonprotonated ($f_a^N$) aromatic carbons, with integrals obtained from selected chemical shift ranges. For example, the amount of bridgehead carbons ($f_a^B$) is quantified as $f_a^B = f_a^N - f_a^P - f_a^S$, where $f_a^P$ = phenoxy/phenolic ($\delta_C = 165$-$150$ ppm) and $f_a^S$ = alkyl-substituted aromatic carbons ($\delta_C = 150$-$135$ ppm). A requirement of this experiment [38], namely that the dephasing time (typically in the 50-$100$ $\mu$s range) be much shorter than one rotor period to avoid rotational recoupling, can be easily met under the lower $\nu_R$ rates used at low $B_0$. However, under fast MAS conditions ($\nu_R = 40$ kHz) the 25 $\mu$s rotor period is too short to effectively apply dipolar dephasing. Thus, alternate spectral editing techniques for the distinction of protonated and nonprotonated carbons need to be applied or developed for fast MAS conditions [39]. An alternate spectral editing technique for the evaluation of the fraction of aromatic carbon in bridgehead positions under fast MAS conditions, and its use to evaluate the average cluster size in Argonne Premium Coals are described in two separate studies [40-41].

3.3 Two-Dimensional Analysis.

Although NMR studies of coals and other carbonaceous materials have been mostly carried out using 1D $^{13}$C and $^1$H techniques, several studies utilizing 2D HETCOR measurements were also reported. The main challenge in these experiments lies in overcoming the $^1$H-$^1$H homonuclear dipolar interactions, such that the carbon functionalities dispersed along the $^{13}$C dimension can be associated with recognizable aliphatic and aromatic $^1$H species. Zilm and Webb reported the first $^{13}$C {$^1$H} HETCOR
spectrum of a coal (Illinois #6) at 2.35 T using the $^1$H-$t_1$-$^{13}$C-$t_2$ scheme with MREV-8 homonuclear (CRAMPS) decoupling during $t_1$ [13]. The same general scheme was applied by Wilson et al. to study a series coals from Australia and North America at relatively high field (9.4 T), except that they used BLEW-12 sequence for $^1$H-$^1$H decoupling during $t_1$, the windowless WIM-24 $^{13}$C-$^1$H cross-polarization scheme and the TOSS sequence for the removal of spinning sidebands [24]. A very similar pulse sequence was used by Bronnimann et al., who recorded a 2D $^{13}$C-$^1$H HETCOR spectrum of Beulah-Zap coal at 4.4 T [12]. Recently, Mao et al. published an extensive study of structural features of a bituminous coal using a series of advanced solid-state NMR measurements, including 2D HETCOR at 9.4 T [25]. These studies clearly demonstrated the potential of 2D HETCOR techniques for structural analysis of coals and related materials.

As already explained in the introduction, the advent of fast MAS enabled the implementation of indirect detection of insensitive nuclei in solids via protons. Indeed, we recently reported the first such spectra of a coal, including the HSQC-type measurement of correlations mediated through chemical bonds via $J$-couplings, which were generated using the refocused INEPT sequence [16]. The indirectly detected through-space spectrum of Beulah-Zap coal is shown in Figure 5. In spite of the small sample size, we were able to acquire the $^1$H-detected 2D spectrum of this sample in one day. Beulah-Zap is a lignite, low rank coal, which is made apparent by the presence of strong aliphatic resonances in both the $^1$H and $^{13}$C dimensions. The resolution in the $^1$H dimension appears to be better than previously obtained for the same coal at a lower field [12], which suggests that incomplete removal of homonuclear dipolar interactions at $v_R =$
41.7 kHz does not influence the resolution in coals due to strong inhomogeneous contribution to line broadening.

**Figure 5.** 2D indirectly detected $^1$H$^{13}$C through-space spectrum of Beulah-Zap acquired using the following parameters: $\nu_R = 41.7$ kHz, $\tau_{CP} = 0.5$ ms, $\nu_{RF}(^1H) = 60$ kHz during CP and 12 kHz during heteronuclear decoupling, $\nu_{RF}(^{13}C) = 102$ kHz during CP and 10 kHz during heteronuclear decoupling, $\tau_{RR} = 24$ ms, $\Delta t_1 = 24$ $\mu$s, $\tau_{RD} = 1$ s, NS = 400, and AT = 23.5 h. Cross sections in the $^1$H dimension were taken at points correlating to the dashed lines in Figure 1 and are labeled accordingly.

A pair of through-space and through-bond 2D HETCOR spectra of a brown coal (Peres-oben) is shown in Figure 6. This coal is also classified as a lignite and exhibits a wide variety of functional group correlations. Examination of the cross sections in these spectra allows for better recognition of the functional groups and, in the case of CP-based spectra, the spatial proximities between different functionalities. For instance, it is clear
in Figure 6a that the aliphatic hydrogen at 2 ppm is also close to the aromatic and carboxyl carbons in this coal. Intensities of $^1$H-$^{13}$C correlations measured as a function of $\tau_{CP}$ can be used to obtain more detailed insights. Such correlations are clearly missing in the INEPT-based spectrum, which reveals only the connectivities through a single C-H bond. In addition, the polarization transfer via INEPT is less efficient than CP. This is due to the decoherence of $^{13}$C and $^1$H transverse magnetizations during $\tau_1$ and $\tau_2$, respectively, which is slowed down, but not completely eliminated, by the combination of fast MAS and PMLG decoupling.

Finally, we examined the relative sensitivity and resolution offered by the indirect detection scheme versus the $^{13}$C-detected measurements performed both with and without homonuclear $^1$H-$^1$H decoupling during the evolution time $t_1$ (in this case using a non-supercycled PMLG5 sequence) [16]. The spectra of Blind Canyon coal shown in Figure 7a and b demonstrate the benefits of using the indirect detection: the sensitivity ratio per scan in $^1$H{$^{13}$C} and $^{13}$C{$^1$H} spectra exceeds 3 : 1, which translates to experimental time saving of roughly 10. The spectra in Figures 7b and c further demonstrate that under MAS at 41.7 kHz the use of PMLG decoupling has no measurable effect on $^1$H resolution in coals (note that the signal-to-noise ratio in Figure 7c is lower due to shorter experimental time; the sensitivity per scan is very similar to Figure 7b).
Figure 6. 2D indirectly detected through-space (a) and through-bond (b) $^1$H$\{^{13}$C$\}$ spectra of brown coal. Spectrum (a) was acquired using the following parameters: $\nu_R = 41.7$ kHz, $\tau_{CP} = 3$ ms, $\nu_{RF}^{(1}H) = 68$ kHz during CP and 12 kHz during heteronuclear decoupling, $\nu_{RF}^{(13}$C$) = 110$ kHz during CP and 10 kHz during heteronuclear decoupling, $\tau_{RR} = 24$ ms, $\Delta t_1 = 24 \mu$s, $\tau_{RD} = 1$ s, NS = 400, and AT = 23 h. The same conditions were used to measure spectrum (b), where the delays during INEPT were $\tau_1 = \tau_2 = 0.72$ ms, NS = 1100, and AT = 68 h. $^{13}$C cross sections are shown at $\delta_{H} = 2, 4, 6,$ and $8$ ppm.
Figure 7. (a) 2D indirectly detected $^1\text{H}\{^{13}\text{C}\}$ spectrum of Blind Canyon coal acquired using the parameters given in caption to Figure 5. (b) 2D directly detected $^{13}\text{C}\{^1\text{H}\}$
spectrum of Blind Canyon coal acquired with homonuclear $^1$H-$^1$H PMLG decoupling during $t_1$ using $\tau_{\text{PMLG}} = 15$ $\mu$s, $\Delta t_1 = 105$ $\mu$s, NS = 256, and AT = 15 h. Other experimental parameters are given in caption to Figure 5. (c) The same $^{13}$C{$^1$H} spectrum acquired without homonuclear $^1$H-$^1$H PMLG decoupling (NS = 96 and AT = 4.5 h).

4. Conclusions

Through the use of recent advancements in SSNMR, such as fast MAS and indirect detection, coals can be studied at higher fields than previously believed practical. This allows for sensitive and quantitative study of coal aromaticity and structure, despite the inherently broad linewidth. These advances also enable the detection of 2D coal spectra in a timely manner. Examination of $^1$H-$^{13}$C correlations can provide valuable information about the functional groups of coals, as well as the overall structure.

The sensitivity of 1D and 2D experiments is only marginally lower than that of traditional low field/slow MAS methods, because better S/N per spin and the use of $^1$H detection compensate for most of the signal loss due to the small rotor size. Further improvements can be expected at even higher magnetic fields. In several respects, the proposed experiments are easier to implement and optimize. For example, the use of fast MAS eliminates the need for using CRAMPS in coals. Similarly, there is no necessity for suppression of the spinning sidebands, which improves the quantitative reliability of spectral intensities. Additional mixing protocols, such as INEPT, can be implemented to distinguish through-bond correlations from interactions through-space. The use of indirect detection can also be considered in coal research for the study of other insensitive nuclei, such as $^{15}$N. Traditional methods to determine structural parameters in coals,
especially for distinguishing bridgehead carbons, are revisited in the context of high-field studies in separate publications [40-41].
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Abstract

Two-dimensional indirectly detected through-space and through-bond $^1$H{$^{15}$N} solid-state NMR experiments utilizing fast magic angle spinning (MAS) and homonuclear multipulse $^1$H decoupling are evaluated. Remarkable efficiency of polarization transfer can be achieved at a MAS rate of 40 kHz by both cross-polarization and INEPT, which makes these methods applicable for routine characterizations of natural abundance solids. The first measurement of 2D $^1$H{$^{15}$N} HETCOR spectrum of natural abundance surface species is also reported.
1. Introduction

Nitrogen is an important element for spectroscopists due to its ubiquitous presence in organic, catalytic, and biological compounds. Two NMR active isotopes of nitrogen, $^{14}$N and $^{15}$N, have potential for spectroscopic investigation; however, both have shortcomings and neither has become apparent as the predominant in solid-state (SS)NMR. Detection of $^{14}$N, despite a high natural abundance of 99.6%, is challenging due to the integer spin ($I = 1$) and the resulting first order quadrupolar broadening (often in excess of 1 MHz), which is detrimental to both sensitivity and resolution. The quadrupolar parameters and chemical shift data can be determined from the analysis of static $^{14}$N powder patterns or state-of-the-art magic angle spinning (MAS) spectra obtained under carefully controlled rotor orientation (to ~0.001°) and ultrastable spinning rate (to ~0.1Hz) [1-2]. The acquisition of high quality wideline $^{14}$N spectra can be further assisted by the use of pulse sequences featuring broadband excitation, multiecho refocusing (using quadrupolar Carr-Purcell-Meiboom-Gill protocol, referred to as QCPMG [3]) and piecewise acquisition schemes [4-5]. Although such spectra can uniquely provide both electric field gradient and chemical shift tensor parameters, simulations become difficult for complex materials containing multiple nitrogen environments. Recently, two-dimensional (2D) heteronuclear (HETCOR) sequences have been developed wherein detection of the $^{14}$N signal occurs indirectly via neighboring spin 1/2 nuclei ($^{13}$C [6-7] and $^1$H [8-11]). These sequences have used precise magic angle setting and rotor synchronization during evolution time ($t_1$) to average the first order quadrupolar broadening to zero. $^1$H detected $^{14}$N 2D spectra can be collected with high sensitivity [8-9] despite the low efficiency of polarization transfer. The resulting $^{14}$N
resonance frequencies depend upon isotropic chemical shifts, quadrupolar induced shifts, and anisotropic contributions due to scaled-down second-order quadrupolar interaction. Isotropic chemical shifts can be determined by separating both contributions, which becomes challenging for unknown compounds.

Notwithstanding the low natural abundance (0.4%), $^{15}$N NMR has the advantage of providing direct access to chemical shift information without interference from quadrupolar effects. For the last three decades, 2D $^1$H-$^{15}$N HETCOR NMR spectra in solution have been measured using the so-called indirect detection via the high-$\gamma$ $^1$H nuclei, primarily using heteronuclear single quantum coherence (HSQC) and heteronuclear multiple quantum coherence (HMQC) schemes, to overcome the sensitivity issues without isotope enrichment [12-14]. In solids however, such approaches were until recently impractical because of the inherently broad $^1$H linewidth. Indeed, the first natural abundance $^1$H-$^{15}$N solid-state spectra of medium-sized organic molecules (tripeptides) used a $^{15}$N-detected MAS-J-HMQC scheme with frequency switched Lee Goldburg (FSLG) $^1$H homonuclear decoupling [15]. The indirectly detected measurements were initially implemented by perdeuteration of peptides and proteins to enhance the resolution in the $^1$H dimension under moderate MAS rates ($v_R \leq 30$ kHz) and used dipolar (through-space) cross-polarization (CP) during mixing. This led to sensitivity gain by a factor of 5 to 7 in the 2D and 3D $^1$H{$^{15}$N} spectra of $^{15}$N-enriched samples [16-19]. In similar experiments, coherent transfers of dipolar polarization have been implemented at $v_R = 30$ kHz utilizing the sequences of rotor-synchronized $\pi$ pulses [20-21]. The REDOR-type recoupled polarization transfer (REPT) method has been used in the $^1$H-$^{15}$N-$^1$H experiments on $^{15}$N-enriched isocytosine derivatives [20]. Remarkably, a related
experiment with TEDOR-type magnetization transfer yielded 2D HETCOR spectra, as well as N-H bond length information, in natural abundance L-histidine [21].

The availability of ultrafast MAS, currently with frequencies of up to 110 kHz [22-25], and the resulting boost in $^1$H resolution, facilitated further development of multidimensional correlation schemes. Studies have demonstrated that the small rotor volume (<10 $\mu$L) is largely offset by excellent sensitivity per spin and have highlighted other advantages of very fast MAS, including the flexibility in using RF power (e.g., high power for excitation and low power for heteronuclear decoupling) [26-27], reduced transverse $T_2^*$ relaxation [28-29], increased spectral width in rotor-synchronized experiments, and efficient cross-polarization [30-32]. Indeed, 2D HETCOR spectra of naturally abundant biomolecular solids were obtained using the HSQC-type $^1$H-$^{15}$N-$^1$H experiments based on double-transfer CP-CP scheme, where MAS alone provided adequate resolution in $^1$H dimension [33]. It has been further demonstrated that through-bond transfers originally developed for solutions can be exploited in these experiments to probe partially mobile surface-bound molecules in mesoporous organic-inorganic hybrid materials [29], where the X $\rightarrow$ $^1$H step (in this case X = $^{13}$C) utilized refocused INEPT (INEPTR). Fast MAS played a critical role during INEPT by reducing the magnetization losses due to $T_2^*$ relaxation. This method was extended to fully rigid solids [34] by using $^1$H-$^1$H homonuclear decoupling during INEPT [35], which proved efficient under fast MAS [36].

It is somewhat surprising that despite these favorable results the measurements of correlation spectra involving natural abundance $^{15}$N species have not become common practice. Herein, we demonstrate that the sensitivity enhancement achieved via indirect
detection made it possible, if not routine, to measure CP-based $^{15}$N-$^1$H HETCOR spectra of several samples, including organically functionalized mesoporous silica. Additionally, we report the first 2D INEPT-based spectra of solids under natural $^{15}$N abundance and compare the efficiencies of through-space and through-bond polarization transfers.

2. Experimental

2.1. Sample Preparation

Natural abundance samples of $N$-formyl-$l$-methionyl-$l$-leucyl-$l$-phenylalanine-OMe (MLF) and $L$-Histidine HCl $H_2$O were purchased from Fluka (Sigma-Aldrich). The corresponding $^{15}$N-enriched sample of histidine was crystallized from aqueous solution at pH 4.5, which was adjusted by mixing appropriate volumes of 1M HCl and 1M NaOH, as described in reference [37]. 1,3,5 Trimethoxybenzene (TMOB) was purchased from Sigma-Alrich. The sample of 3-(3-phenylureido)propyl attached to the surface of mesoporous silica nanoparticles (PUP-MSN) was prepared by Dr. Hung-Ting Chen as described in an earlier paper [38]. Glycine with universally labeled $^{13}$C and $^{15}$N was purchased from Cambridge Isotope Laboratories (CIL).

2.2. NMR Measurements and Numerical Simulations

All experiments were performed at 14.1 T on a Varian 600-MHz NMR System spectrometer using a 1.6-mm FastMAS™ T3 triple resonance probe operated at 599.6 MHz for $^1$H, 150.8 MHz for $^{13}$C, and 60.8 MHz for $^{15}$N. The samples were packed in MAS zirconia rotors and spun at 40 kHz. The pulse sequences employed for 2D $^1$H{$^{15}$N} with CP and INEPT can be viewed in Fig. 1. These sequences utilize tangentially ramped $^{15}$N{$^1$H} CP to generate initial $^{15}$N magnetization, which evolves during $t_1$ under
low power SPINAL-64 [39] $^1$H decoupling. The pulse following $t_1$ stores $^{15}$N magnetization along the $B_0$ field; at the same time, the $^1$H magnetization is eliminated using two long pulses with orthogonal phases and whose amplitudes satisfy the rotary resonance recoupling condition [40]. For the through-space sequence (Figure 1a), tangential CP is then used again to transfer $^{15}$N magnetization back to $^1$H, and the data is acquired in $t_2$ under $^{15}$N SPINAL-64 decoupling. In the through-bond sequence (Figure 1b), the CP transfer is replaced with the INEPR sequence of rotor-synchronized pulses to transfer magnetization back to $^1$H nuclei. The PMLG$_m^3$ homonuclear $^1$H-$^1$H decoupling sequence [41-42] is used during INEPT transfer to prevent decoherence of $^{15}$N and $^1$H magnetizations during $\tau_1$ and $\tau_2$, respectively [34-35]. The phase cycles and optimization strategies were described in more detail in our earlier reports [34,43].

Figure 1. Pulse sequences for $^1$H-detected HETCOR: (a) through-space with $^{15}$N $\rightarrow$ $^1$H transfer via CP and (b) through-bond with $^{15}$N $\rightarrow$ $^1$H transfer via INEPR. States-TPPI was implemented in these experiments through phase switching of the first $\pi/2$ pulse on
the $^{15}$N channel. States-TPPI was implemented in these experiments through phase switching of the first $\pi/2$ pulse in the $^{15}$N channel.

The effect of heteronuclear dipolar coupling during INEPT-R polarization transfer under our experimental conditions was studied using the SIMPSON simulation program [44]. The simulations were carried out for an isolated $^1$H-$^{15}$N spin pair mimicking the $\delta_1$-NH pair in histidine and for the aromatic $^1$H-$^{13}$C spin pair of TMOB.

The experimental parameters are shown in figure captions using the following notation: $\nu_r$ is the MAS rate, $\nu_{RF}^X$ is the magnitude of the RF magnetic field applied to X nuclei, $\tau_{CP}$ is the CP contact time, $\tau_{RR}$ the is the rotary resonance recoupling time, $\tau_1$ is the $^{15}$N evolution period in INEPT-R, $\tau_2$ is the $^1$H evolution period in INEPT-R, $\Delta t_1$ is the increment of $t_1$ during 2D acquisition, $\tau_{RD}$ is the recycle delay, and $AT$ is the total acquisition time of spectrum. The chemical shifts were referenced relative to ammonia ($^{15}$N) and tetramethylsilane ($^1$H and $^{13}$C) via secondary references (glycine for $^{15}$N and hexamethylbenzene for $^1$H and $^{13}$C). The data were acquired and processed using VnmrJ 2.2.C software.

3. Results and Discussion.

3.1. 2D $^1$H($^{15}$N) Spectra of MLF, Histidine and PUP-MSN.

2D $^1$H($^{15}$N) HETCOR spectra of MLF, acquired using CP ($\tau_{CP} = 1$ ms) and INEPT-R, are shown in Fig. 2. Both spectra were measured within hours and show three well-resolved resonances at around 126, 116 and 108 ppm. Following an earlier study by Griffin et al. [45] these resonances were assigned to Met, Leu and Phe residues shown on
The relative peak intensities in Fig. 2 are somewhat distorted by the skyline projection; however, the ratios of integrated peak volumes for M, L, and F are almost quantitative in both spectra. This is not surprising as the time constants that govern the CP dynamics (the relaxation time in the rotating frame, $T_{1,\rho}$, and the $^1$H-$^{15}$N dipolar coupling, $D_{HN}$) are expected to be uniform among these three sites. The $J_{HN}$ values (~95 Hz) [46] and the INEPT transfer efficiencies are similar as well.

**Figure 2.** Through-space (a) and through-bond (b) spectra of MLF recorded with $\nu_{R} = 40$ kHz, $\nu_{RF}^H = 120$ kHz during short pulses, $\nu_{RF}^H = 60$ kHz during tangent ramp CP, $\nu_{RF}^N = 100$ kHz during short pulses and CP, $\tau_{CP} = 1$ ms, $\tau_1 = \tau_2 = 2.5$ ms, $\nu_{RF}^H = 10$ kHz and $\nu_{RF}^N = 10$ kHz during SPINAL-64 decoupling, $\tau_{RR} = 40$ ms, and $\tau_{RD} = 2$ s. The spectra were acquired in 245 rows with $\Delta t_1 = 125$ $\mu$s, using 16 scans per row in (a) ($AT = 4.7$ h) and 32 scans per row in (b) ($AT = 9.5$ h).
The corresponding spectra of histidine are shown in Fig. 3. Histidine, an essential amino acid and common participant in enzyme catalyzed reactions, has been thoroughly investigated using both $^{13}$C and $^{15}$N SSNMR [37,47-48]. The CP-based spectrum (Fig. 3a) has been acquired with a long contact time ($\tau_{CP} = 3$ ms) and shows through-space correlations corresponding to the directly bound N-H pairs, as well as the interactions between the ring nitrogens (N$\delta_1$, N$\varepsilon_2$) and protons attached to the ring carbons $\delta_2$ and $\varepsilon_1$. The observed $^{15}$N and $^1$H shifts agree exactly with those reported earlier for the cationic histidine with protonated imidazole ring [37]. In the INEPT spectrum, as expected, the only observed correlations are those between directly bound N-H pairs. Note that in the CP spectrum the ratio of peak volumes $\delta_1$-NH: $\varepsilon_2$-NH: $^{+}$NH$_3$ is again almost quantitative, whereas INEPT yielded the volume ratio of approximately 1 : 2 : 1. The diminished intensity of the $\delta_1$-NH and $^{+}$NH$_3$ peaks relative to $\varepsilon_2$-NH is mainly due to the difference in $J$-couplings at various sites within the molecule. Indeed, a 1D $J$-resolved spectrum of this sample, which we recorded under homonuclear PMLG decoupling (see Supporting Information for details) yielded $J_{HN} = 115$ Hz for $\varepsilon_2$-NH, $J_{HN} = 90$ Hz for $\delta_1$-NH, and $J_{HN} = 73$ Hz for $^{+}$NH$_3$ (Fig. S1). The signal intensities during $\tau_1$ and $\tau_2$ are proportional to

$$ I(\tau_i) \sim \sin(2\pi J_{HN} s_f \tau_i) \exp(-\tau_i / 2T'_{2,i}), $$

(1)

where $s_f$ is the scaling factor which determines the effective $J$-coupling (in the absence of $^1$H-$^1$H decoupling $s_f = 1$, while application of PMLG leads to $s_f \approx 0.70$), and $T'_{2,1} = T'_{2,N}$ during $\tau_1$ and $T'_{2,2} = T'_{2,H}$ during $\tau_2$. Neglecting the relaxation terms, the intensity ratio in the spectrum in Fig. 3b should be roughly 1.5 : 2 : 1. Additional inaccuracies can be attributed to differences in $T'_2$ relaxation.
Figure 3. Through-space (a) and through-bond (b) spectra of histidine recorded with $v_R = 40$ kHz, $v_{RF}^H = 100$ kHz during short pulses, $v_{RF}^H = 70$ kHz during tangent ramp CP, $v_{RF}^N = 110$ kHz during short pulses and CP, $\tau_{CP} = 3$ ms, $\tau_1 = 2.5$ ms, $\tau_2 = 2$ ms, $v_{RF}^H = 10$ kHz and $v_{RF}^N = 10$ kHz during SPINAL-64 decoupling, $\tau_{RR} = 15$ ms, and $\tau_{RD} = 4$ s. The spectra were acquired in 410 rows with $\Delta t_1 = 75$ $\mu$s, using 4 scans per row in (a) ($AT = 3.7$ h) and 8 scans per row in (b) ($AT = 7.5$ h).

A 2D $^1H\{^{15}N\}$ CP HETCOR spectrum of PUP-MSN is shown in Fig. 4. Although the acquisition was lengthy (46 hours), this is to the best of our knowledge the first $^{15}N$-$^1H$ 2D spectrum of a natural abundance surface-bound species. Remarkably, the sample contained only 7 $\mu$mol of PUP (corresponding to $\sim$3x10$^{16}$ of $^{15}N$ spins), which is about an order of magnitude less than histidine or MLF studied in bulk. The spectrum of PUP-MSN exhibited considerable broadening in the $^{15}N$ dimension ($\sim$5 ppm) due to structural
disorder, which reduced the evolution time $t_1$. Our efforts to measure the corresponding through-bond spectrum of this sample were unsuccessful.

Figure 4. The spectrum of silica bound 3-(3-phenyl ureido) propyl groups recorded using the pulse sequence in Fig. 1a, with $\nu_R = 41.67$ kHz, $\nu_{RF}^H = 120$ kHz during short pulses, $\nu_{RF}^H = 60$ kHz during tangent ramp CP, $\nu_{RF}^N = 100$ kHz during short pulses and CP, $\nu_{RF}^H = 10$ kHz and $\nu_{RF}^N = 10$ kHz during SPINAL-64 decoupling, $\tau_{CP} = 1$ ms, $\tau_{RR} = 19.2$ ms, 64 rows with $\Delta t_1 = 48 \mu s$, 1024 scans per row, $\tau_{RD} = 1.2$ s, and $AT = 46$ h.

3.2. Sensitivity Gain

The sensitivity gain, $g$, offered by using indirect rather than direct detection of X nuclei can be approximated by [16]

$$g = \left( \frac{S/N}_{ID} \right) = \alpha \frac{\Delta \nu_X Q_H \left( \gamma_H \right)^{3/2}}{\Delta \nu_H Q_X \left( \gamma_X \right)^{1/2}},$$

(2)
where $\alpha$ is a parameter that depends on the efficiency of polarization transfer(s) and acquisition conditions during $t_1$, $\Delta \nu_{H(X)}$ are the effective linewidths, and $Q_{H(X)}$ are the quality factors of the probe RF circuitry. The intrinsic sensitivity critically depends on the gyromagnetic ratios of both nuclei. Indeed, for $H = ^1H$ and $X = ^{15}N$, the last term in Eq. 2 yields a value of 31. In solids, however, such high gains are unrealistic due to unfavorable $\Delta \nu_X/\Delta \nu_H$ ratio and losses sustained during $H \rightarrow X$ and $X \rightarrow H$ polarization transfers. Accordingly, the gains reported in the first HSQC-type experiments utilizing the CP - $t_1$ - CP - $t_2$ protocol were much lower [16,49]. Under our experimental conditions, the same scheme led to 15-fold increase in sensitivity, which corresponds to 225-fold improvement in time performance. This measurement was made using isotope-enriched glycine, because acquisition of natural abundance $^{15}N$ detected 2D spectrum of MLF, histidine or PUP-MSN would be prohibitively time consuming.

We also compared the sensitivity per scan between the CP-based and INEPT-based experiments. The INEPT method proved to be remarkably efficient, yielding in MLF 60-70% of the intensity obtained with the optimized $^{15}N \rightarrow ^1H$ CP transfer. Similar efficiencies were obtained for histidine, although in this case uneven peak intensities were observed, mainly due to the abovementioned differences in coupling constants. Note that long range, through-space correlations can be suppressed in the CP spectra by limiting the contact time to less than 50 $\mu$s, however such a strategy considerably reduces the overall sensitivity. It follows from Eq. 1 that the loss of magnetization during INEPT is attributable to decoherence of transverse $^1H$ magnetization during $\tau_2$ ($T_{2\,H}^r$ relaxation) and, to a much lesser extent, $^{15}N$ magnetization during $\tau_1$ ($T_{2\,N}^r$ relaxation). Although the use of fast MAS and PMLG$_m^g$ decoupling reduces the relaxation losses, they
remain non-uniform, thereby contributing to quantitative inaccuracy. A detailed analysis of the effect of fast MAS and $^1$H-$^1$H homonuclear RF decoupling on transverse relaxation has been reported in earlier studies of INEPT transfers between $^1$H and $^{13}$C [34-35].

We should also comment that the use of 1.6-mm rotor did not impose a penalty in terms of sensitivity when compared to a 3.2-mm rotor. Specifically, our tests indicated that the S/N ratio measured in direct polarization $^{13}$C MAS experiment on hexamethylbenzene (HMB) using our Varian FastMAS™ probe was only ~33 % lower than using the 3.2-mm Varian T3 probe under equivalent conditions (experiments were optimized back-to-back on the same spectrometer, with fully packed rotors, the same parameters during data acquisition and processing, etc.). Thus, in spite of three times smaller sample volume (8 µL vs. 22 µL) the signal loss is mostly offset by higher receptivity per spin. Further, as reported earlier [30-33,50], the CP process is very efficient under fast MAS, provided that the undesired recoupling conditions are avoided (i.e., $\nu_{RF}/\nu_R \neq \frac{1}{2}, 1, 2$) [51-52]. Still, we found it remarkable that a CPMAS spectrum of HMB acquired at $\nu_R = 40$ kHz on a 1.6-mm probe showed a higher S/N ratio (by approximately 25 %) than one acquired at $\nu_R = 20$ kHz on a 3.2-mm probe. The spectra and the experimental conditions used in these tests are reported in Supporting Information (Figs. S2 and S3).

3.3. Numerical Simulations of INEPTR Transfer

Numerical simulations were performed using SIMPSON software [44] to verify that the polarization transfer in our INEPTR experiments was governed by $J$-coupling
and not by heteronuclear dipolar interactions, as suggested in recent study [53]. Fig. 5 shows the simulated 1D $^1$H $\rightarrow ^{15}$N INEPT R spectra of a spin system consisting of isolated $^1$H-$^{15}$N spin pairs corresponding to $\delta_1$-NH in histidine. Accordingly, $J_{HN}$ and $D_{HN}$ were set to 90 Hz and 20.34 kHz [54]. Other parameters, given in the figure caption, were chosen in correspondence with the conditions used in our experiments. The simulations were performed assuming that $D_{HN}$ coupling, $J_{HN}$ coupling, or both $D_{HN}$ and $J_{HN}$ couplings are operable during $\tau_1$ and $\tau_2$. The resulting spectra demonstrate that the $J$-coupling is responsible for the polarization transfer during the INEPT R sequence under the conditions used in the present study, with dipolar coupling having a negligible effect.

Figure 5. Simulated $^1$H$\rightarrow ^{15}$N INEPT R spectra with various coupling conditions, obtained for $B_0 = 14.1$ T, $\nu_R = 40$ kHz, $\nu_{RF}^H = 100$ kHz, $\nu_{RF}^N = 100$ kHz, $\tau_1 = 2.5$ ms, and $\tau_2 = 2.0$ ms. The TPPM $^1$H decoupling was applied during acquisition with $\nu_{RF}^H = 100$ kHz, $\pi$. 
pulse and $\Phi = \pm 25^\circ$. The same results were obtained for $\tau_1$ and $\tau_2$ values that were not rotor-synchronized.

To further validate this result, we measured the evolution of the signal observed in 1D $^1H \rightarrow ^{13}C$ INEPT of TMOB (for the aromatic ring C-H pairs, where $D_{HC} = 22.5$ kHz and $J_{HC} = 160$ Hz (Fig. S4)) as a function of $\tau_1$ and $\tau_2$, both with and without PMLG decoupling (Figs. S5-S8). The evolution curves follow exactly the theoretically expected $J$-mediated evolution given in Eq. 1. A simulation using SIMPSON again confirmed that the contribution from dipolar coupling to the polarization transfer is negligibly small (Fig. S9).

4. Conclusion

The 2D $^1H\{^{15}N\}$ HETCOR spectra of natural abundance solids can be reliably measured by employing fast MAS, indirect detection, advances in $^1H-^1H$ homonuclear decoupling, and $^{15}N \rightarrow ^1H$ polarization transfers via CP or INEPT. The INEPT scheme was shown to rely solely on $J$-couplings and proved more efficient in identifying through-bond correlations than the CP-based measurements with short contact time, which can be additionally affected by molecular motion. These through-space and through-bond correlation spectra can lead to a better understanding of the structures and conformations in a variety of systems in biology, materials science, medicine and catalysis. They can be also combined with $^{14}N$ SSNMR spectroscopy to obtain additional information about local symmetry and mobility.
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Measurement of $J$-resolved Spectra

The measurements of the $J$-couplings in histidine and 1,3,5 trimethoxybenzene (TMOB) in the solid state were performed on a Varian 600-MHz NMR System spectrometer using a 1.6-mm FastMAS™ T3 triple resonance probe operated at 599.6 MHz for $^1H$, 150.8 MHz for $^{13}C$, and 60.8 MHz for $^{15}N$. TMOB has sufficiently narrow lines under MAS at 40 kHz to allow the measurement of a $J$-resolved DPMAS spectrum without any $^1H$ RF decoupling (Fig. S4), which yielded $J_{HC} = 160$ Hz for the C-H ring pair. Histidine, on the other hand, required the use of PMLG $^1H$ homonuclear decoupling during acquisition of the $^{15}N$ signal [1-2]. A $J$-resolved $^{15}N$ CPMAS spectrum of $^{15}N$-enriched histidine is shown in Fig. S1. Note that the use of PMLG did cause the $J$-couplings to be scaled by a factor of 0.65. This measurement led to $J$-couplings of $J_{HN} = 115$ Hz for $\varepsilon_2$-NH, $J_{HN} = 90$ Hz for $\delta_1$-NH, and $J_{HN} = 73$ Hz for $^4$NH$_3$.

Comparison of Probe Sensitivity in $^{13}C$ DPMAS and CPMAS Measurements on Hexamethylenbenzene (HMB)

The probes compared in this study were a 1.6-mm FastMAS™ T3 triple resonance probe (rotor holds 8 μL of sample) and a 3.2-mm T3 triple resonance probe (rotor holds 22 μL). Both rotors were fully packed with HMB and experiments were preformed and processed with similar parameters, which are listed in the captions to Figs S2 and S3. The signal to noise ratios (S/N) were evaluated for the methyl resonance (17.3 ppm) of HMB, because it does not have any spinning sidebands in the spectra taken with both probes. The DPMAS measurements (Fig. S2) showed that the FastMAS probe has
approximately double the sensitivity of the 3.2-mm probe (S/N per μL of sample were 7.1 and 3.9, respectively). In the CPMAS measurement (Fig. S3) the corresponding numbers were 12 and 3.6, which shows that the overall sensitivity of FastMAS probe was superior despite the smaller rotor size.

Signal Intensity During INEPT Transfer

The time evolution of INEPT signal was investigated by examining the behavior of the protonated ring carbon in TMOB. The evolution curves of TMOB were measured by acquisition of 1D $^1$H → $^{13}$C INEPT spectra with varying $\tau_1$ or $\tau_2$. The observed data exactly followed the theoretical curve (Eq. 1) with $J_{HC} = 160$ Hz (Figs. S5–S8). In all 1D INEPT measurements the following parameters were used: $v_R = 40$ kHz, $v^H_{RF} = 155$ kHz, $v^C_{RF} = 100$ kHz, $v^H_{RF} = 10$ kHz during SPINAL-64 decoupling, $\tau_{RD} = 3$ s, $AT = 1$ min per row. Other parameters are listed in the figure captions. Numerical simulations of this experiment were performed using SIMPSON [3] (Fig. S9). The results confirmed that the transfer is mediated by $J$-couplings with a negligible contribution from dipolar coupling.
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Figures
Figure. S1. CPMAS spectrum of $^{15}$N-enriched histidine acquired with PMLG during acquisition: $\nu_R = 40$ kHz, $\nu_{RF}^H = 70$ kHz during tangent ramp CP, $\nu_{RF}^C = 110$ kHz during CP, $\nu_{RF}^H = 155$ kHz during PMLG decoupling, $\tau_{CP} = 3$ ms, $\tau_{RD} = 4$ s, and $AT = 1$ min.
Fig. S2. DPMAS spectra of HMB were measured on (a) 1.6-mm probe and (b) 3.2-mm probe, using the following parameters: $\nu_R = 10$ kHz, $\nu_{RF}^C = 100$ kHz, $\nu_{RF}^H = 45$ kHz during TPPM decoupling, $\tau_{RD} = 60$ s, and $AT = 2.1$ hr. No line broadening was applied to the spectra.
**Fig. S3.** CPMAS spectra were acquired on two different probes: (a) 1.6-mm probe: $v_R = 40$ kHz, $v_{RF}^H = 60$ kHz during tangent ramp CP, $v_{RF}^C = 100$ kHz during CP, $v_{RF}^H = 10$ kHz during SPINAL-64 decoupling, $\tau_{CP} = 7$ ms, $\tau_{RD} = 5$ s, $AT = 1$ min. (b) 3.2-mm probe: $v_R = 20$ kHz, $v_{RF}^H = 80$ kHz during tangent ramp CP, $v_{RF}^C = 60$ kHz during CP, $v_{RF}^H = 80$ kHz during SPINAL-64 decoupling, $\tau_{CP} = 7$ ms, $\tau_{RD} = 5$ s, and $AT = 1$ min. No line broadening was applied to the spectra.
Fig. S4. $J$-resolved DPMAS spectrum of TMOB measured using the following parameters: $v_R = 40$ kHz, $v_{RF}^C = 100$ kHz, $\tau_{RD} = 3$ s, and $AT = 2$ min.

Fig. S5. The $^{13}$C signal intensity in INEPT without PMLG, where $\tau_1$ is arrayed from 0.2 ms to 4 ms and $\tau_2 = 1.6$ ms. The blue squares (■) are experimental data and the red line is the theoretical curve (Eq. 1), where $s_f = 1$ and $T_2^*$ relaxation is negligibly slow.
**Fig. S6.** The $^{13}$C signal intensity in INEPT with PMLG, where $\tau_1$ is arrayed from 0.2 ms to 6 ms and $\tau_2 = 1.6$ ms. The blue squares (■) are experimental data and the green line is the theoretical curve (Eq. 1), where $s_f = 0.7$ and $T_2^*$ relaxation is negligibly slow.
The $^1$H signal intensity in INEPT without PMLG, where $\tau_1 = 1.6$ ms and $\tau_2$ is arrayed from 0.2 ms to 4 ms. The blue squares (■) are experimental data and the red line is the theoretical curve (Eq. 1), where $s_f = 1$ and $T_2^*$ relaxation is negligibly slow.
**Fig. S8.** The $^1$H signal intensity in INEPT with PMLG, where $\tau_1=1.6$ ms and $\tau_2$ is arrayed from 0.2 ms to 6 ms. The blue squares (■) are experimental data and the green line is the theoretical curve (Eq. 1), where $s_f=0.7$ and $T_2'$ relaxation is negligibly slow.

**Fig. S9.** Polarization transfer efficiencies via INEPT for the CH model, as a function of (a) $\tau_1$ delays with $\tau_2 = 1.6$ ms and (b) $\tau_2$ delays with $\tau_1 = 1.6$ ms. The simulations were carried out under the following conditions: $B_0=14.1$ T, $\nu_{RF}^H=100$ kHz, $\nu_{RF}^V=100$ kHz. The effect of $T_2'$ relaxation during the delay times was not taken into account.
CHAPTER 4: ALDOL CONDENSATION IN HETEROGENEOUS CATALYSIS: A MECHANISTIC STUDY


Abstract

The study of mesoporous silica nanoparticles (MSNs) by solid state NMR has been a large part of my graduate research. Although I will not describe all the different subjects I have worked on, I will present the study of aldol condensation via amine functionalized MSN that I completed alongside Kapil Kandel. This study is a good demonstration of how the combination of synthetic efforts and characterization techniques can lead to a better catalyst design. Specifically, characterization techniques are used to determine the root cause of the low activity of MSN functionalized with primary amines, namely the presence of an imine intermediate which results in substrate inhibition. Modification of the functional group to a secondary amine increases the catalysts’ activity. A further increase in activity is seen upon changing the solvent from hexane to water; however, it also inhibits the activity rate in the secondary amine. The
cooperativity of the surface is also examined and shows the overall benefit of heterogeneous catalysis for the aldol condensation reaction.

1. Introduction

Heterogeneous catalysts are desirable in many reactions because of the ease of product separation and their reusability [1]. Unfortunately these catalysts often have inferior kinetics and selectivity in comparison to homonuclear catalysts, along with a more complex reaction mechanism. Understanding the exact pathway by which reactions take place can lead to improved performance. Mechanistic studies of heterogeneous catalytic systems involve examining and deconvoluting the roles of each individual component. Especially important is understanding the roles of support and the solvent [2-5]. Solid state NMR can be particularly useful in this endeavor.

In this chapter, cross-aldol condensation is examined, which is an important reaction for C-C bond formation [6-10]. Specifically the reaction between p-nitrobenzaldehyde (PNB) and acetone (Scheme 1) will be studied. In the homogenous environment this reaction can be catalyzed by strong acids/bases, through nucleophilic addition with enolization [11-12], and proline/catayitic antibodies [13-14]. A variety of aminoalkyl based heterogeneous catalysts have been developed for this reaction [15-21]. While catalysis occurs in these systems, the efficiency is generally very low [17-18,20-24]. Previous studies have shown an increase in the catalytic activity by adding a secondary acidic group to the surface [20,22,25]. Although this bifunctionalized method was found to increase the activity, the low activity of the surface bound amine groups is yet to be explained.
Scheme 1. The cross aldol condensation between \( \text{\(p\)-nitrobenzaldehyde, PNB, and acetone}

In homogenous catalysis, solvent selection is known to be important for the overall activity. The solvent effect has been less investigated in heterogeneous media [26]. The previously mentioned study by Davis and co-workers showed that the polarity of the solvent affected the reaction activity of the bifunctionalized systems for the aldol condensation between PNB and acetone [22]. They concluded that the polarity affected the acid-base equilibrium; more polar solvents interacted more strongly with the surface groups, thereby decreasing the activity. A report using carboxylic acid and primary amines bifunctionalized mesoporous silica supported these results using hexane and nonane as solvents [25].

In the following we will: (1) investigate the cause of low efficiency of the cross-aldol condensation catalyzed by the heterogeneous primary amine and eliminate the inhibition pathway by using a secondary amine, (2) investigate the critical effect of solvent on the catalytic activity, and (3) explain the cooperative effect between the amine groups and the support along with its role in improving the activity of the heterogeneous system with respect to its homogeneous counterpart.

2. Experimental

2.1 Samples
2.1.1 Materials

Cetyltrimethylammonium bromide (CTAB), mesitylene, \textit{p}-nitrobenzaldehyde (PNB), hexamethyldisilazane (HMDS) and dimethyl sulfone (DMSO) were purchased from Sigma-Aldrich. Tetraethylorthosilicate (TEOS), 3-aminopropyl trimethoxysilane, [3-(Methylamino) propyl] trimethoxysilane and [3-(N, N-Dimethylamino) propyl] trimethoxysilane were purchased from Gelest. \(^{13}\text{C}\) enriched acetone was purchased from Cambridge Isotope Laboratory. All reagents were used as received without further purification.

2.1.2 Synthesis of Smaller Pore MSNs

The synthesis of the MSN materials was done by Igor Slowing and Kapil Kandel as described in earlier references [27-29]. In brief, 1.0 g of CTAB (2.7 mmol) was dissolved in 480 g of nanopure water (26.7 mmol), then 3.5 mL of NaOH (2.0 M, 7.0 mmol) was added. This mixture was then heated at 80\(^\circ\) C for 1 hr. 4.7 g of TEOS (23 mmol) was added dropwise to the solution, followed by the addition of 1 ml of 3-aminopropyl trimethoxysilane(5.7 mmol) (for AP-MSN) or 1 ml of [3-(N,N-Dimethylamino)propyl] trimethoxysilane (5.0 mmol)(for MAP-MSN). These solutions were then stirred vigorously for 2 hrs at 80\(^\circ\) C and filtered to separate out MSN products. The filtered material was then washed with copious amounts of water and methanol and then dried under vacuum. To remove CTAB, a soxhlet extraction with methanol was done for 24 hrs and followed by overnight drying under vacuum. This method produced the smaller pore size samples, denoted as AP-MSN-2.8 and MAP-MSN-2.6, with pore sizes of 2.8 nm and 2.6 nm, respectively.
2.1.3 Synthesis of Larger Pore Samples

The pore expanded materials were prepared by Kapil Kandel as previous reported [27-29] with 1.73 g of mesitylene (14.4 mmol) added to the initial step. This resulted in the expanded pore material AP-MSN-3.6 and MAP-MSN-3.5, with pore sizes of 3.6 nm and 3.5 nm, respectively. DMAP-MSN-3.2 was also prepared with the use of 1.0 ml of the [3-(N, N-Dimethylamino) propyl] trimethoxysilane (4.6 mmol) added after TEOS.

2.1.4 Silylation

To block the silanol groups, 1.0 g of AP-MSN-3.6 or MAP-MSN-3.5 was suspended in 100 mL of hexane and hexamethyldisilane (HMDS) (10 mmol). This suspension was then refluxed for 24 hrs; the solid was filtered out, washed in triplicate with hexane, and dried overnight under vacuum.

2.2 Aldol Condensation Reaction

The aldol condensation was carried out in screw-cap vials. The catalyst was added to 1.5 mL of hexane to make a suspension containing 0.0117 mmol of amine group. In a separate vessel PNB (.39 mmol) was dissolved in acetone (1.5ml). These two solutions were then stirred together at 60° C for specified times and then cooled on ice to quench the reaction. The catalyst was removed by centrifugation and the yield of products was determined by $^1$H NMR. The yield was determined based on the formation of the aldol 1 and the α,β-unsaturated carbonyl product 2.
2.3 Solid-State NMR

Experiments were performed at 9.4 T on a Chemagnetics Infinity 400 Spectrometer equipped with a 5-mm MAS probe operated at 400.00 MHz (\(^1\)H) and 79.4 MHz (\(^{29}\)Si) and at 14.1 T on a Varian NMR System 600 spectrometer equipped with a 1.6-mm FastMAS\(^{TM}\) probe operated at 599.6 MHz (\(^1\)H) and 150.8 MHz (\(^{13}\)C).

Identification of functional groups, intermediates, and reactant species was performed by \(^{13}\)C cross polarization magic angle spinning (CPMAS) and direct polarization (DPMAS).

2.3.1 Parameters

The experimental parameters will be given below the spectra using the following notions: \(\nu_R\) denotes the MAS rate, \(\nu_{RF}(X)\) is the magnitude of the RF magnetic field at the frequency of X nuclei, \(\tau_{CP}\) is the mixing time during CP, \(N_{CPMG}\) is the number of echoes acquired in Carr-Purcell-Meiboom-Gill (CPMG) experiment, \(\tau_{CPMG}\) is the corresponding time interval between \(\pi\) pulses, \(\tau_{RD}\) is the recycle delay, NS is the number of scans, and AT is the total acquisition time.

The chemical shifts of \(^{29}\)Si, \(^{13}\)C and \(^1\)H are reported using the \(\delta\) scale and are secondary referenced to tetramethylsilane (TMS) at 0 ppm.

2.3.2 Loading of Functional Groups

The loading of the functional groups (Table 1) was measured via \(^{29}\)Si NMR using DPMAS experiment with CPMG refocusing [30]. The silicon functionalities found in mesoporous silica materials and their designations are shown in Figure 1. Q sites have
four bonds to oxygen, constituting the basic support structure. The T-sites, D-sites and M-sites are bound to one, two and three organic functional groups, respectively.

\[
\begin{array}{cccccccc}
Q^4 & Q^3 & Q^2 & T^3 & T^2 & D & M \\
OSi & OH & OH & R & R & R & R \\
SiO & SiO & SiO & SiO & SiO & SiO & SiO & R
\end{array}
\]

**Figure 1.** The \(^{29}\)Si site designations for silicate materials, where R is an organic functional group.

Since the resonance frequencies of various silicon sites are known from numerous previous studies \([31-33]\), the \(^{29}\)Si DPMAS spectra (Figure 2) can be reliably deconvolved, even in highly amorphous samples with poorly resolved spectra. The resulting intensities can be used to evaluate the sample composition, which is typically given as \((\text{SiO}_2)_{100}(\text{H}_2\text{O})_x(\text{ORG})_y\), where ORG is the functional group (either AP, MAP or DMAP), \(X\) is the amount of water in the sample, and \(Y\) is the amount of organic functional groups \([33]\). \(X\) and \(Y\) can be calculated by using the percentage of each site as:

\[
\begin{align*}
X &= \frac{1}{2}Q^3 + Q^2 + \frac{1}{2}T^2 \\
Y &= T^3 + T^2.
\end{align*}
\]

The molecular weight of the system is given by:

\[
\text{MW}_{\text{sample}} = 100*60.0858 \text{ g/mol} + X*18 \text{ g/mol} + Y*\text{MW}_{\text{org}}
\]

where \(\text{MW}_{\text{org}}\) is the molecular weight of the functional group. The loading of functional groups in mol/g of the sample can then be calculated by dividing the number of
functional sites (Y) by the molecular weight. To calculate the number of silanols in the sample, the amount of water must be doubled (2*X) and divided by the molecular weight. These calculations lead to the results in Table 1.

**Figure 2.** $^{29}$Si DPMAS-CPMG spectra of AP-MSN-2.8, MAP-MSN-2.6 and DMAP-MSN obtained on a 400 MHz instrument. Parameters: $\nu_R = 10$ kHz, $\nu_{RF}^{SL} = 50$ kHz, $\nu_{RF}^H = 45$ kHz, $N_{CPMG} = 10$, $\tau_{RD} = 300$s, NS = 296, and AT = 25h. The corresponding spectra of AP-MSN-3.6 and MAP-MSN-3.5 are shown in Figure 10.
2.4 Other Characterization Methods.

The surface areas and pore size distributions were measured by nitrogen sorption isotherms in a Micromeritics Tristar 3000 using the Brunauer-Emmett-Teller (BET) and Barrett-Joyner-Halenda (BJH) calculation methods. The transmission electron microscopy (TEM) data was acquired on a Tecnai G2 F20 electron microscope operating at 200 kV and for the measurement a small amount of powder was sonicated in methanol for 15 min. Elemental analysis was performed in a Perkins Elmer 2100 Series II CHN/S Analyzer, with combustion and reduction temperatures of 925 °C and 640 °C, respectively, and with acetanilide as a calibration standard. A Rigaku Ultima IV diffractometer was used for small angle powder X-ray diffraction studies. The Fourier transform infrared (FT-IR) data was recorded on a Nicolet Nexus 470. A table of the results is shown below (Table 1).

3. Results and Discussion

3.1 Catalytic Activity – AP-MSN

The catalytic activities of 3-aminopropyl mesoporous silica with 2.8 nm pores (AP-MSN-2.8), 3-aminopropyl mesoporous silica with 3.6 nm pores (AP-MSN-3.6) and homogenous propylamine were measured and compared for the aldol condensation reaction between PNB and acetone at 60° C in hexane (Figure 3). Davis et al. [22] reported a fourfold activity increase when using an amine-functionalized MSN catalyst versus the homogenous amine catalyst. In the case of AP-MSN-2.8, only 2% conversion was measured after 2 hours, which was less than observed for propylamine (4.5% after 2 hrs). However, the AP-MSN-3.6 catalyst yielded a conversion of 47% in the same
reaction time. The 20-fold increase in the yield observed upon changing the pore size by less than 1 nm may suggest that restricted diffusion was responsible for the poor activity of AP-MSN-2.8. However, the reactants sizes (0.4 nm acetone, 0.6 nm PNB, and ~1 nm for the products) are small in comparison to the pore size, suggesting that other factors may contribute to the activity drop. Indeed, measurement of the reaction kinetics showed a strong inhibition of the reaction at high PNB concentrations (Figure 4). This suggests the formation of some type of PNB complex on the substrate that impedes the reaction.

![Graph showing conversion percentage](image)

**Figure 3.** Catalytic activities are compared for: (a) homogeneous propylamine, (b) AP-MSN-2.8, and (c) AP-MSN-3.6.

![Graph showing rate vs substrate concentration](image)

**Figure 4.** Effect of substrate concentration on the rate of AP-MSN-3.6 catalyzed cross-aldol condensation. The drop in rate at high concentrations of PNB suggests substrate inhibition of the reaction.
3.2 Detection of Stable Intermediate

The samples of AP-MSN-2.8 were further examined using a variety of techniques. The surface area and pore size were measured before and after the reaction by nitrogen isotherms. Although the surface area remained relatively constant (906 m$^2$/g vs. 894 m$^2$/g), the pore size dropped to 2 nm after reaction. Based on this result, as well as the reaction kinetics, it appears that a stable intermediate may have formed on the surface. It has been suggested that imine formation is possible (Scheme 2) [20], however no evidence of the Schiff base has been previously presented.

Scheme 2. The formation of an imine intermediate (stable Schiff base) between PNB and AP-MSN.

Our studies using SSNMR and infrared spectroscopy demonstrated that a stable imine intermediate indeed formed in AP-MSN catalysts. The $^{13}$C CPMAS spectrum of AP-MSN-2.8 (Figure 5a) clearly indicates the presence of the intermediate imine Schiff base with PNB. We focus our attention on resonances ‘c’ and ‘d’ in AP-MSN-2.8 catalyst before and after the reaction (AP-MSN-2.8-before and AP-MSN-2.8-after, represented in Figure 5a by black and blue traces, respectively, in Figure 5a). Resonance ‘d’.
corresponding to the C=\(\text{N}\) carbon, occurs at 160 ppm and is unique to the imine intermediate, i.e. it is found in neither PNB nor AP-MSN alone. If the unreacted PNB were present after the reaction, a peak at 190 ppm for the carbonyl carbon would occur, which is not observed. Resonance ‘c*’ is C-3 in the imine intermediate and appears in the ‘after’ spectrum along with resonance ‘c’, C-3 in the amine, which has diminished in intensity. The presence of ‘c*’ and ‘d’ indicates a chemical transformation, as opposed to physiabsorption of PNB, while the presence of ‘c’ implies there is still some unreacted surface-bound amine left in the system. The infrared spectrum of AP-MSN-2.8 (Figure 5) shows the disappearance of the C=O stretching band of PNB (1706 cm\(^{-1}\)) and the appearance of a C=\(\text{N}\) (1646cm\(^{-1}\)) stretching band, confirming the findings from SSNMR. Elemental analysis was also used to compare the nitrogen content before and after the reaction, showing that approximately 70% of the surface-bound amines formed an imine, which is in agreement with the \(^{13}\text{C}\) CPMAS ratio of ‘c’ to ‘c*’ (note, however, that the CPMAS spectrum is not strictly quantative). This imine group not only blocks the reaction sites, but it may also restrict diffusion due to its large size, on the order of 1 nm, explaining the drastic reduction in pore size to 2 nm.

3.3 Structural Modification—MAP-MSN and DMAP-MSN

We have demonstrated above that the formation of a stable imine intermediate in AP-MSN lead to a decrease in aldol activity. Therefore, in an attempt to increase the reaction activity, the AP group (primary amine) was exchanged for the MAP group (secondary modified amine). MAP-MSN should be incapable of forming a stable imine in hexane. Once again, catalysts with two different pore sizes, MAP-MSN-2.6 and MAP-MSN-3.5, were synthesized, yielding 2 hr conversions of 93% and 97%, respectively. In
this case no intermediate was measured after the reaction took place in hexane, as verified by SSNMR and infrared spectroscopies. No inhibition of the reaction kinetics was observed, and the rate constants were over 3 times larger than in the AP-MSN case.

**Figure 5.** Infrared (a) and $^{13}$C CPMAS NMR (b) spectra of AP-MSN-2.8 before (black) and after (blue) reaction with PNB. SSNMR parameters $\nu_R = 40$ kHz, $\nu_{RF}^{(13}C) = 140$ kHz, $\nu_{RF}^{(1}H)$ during CP = 60 kHz, $\nu_{RF}^{(1}H)$ during SPINAL-64 decoupling = 12 kHz, $\tau_{CP} = 3$ ms, $\tau_{RD} = 2$ s, NS = 26,400, and AT = 15 hrs. Infrared spectrum of PNB (red) is included as a reference. The formation of intermediate 3 is shown.
It is important to note that MAP-MSN is also more basic than the AP-MSN, and one mechanism by which aldol formation occurs is the enolate pathway under basic conditions. In order to test if the reaction was in fact being catalyzed by the enolate pathway, instead of the proposed enamine pathway, DMAP-MSN was synthesized and reacted under similar conditions. DMAP was chosen for its high pH and the unavailability of the enamine pathway. This reaction was not catalyzed, thereby showing that under these conditions the reaction does not proceed by enolation.

3.4 Solvent Effects

It is well known that the choice of solvents can play a large role in homogenous catalysis [34-36], whereas much less effort has been dedicated toward understanding of the involvement of solvents in heterogeneously catalyzed reactions [26,37]. The reactions described in the previous sections all used hexane as a solvent, leading to the formation of a stable imine intermediate in AP-MSN. We also found that this intermediate could regenerate the primary amine upon treatment with dilute HCl. This led to the concept that using water as a solvent may increase the activity of AP-MSN by no longer forming the inhibiting intermediate species.

AP-MSN-3.6 and MAP-MSN-3.5 were chosen to test this hypothesis. In AP-MSN-3.6, the conversion was nearly quantitative within an hour and the rate constant increased 10-fold. In contrast, MAP-MSN-3.5 showed a 10-fold drop in the apparent rate constant. The possible causes of this dramatic reversal in behavior are further investigated below.
Scheme 3. Proposed aldol condensation cycle catalyzed by AP-MSN. R = \( p \)-nitrophenyl

3.4.1 Effects of Solvents on Equilibrium

In AP-MSN-3.6 in hexane, the reaction was inhibited by the formation of a stable Schiff-base; however, in the aqueous solution this Schiff-base may no longer be the favored intermediate. Scheme 3 shows that AP-MSN is capable of forming two different intermediates, 3 or 4, in presence of acetone and PNB. We previously showed the formation of 3 via SSNMR, however 4 was not observed in the spectrum in hexane. To increase the sensitivity, \(^{13}\)C enriched acetone was introduced to AP-MSN-3.6 in hexane and the formation of 4 was observed (Figure 6), in accordance with previously reported chemical shifts in similar compounds [38-39]. In a similar sample prepared with unlabeled acetone the presence of 4 was also detected, allowing the change in chemical shift of the functional group to be shown as well, confirming a chemical interaction.
between acetone and catalytic sites. Water may play a role in the equilibrium shift to favor 4, therefore leading to a higher conversion factor. The product distribution can provide insight into the reaction pathway equilibrium. According to Scheme 3, if the reaction takes place via 4, the main product should be aldol 1, which was indeed observed. In fact, the formation of 2 appears to occur sequentially after the formation of 1, leading to the conclusion that formation of 2 occurs from the dehydration of 1, as opposed to an alternate pathway.

![Diagram of chemical structures]

**Figure 6.** $^{13}$C CPMAS SSNMR spectra of intermediate 4 in AP-MSN sample prepared in the hexane solution. The top spectrum (a) is $^{13}$C isotope enriched acetone on AP-MSN-3.6 and the bottom spectrum (b) is natural abundance acetone with AP-MSN-3.6. The resonances c*, d, e and f are consistent with the existence of intermediate 4. $^{13}$C CPMAS Parameters $\nu_R = 40 \text{ kHz}$, $\nu_{RF}(^{13}\text{C}) = 62 \text{ kHz}$, $\nu_{RF}(^{1}\text{H})$ during CP = 102 kHz, $\nu_{RF}(^{1}\text{H})$
during SPINAL-64 decoupling = 12 kHz, $\tau_{CP} = 2$ ms, $\tau_{RD} = 3$ s, NS = 64 (a) and 10240 (b), and AT = 3 min (a) and 8.7 hrs (b).

Although MAP-MSN-3.5 in hexane did not form the inhibiting imine group; in aqueous solution the formation of a stable cationic iminium, intermediate 7, is possible (Scheme 4). This intermediate would behave similarly to the inhibiting imine in AP-MSN, blocking the reaction sites and constraining diffusion in the pore. Previous studies reported the formation of iminium intermediates when secondary amines were used as catalysts for the aldol reaction [40-44]. Unfortunately the confirmation of 7 was not possible using our spectroscopic techniques, presumably due to the short lifetimes and relative instability of iminium intermediates.

Scheme 4. Proposed aldol condensation cycle catalyzed by MAP-MSN in water. R = $p$-nitrophenyl.
3.4.2 Acidity

Water, a weak acid, may assist the reaction by hydrogen bonding with the carbonyl oxygen. The effect of solvent acidity was tested by measurement of the reaction activity in methanol, which has a very similar pKa to water. Both AP-MSN-3.6 and MAP-MSN-3.5 were slower to catalyze in methanol than in water or in aprotic acetonitrile (Figure 7). This implies that acidity was detrimental to the overall reaction, as opposed to being supportive.

![Figure 7](image)

**Figure 7.** Effect of protic solvents on the rates of aldol reaction catalyzed by AP-MSN (red) and MAP-MSN (blue): water (circles) and methanol (triangles). The rate in polar aprotic acetonitrile (squares) is shown as a reference.

3.4.3 Polarity

The reaction kinetics in hexane and water were compared with those in dichloromethane (low polarity) and aprotic acetonitrile (polar) to examine the effect of solvent polarity on the reaction. In both AP-MSN-3.6 and MAP-MSN-3.5 the activity decreased with increasing polarity, with the exception of water (Figure 8). This implies that the polarity of water does not contribute to the increased activity; it should instead inhibit the reaction. This trend is similar to that found by Davis and coworkers, who
reported a decrease in reactivity of bifunctionalized material due to acid-base neutralization of the functional groups in polar solvents [22]. Neutralization of the surface-bound amine may occur in the system from interaction with nearby acidic silanols in polar solvents. The interaction between silanols and functional groups will be further investigated in the next section.

**Figure 8.** Rates of aldol reaction catalyzed by AP-MSN (red) and MAP-MSN (blue) in solvents of increasing dielectric constants: hexane ($\varepsilon_r = 1.89$), dichloromethane ($\varepsilon_r = 8.93$), acetonitrile ($\varepsilon_r = 36.64$) and water ($\varepsilon_r = 80.1$) [45]. Inset: same graph with the x-axis cut at 1.5 h$^{-1}$ to show the details of the lower reaction rates.

### 3.5 Cooperative Effect of Silanol

The aldol reaction catalyzed by heterogeneous amine MSN catalysts had higher activity than the homogenous catalyst, with the exception of AP-MSN-2.8 in hexane. One explanation for the increased activity could be the cooperative role of the support. Previous research has shown that acidic secondary groups on the surface have lead to an increase in the overall reaction efficiency [20,22-24]. Acidic surface silanols have been shown to interact noncovalently with functionalized amines [46], and to participate in the
aldol condensation in a variety of organic solvents [28,47-52]. The $^{29}$Si DPMAS spectra (Figure 2) confirm the presence of silanol groups on the surface, with the loadings given in Table 1.

The interaction of the reactant, acetone, with the silanols was examined by introducing $^{13}$C enriched acetone to non-functionalized MSN. Carbonyl compounds are known to form hydrogen bonds with silica surfaces [23,53-58]. The $^{13}$C DPMAS spectrum of enriched acetone on non-functionalized MSN (Figure 9), exhibits a resonance at 213 ppm for the carbonyl peak, which is shifted downfield in comparison to neat acetone (206 ppm). This downfield shift has previously been reported as an indication of hydrogen bonding with the silica surface [53,57-59]. The hydrogen bonding of reactants was further examined by addition of DMSO (a hydrogen bond acceptor) to the reaction of MAP-MSN-3.5 in hexane. The yield decreased from 97% to 55%, presumably due to the competition between DMSO and the reactants for hydrogen bonding surface sites. Hydrogen bonding may play two important roles: bringing the reactants in close proximity to the catalytic sites and contributing to the activation of nucleophilic attack. In the Zimmerman-Traxler model (Scheme 5) the silanol groups may assist by aligning the acetone and amine groups in a six-membered ring-like arrangement [60-61].

![Scheme 5. Possible pathway of proton transfer assisted by silanol groups, the Zimmerman-Traxler model.](image)
**Figure 9.** $^{13}$C DPMAS spectrum of non-functionalized MSN w/$^{13}$C enriched acetone. The carbonyl carbon resonates downfield from neat acetone (≈213 vs. 206 ppm), which indicates a hydrogen-bond between acetone and surface silanols. Parameters: $\nu_R = 40$ kHz, $\nu^C_{RF} = 100$ kHz, $\nu^H_{RF}$ for spinal decoupling = 12 kHz, $\tau_{RD} = 3$ s, NS = 16, and AT $\sim$ 1.3 min.

To examine the participation of silanol groups in the catalytic activity of AP-MSN-3.6 and MAP-MSN-3.5, both catalysts were treated with hexamethyldisilazane (HMDS) to cap the surface silanols. The number of silanols in the samples before and after treatment was measured via $^{29}$Si NMR (Figure 10). In MAP-MSN-3.5 the number of silanols was reduced by 39% and the yield of the reaction in hexane dropped by 34%. In AP-MSN-3.6 the number of silanols decreased by 34%, and the reaction had a 10 time lower yield compared to the non-treated sample in water. The decrease in activity upon
silaytion shows that the silanol cooperative effect plays an important role in both solvents.

**Figure 10.** $^{29}$Si DPMAS spectra of a) MAP-MSN-3.5 and b) AP-MSN-3.6 before (bottom) and after (top) blocking silanol groups with HMDS. Appearance of M sites due to the attached silane matches the decrease in the intensity of the Q<sub>2</sub> and Q<sub>3</sub> sites of the blocked groups. [62] Parameters: $v_R = 10$ kHz, $v^S_{RF} = 50$ kHz, $v^H_{RF} = 45$ kHz, $N_{CPMG} = 10$, $\tau_{RD} = 300s$, NS = 296, and AT = 25h

The cooperitivity of silanols in hexane was further investigated in MAP-MSN-3.5. To this end, non-functionalized MSN was added to homogenous N-methyl-propylamine and used to catalyze the reaction, leading to an increase in conversion, 51 %, compared to 10% without the MSN. A comparison of the effect of silanols and proximity can be seen in Figure 11, which shows an activity trend: MAP<MAP+MSN<MAP-MSN. This trend indicates that the proximity of the silanols to the catalyst is crucial. The proximity of the amine functional group and surface silanols has been previously discussed to be of importance in bringing the reactants together [46].
Figure 11. Effect of proximity between silanol and amine groups on the conversion of PNB. Catalytic activities are compared for: (a) homogeneous N-methyl-propylamine, (b) homogeneous N-methyl-propylamine + non-functionalized MSN, (c) silanol-passivated HMDS-MAP-MSN-3.5, and (d) heterogeneous MAP-MSN-3.5.

The surface silanols may offer another added benefit. Earlier it was mentioned that the aldol reaction may take place via the enolation pathway in basic conditions. The acidity of the silanols acts as a buffer to decrease the overall basicity of the system, thereby allowing the enamine pathway. The pH values of the suspensions of AP-MSN-3.6 and MAP-MSN-3.5 in water were, 8.1 and 8.3, respectively, much more acidic than the free amines in water (pH>11).

4. Conclusion

In this study the aldol-condensation between $p$-nitrobenzaldehyde and acetone was examined in the presence of heterogeneous amine catalysts consisting of MSN
supports with varying pore sizes functionalized with primary and secondary amines (AP-MSN and MAP-MSN).

The low catalytic yield of AP-MSN in hexane was determined to be caused by the formation of a stable intermediate, shown spectroscopically by SSNMR for the first time, which blocked the catalytic sites and hindered molecular diffusion within the pores. The catalytic activity could be improved by chemically altering the primary amine to a secondary amine, MAP-MSN, thereby inhibiting the formation of a Schiff base, or by switching the solvent to water. The addition of water increased the activity of AP-MSN a factor of 10, but decreased the activity in MAP-MSN. This decrease may be due to the formation of an iminium intermediate on the surface. The increased activity of AP-MSN in water may be explained by a change in equilibrium of the formed intermediates.

The surface silanols were shown to assist the reaction in both hexane and water, leading to higher conversion rates compared to corresponding homogenously catalyzed reactions. The surface silanols boost activity by bringing the reactants near the amine catalysts, preparing the carbonyls for nucleophic attack, and acting as a buffer.

This chapter underlines the importance of mechanistic studies to improve the activity of catalyst in reactions. With an understanding of the environmental effects and the intrinsic behavior of the catalyst a rational design of the catalyst was accomplished, yielding a more active catalyst. An important next step would be to determine what effect, if any, the pore size and solvent choice have on diffusion.
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Table 1. Structural properties of amine-functionalized mesoporous silica nanoparticle catalysts

<table>
<thead>
<tr>
<th>Catalyst</th>
<th>$S_{\text{BET}}$ (m$^2$/g)$^a$</th>
<th>$V_p$ (cm$^3$/g)$^a$</th>
<th>$W_{\text{BJH}}$ (Å)$^a$</th>
<th>Elemental analysis (mmol/g)</th>
<th>$^{29}\text{Si NMR}$ evaluation (mmol/g)$^b$</th>
<th>$^{29}\text{Si NMR}$ evaluation (mmol/g)$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AP-MSN-2.8</td>
<td>906</td>
<td>1.0</td>
<td>2.8</td>
<td>1.01</td>
<td>1.13</td>
<td>6.8</td>
</tr>
<tr>
<td>AP-MSN-2.8 after reaction</td>
<td>894</td>
<td>0.76</td>
<td>2.0</td>
<td>1.70</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AP-MSN-3.6</td>
<td>807</td>
<td>1.2</td>
<td>3.6</td>
<td>1.08</td>
<td>0.98</td>
<td>6.8</td>
</tr>
<tr>
<td>HMDS-AP-MSN-3.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4.6</td>
<td></td>
</tr>
<tr>
<td>MAP-MSN-2.6</td>
<td>1008</td>
<td>1.1</td>
<td>2.6</td>
<td>0.50</td>
<td>0.54</td>
<td>6.8</td>
</tr>
<tr>
<td>MAP-MSN-3.5</td>
<td>937</td>
<td>1.3</td>
<td>3.5</td>
<td>1.14</td>
<td>0.88</td>
<td>7.5</td>
</tr>
<tr>
<td>HMDS-MAP-MSN-3.5</td>
<td>745</td>
<td>1.0</td>
<td>3.3</td>
<td>1.14</td>
<td></td>
<td>4.6</td>
</tr>
<tr>
<td>DMAP-MSN</td>
<td>673</td>
<td>0.9</td>
<td>3.2</td>
<td>1.29</td>
<td>1.4</td>
<td>7.6</td>
</tr>
</tbody>
</table>

$^a$ The BET surface area ($S_{\text{BET}}$), the mesopore volume ($V_p$), and the mean mesopore widths ($W_{\text{BJH}}$) were obtained from the nitrogen sorption analysis. $^b$ The amounts of organic functional groups incorporated to the silica materials were determined by elemental analysis and further evaluated from the $^{29}\text{Si DPMAS NMR}$ spectra.
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Abstract

The previous chapter described the aldol reaction in amine functionalized mesoporous silica nanoparticles (MSNs) of different pore sizes and with different solvents. In this chapter, solid state NMR, specifically $^1$H stimulated echo with pulsed field gradient (PFG), will be used to determine the diffusion of two solvents, hexane and water, in MSNs with pore diameters of 2.7 and 3.7 nm functionalized with 3-aminopropyl trimethoxysilane catalysts (referred to as AP-MSN-2.7 and AP-MSN-3.7, respectively). The PFG data were analyzed using a single effective diffusion coefficient and a bi-exponential model. This leads to a clear dependence of the diffusion coefficient on the pore size when hexane is the solvent. In water no significant difference was measured in the diffusion between AP-MSN-2.7 and AP-MSN-3.7 and it is therefore still unclear the role water diffusion plays in this system.
1. Introduction

In the previous chapter, heterogeneous aminopropyl mesoporous silica nanoparticle (AP-MSN) catalysts were examined through a combination of synthetic and characterization techniques. The formation of a stable intermediate Schiff base in hexane caused a decrease in the activity of the primary functionalized amine [1]. This lower activity could be attributed to two different factors, the blocking of the active catalytic sites and the obstruction of diffusion within the pore. When the solvent was changed to water the activity increased dramatically [2]. This change was partially due to the change in affinity toward forming the Schiff base, but may also have contributions from the diffusion properties of water. In this chapter we will delve into the diffusion matter in more depth.

The behavior of reactants and solvents in the pores is still not well understood. It is currently assumed that the reactants and products enter and exit the pores with little steric hindrance. This assumption may be valid in larger pore systems, but becomes problematic in systems with small pores and/or large molecules. In order to understand this process, a number of studies have been undertaken to examine the diffusion of gases and solvents in confined geometries [3-15].

The combination of spin echo sequences [16] with pulsed field gradients (PFG) for the measurement of diffusion processes has been used for many decades [3-4,17-18]. Initially the self-diffusion coefficient was measured in liquids [19] and in crystalline materials, however for the past three decades the diffusivity has also been studied in solids, such as zeolites [6-7] and mesoporous particles [8-15]. In the porous solids it has
been shown that the self-diffusion coefficient of the solvent can depend on a number of factors including, material size [7], solvent concentration [9-11], temperature [12-13], and pressure [14]. Work has also been done to show that the diffusion of different solvents can affect the overall catalytic activity [20-22].

A major complicating factor in the measurement of diffusion in heterogeneous materials is the presence of multiple diffusion coefficients within one sample, often for the same species. For example, these systems may exhibit both inter-particle and intra-particle diffusion, but other groups have shown that the diffusion can also occur in micro cracks in the pore support [5,23-24]. Due to technical limitations set by the gradient strength, particles may leave the pore before a significant measurement can be made, making the separation of an intra-particle diffusion coefficient particularly complicated. As shown in other reports [25], at very short times the molecule may not travel far enough for collision with the wall to take place, and the measured coefficient resembles bulk diffusion. At long time scales the particle is able to travel in and out of the pore multiple times and therefore behaves similarly to the diffusion at infinite time. The intermediate time scale will be a mix of these conditions, but separating all the components is no trivial task.

Previously published research has shown the usefulness of bi-exponential (or multi-exponential) fitting methods of diffusion data in heterogeneous systems [7,15,23,26-29]. These methods use the probabilities of particle presence in locations characterized by different diffusion coefficients. They were first shown to work for the separation of diffusion coefficients in zeolites [7], but since have been used in a variety of other cases including metal organic framework (MOFS) [29], MCM-41[9,15], and other
heterogeneous systems [23,27]. One potential problem with this model is the fitting of many parameters, which lends itself to a large margin of error.

Another method for the observation of restricted diffusion is the time-dependence measurement of the so-called effective self diffusion coefficient, $D_{\text{eff}}$, also referred to as the apparent diffusion coefficient [8,28,30]. In this case only a single exponential curve is fit to the measured gradient echo data points. The change in $D_{\text{eff}}$ with time can lead to understanding of restricted diffusion in materials with different pore sizes. Previous studies have used $D_{\text{eff}}$ to examine the behavior of solvents and gases in porous glass beads [25], MCM-41 mesoporous silica [8], and a variety of other heterogeneous media [21-22].

In this study hexane and water were chosen as solvents based on the previous reported catalytic data [1-2]. The diffusion of these solvents in AP-MSN-2.7 and AP-MSN-3.7 is studied via STE-PFG. The effective self diffusion coefficients are compared, along with the overall time dependence of the measured diffusion. The bi-exponential model is also used in hexane to compare the inter-particle and intra-particle diffusion, confirming the effective diffusion measurement results.

2. Materials and Methods

2.1.1 Diffusion Measurements

The spin echo was discovered in 1950 by Erwin Hahn [16]. The addition of pulsed field gradients (PFG) allowed for the measurement of self-diffusion coefficients [18]. The stimulated echo pulse sequence (PFG-STE), Figure 1, was chosen because of its insensitivity to $T_2$ relaxation, which can be exceedingly fast in solids [31]. In this
sequence, a $\pi/2$ pulse is first used to flip magnetization into the x-y plane. A gradient field is then applied to the spins, which, in effect, encodes the spin location. A $\pi/2$ pulse with opposite phase is applied again to the spins, to realign their magnetization with the $z$ axis, where it remains stored for a period of time before being flipped once more to the x-y plane by a third $\pi/2$ pulse. Subsequently, a gradient pulse of the same length and strength as the first one is applied. If the spin is the same location throughout the sequence, its magnetization is completely refocused by this pulse sequence producing the so-called spin echo. If the spin has changed its original location due to diffusion, the second gradient will not ‘unwind’ the dephasing of magnetization produced by the first gradient, causing attenuation of the echo signal.

![Figure 1](image.png)

**Figure 1.** The stimulated echo with pulsed field gradients (STE-PFG) pulse sequence.

This attenuated signal intensity, $I_g$, can be used to calculate the self-diffusion coefficient, D, as:

$$I_g = I_0 e^{-D g^2 y^2 \delta^2 (\Delta - \delta)} = I_0 e^{-D g^2 y^2 \delta^2 t_{eff}}$$  \hspace{1cm} (1)
where $I_0$ is the initial intensity, $g$ is the gradient strength, $\gamma$ is the gyromagnetic ratio, $\delta$ is the length of the gradient pulse, $\Delta$ is the interval between gradient pulses, and $t_{\text{eff}}$ is the effective time constant. By altering the strength of the gradient pulse, data points can be acquired which can then be fit with an exponential curve. This data was collected and the results were examined using two different fitting models.

2.1.2 Effective Diffusion Fitting Model

The studied heterogeneous system is expected to show restricted diffusion, which should manifest in a change of the effective self-diffusion coefficient, $D_{\text{eff}}$, with time [8]. In order to investigate this, multiple values of $\Delta$ were used, with a set of data points being collected with changing gradient strength at each time. For each value of $\Delta$ the collected data points were fit to an exponential curve using equation 1.

2.1.3 Bi-exponential Fitting Model

Another way to examine the behavior in the pore is to use a bi-exponential fit [7]. It is expected that there will be at least two different types of diffusion occurring in the sample, inter-particle and intra-particle. The shape of the exponential decay in signal can be represented as:

$$I_g = A_1 e^{-(\gamma g)^2 t_{\text{eff}} D_1} + (1 - A_1) e^{-(\gamma g)^2 t_{\text{eff}} D_2}$$

(2)

where $A_1$ is the probability of the particle being in the pore, $D_1$ is the intra-particle diffusion and $D_2$ is the inter-particle diffusion. The probability of a solvent molecule being inside or outside of the pore depends on the amount of time that has elapsed. Since
the data was acquired at multiple Δ values, the bi-exponential fits can be performed for each data set.

2.1.4 Experimental Parameters

All experiments were performed at 14.1 T on a Varian 600-MHz NMR spectrometer using a 1.6 mm FastMAS\textsuperscript{TM} triple resonance probe operated at 599.6 MHz for \(^1\)H. The probe was equipped with a gradient coil capable of producing gradients of up to \(\sim 0.75\) T/m (75 gauss/cm) along the magic angle. Gradients were calibrated using room temperature water as a standard. The measurement of bulk hexane was also done to confirm the calibration. The \(^1\)H stimulated echo measurements were all done at room temperature, under static conditions to avoid any displacement of the sample due to vibrations of the MAS rotor during spinning. The following experimental parameters were used: \(\nu_H=100\) kHz, \(\delta=2.5\) ms or 10 ms with gradient strength arrayed up to 0.69 T/m, and Δ values ranging between 3 ms and 211 ms. Data were processed in Gsim and then transferred to Excel for calculation. The fitting of the exponential curves was done using Origin Pro 9.

2.2 Materials

2.2.1 AP-MSN and Non-porous Nanoparticle Synthesis

The synthesis of 3-aminopropyl mesoporous silica (AP-MSN) materials with 2.7 and 3.7 nm pores was done by Igor Slowing, Kapil Kandel, and Umesh Chaudhary as previously described [27-29]. AP-MSN-2.7 had a pore volume of 0.758 ml/g, a functional group loading of 1.5 mmol/g, and a silanol loading of 5.5 mmol/g. AP-MSN-3.7 had a pore volume of 1.11 ml/g, a functional group loading of 1.3 mmol/g, and a
silanol loading of 6.6 mmol/g. The presence of the functional groups and surfactant free pores were confirmed by $^{13}$C cross polarization magic angle spinning (CPMAS) and $^1$H direct polarization magic angle spinning (DPMAS) measurements. The pore volume was measured by nitrogen sorption isotherms in a Micromeritics Tristar 3000 using the Barrett-Joyner-Halenda (BJH) calculation methods.

The non-porous silica nanoparticles were synthesized by Igor Slowing using the following method. Concentrated ammonia (2.5 mL), water (2.8 mL) and ethanol (18.5 mL) were mixed in a 50 mL centrifuge tube. Tetraethyl orthosilicate (1.4 mL) was quickly added to the mixture, the tube was capped and the entire mixture was stirred overnight. The resulting colloid was centrifuged and washed four times with ethanol and two times with deionized water. The white solid was then dried overnight under vacuum at room temperature. The particles had a surface area of 11 m$^2$/g.

2.2.2 Loading of the Surface Groups

The loading of the functional groups and the silanol sites were measured by $^{29}$Si Carr-Purcell-Meiboom-Gill (CPMG) DPMAS as reported in the chapter 4 and elsewhere [32]. Experiments were performed at 9.4 T on a Chemagnetics Infinity 400 Spectrometer equipped with a 5-mm MAS probe operated at 400.00 MHz ($^1$H) and 79.4 MHz ($^{29}$Si). Experimental parameters were described previously (see chapter 4 section 2.3.1). The parameters used in these experiments were $\nu_R = 10$ kHz, $\nu_{RF}^{Si} = 50$ kHz, $\nu_{RF}^{H} = 45$ kHz, $N_{CPMG} = 10$, $\tau_{RD} = 300$ s, $NS = 296$, and $AT = 25$ h. The chemical shifts of $^{29}$Si, $^{13}$C and $^1$H are reported using the $\delta$ scale and are secondary referenced to tetramethylsilane (TMS) at 0 ppm.
2.2.3 Sample Preparation

The samples, AP-MSN-2.7 and AP-MSN 3.7, were packed into a 1.6 mm rotor and massed. The solvent (either water or hexane) was then introduced to the sample via pipette to reach filling factor of 1.3 by weight. The sample was then allowed to equilibrate overnight to allow for a homogenous distribution of the liquid throughout the entire volume.

3. Results and Discussion

3.1 Hexane

Hexane was added to AP-MSN-2.7 and AP-MSN-3.7, to achieve a pore filling factor of 1.3, as described before. The sample was then measured using a stimulated echo with pulsed field gradients. Data points were collected at multiple gradient strengths for each \( \Delta \) value. An example plot of the signal intensity for AP-MSN-2.7 versus the gradient strength using a 2.5 ms gradient pulse length is shown in figure 2.
**Figure 2.** A plot of the signal intensity of hexane in AP-MSN-2.7 versus gradient strength for $\delta = 2.5$ ms. Each data set was acquired at a different $\Delta$ value, as noted in the key. Notice the change in the curve shape as $\Delta$ increases. Similar data sets were obtained for AP-MSN-2.7 with hexane using $\delta = 10$ ms and for AP-MSN-3.7 with hexane using $\delta = 2.5$ ms and 10 ms.

3.1.1 *Effective Diffusion of Hexane*

For each value of $\Delta$, a single exponential line (equation 1) was used to fit the data, resulting in the $D_{\text{eff}}$ values plotted in figures 3 and 4. These curves appear to fit the data with good accuracy. In both AP-MSN-2.7 and AP-MSN-3.7 the effective diffusion was slower than the bulk hexane diffusion of $4 \times 10^{-9}$ m$^2$/s, as expected. However, $D_{\text{eff}}$ of hexane in AP-MSN-2.7 is larger than in the AP-MSN-3.7. There are two possibilities for this occurrence; either the diffusion in the AP-MSN-2.7 pores is faster than AP-MSN-3.7 or the intra-particle diffusion in the AP-MSN-2.7 is so slow that the inter-particle...
diffusion overwhelms the measured effective diffusion curve. It seems reasonable that the second case is what is occurring here. Based on the filling factor, the molar ratio of particles in the pore versus outside of the pore should be approximately 3:1. This should weigh the diffusion coefficient in favor of the intra-particle diffusion; however, if the intra-particle diffusion is orders of magnitude slower than the inter-particle one, the latter term will dominate. We will confirm that the diffusion of hexane in AP-MSN-2.7 is indeed slower through another fitting method in the next section.

**Figure 3.** The $D_{\text{eff}}$ of hexane in the pores of AP-MSNs using $\delta = 2.5$ ms.
3.1.2 Bi-exponential Fit of Hexane Diffusion

To further examine the diffusion behavior of hexane within AP-MSNs, a bi-exponential fit (Eq. (2)) was applied to the data acquired with $\delta = 2.5$ ms (shown in figure 3). To reduce the fitting error for intra-particle diffusion coefficient, a model system was used to independently measure the inter-particle diffusion. To this end, non-porous silica nanoparticles of similar size to AP-MSNs were exposed to 25% by weight of hexane. As expected, the resulting diffusion coefficient, $2.5 \times 10^{-9}$ m$^2$/s, was lower than one measured for bulk hexane ($4 \times 10^{-9}$ m$^2$/s). Using this value to mimic the inter-particle diffusion in AP-MSNs, the intra-pore diffusion in the AP-MSN-3.7 was fit to be $4 \times 10^{-10}$ m$^2$/s. This agrees well with a previous report for similar sized MSNs [33]. In the smaller AP-MSN-2.7, the intra-pore diffusion was fit to approximately $8 \times 10^{-11}$ m$^2$/s, which agrees well with the theorized slower diffusion in AP-MSN-2.7 from the effective diffusion
measurements. Note that the diffusion coefficient measured for non-porous silica is nearly equal to the $D_{\text{eff}}$ value measured for AP-MSN-2.7, which further supports the notion that intra-particle diffusion is very slow in this sample. This leads to the conclusion that the diffusion coefficient of hexane is dependent on the pore size of the AP-MSN, and this restricted diffusion contributes to the overall decreased reaction rate in the smaller pores.

3.2 Water

Water was also introduced into the pores of AP-MSN-2.7 and AP-MSN-3.7 (filing factor of 1.3 by weight). Again data were acquired by varying the gradient strength for $\delta = 2.5$ ms and 10 ms and several values of $\Delta$. The data set obtained for AP-MSN-2.7 and $\delta = 2.5$ ms is shown in figure 5.

**Figure 5.** A plot of the signal intensity of water in AP-MSN-2.7 versus gradient strength for $\delta = 2.5$ ms. Each data set was acquired at a different $\Delta$ value, as noted in the key.
Similar data was obtained for AP-MSN-2.7 with water using $\delta=10$ ms and for AP-MSN-3.7 with water using $\delta=2.5$ ms and 10 ms.

### 3.2.1 Effective Diffusion of Water

Similar to hexane, water exhibits restricted diffusion in AP-MSNs, as the measured $D_{\text{eff}}$ values (figures 6 and 7) are smaller than in the bulk, $2.3 \times 10^{-9}$ m$^2$/s. In contrast to hexane, however, there is little difference between the effective diffusion coefficients in AP-MSN-2.7 and AP-MSN-3.7. While this may lead to the idea that diffusion does not play a large role in the differences in reaction rate between pore sizes in water, the measurements of intra-particle diffusion proved challenging (see below).

![Diffusion of Water in AP-MSNs](image)

**Figure 6.** The $D_{\text{eff}}$ of water in the pores of AP-MSNs using $\delta = 2.5$ ms.
Figure 7. The $D_{\text{eff}}$ of water in the pores of AP-MSNs using $\delta = 10$ ms.

3.2.2 Bi-exponential Fit of Water Diffusion

Water was added to the non-porous nanoparticle so that it was approximately 25% water by weight. This mixture was allowed to disperse overnight; unfortunately, unlike the hexane-non-porous system, the measured diffusion coefficient showed a time dependence as a function of $\Delta$. As the $\Delta$ delay was increased, the resulting measured diffusion coefficient decreased, which is typically observed in systems with restricted diffusion and multiple diffusion coefficients. Here, this may be attributed due to strong interaction between water molecules and the silanol groups on the silica surface [2], which can inhibit the overall diffusion between the non-porous nanoparticles. Hypothetically, at shorter times the only coefficient measured is that between the particles, but at longer times the slow diffusion of water along the surface is also taken into account. Consequently, we could not perform a reliable bi-exponential fit for the AP-
MSN-water system. At this point, this leaves the effect of water on diffusion in the AP-MSN pores unclear.

3.3 Water vs. Hexane

In our previous paper [2] it was shown that the reaction rate in water was 10 times higher than in hexane for AP-MSN. This effect can be attributed to a favorable equilibrium; however, it was unclear if diffusion plays any role. Comparing the diffusion coefficients at similar effective times, the $D_{\text{eff}}$ of water in the MSN is slightly lower than that of hexane, despite water having the higher reaction rate. However, whether or not water diffusion plays a role in AP-MSN’s activity cannot be determined without a reliable measurement of its intra-particle diffusion. Such measurement will require the use of stronger gradients to provide better spatial resolution. Another approach could be the use of a changing solvent concentration in order to effectively separate the intra- and inter-particle coefficients.

4. Conclusion

In this study, stimulated echo with pulsed field gradients was used to measure the diffusion of two different solvents, water and hexane, in AP-MSN-2.7 and AP-MSN-3.7. The resulting data were then fit using two different methods.

Based on these fits, the diffusion of hexane in AP-MSN-2.7 was shown to be slower than in the larger pores. This agrees well with our studies of catalytic activity, which show an increase in the reaction rate with the increase in pore size. Thus, both substrate inhibition and diffusion played a role in the decreased efficiency of the AP-MSN with small pore sizes.
When water was introduced to AP-MSNs, the aldol reaction showed an increase in the overall rate compared to that observed for hexane. Our PFG NMR measurements showed no significant difference in the effective diffusion coefficient with a change in pore size. However, the critical measurement of intra-particle diffusion coefficient could not be reliably performed. And thus it remains unclear if diffusion played a role in this difference, or if it was only the favorable equilibrium and the cooperation of water with the surface catalyst, as was previously discussed [2].

Whereas these studies provided some useful insights, they should be considered as an exploratory investigation. Due to the limitations of the probe components (weak gradient strengths), in some cases the time a molecule spent in a pore was significantly shorter than the length of the gradient pulse. For example, the pore lengths in the AP-MSNs were on the order of 200 nm. Thus, a molecule diffusing at $8 \times 10^{-11} \text{ m}^2/\text{s}$ ($D_{intra, hexane}$) would spend approximately 0.1 ms to travel the length of a pore, which is considerably shorter than the employed gradient pulses.

In future studies, stronger gradients will have to be employed to allow for the use of shorter pulse lengths and thereby separate the effects of intra- and inter-particle diffusion. The length of the gradient pulse can be arrayed to explore its effect on the measurement of effective diffusion (especially in the multi-coefficient case). The effect of concentration should be studied to determine the optimal filling factor. The effect of pore length on the diffusion coefficient could be examined, as well. In particular, larger nanoparticles with longer pores should be used to increase the residence time of molecules within a single pore. Pores with larger diameter could be used to determine the limitations of the diffusion effects seen in hexane.
The future studies should also involve examining the diffusion of reactants and the reaction products within the system using different solvents. To separate the individual resonances, magic angle spinning may need to be employed to provide adequate spectral resolution. In this case the reliability of spatially stable spinning would need to be explored to a greater degree.
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CHAPTER 6: CONCLUSIONS

Solid State NMR is a versatile technique which is applicable to many types of solid materials in chemistry, biology and materials science. New technical advances have led to the use of sequences in solids which were previously available only in solution state. This has allowed for the study of a variety of systems, from carbonaceous disordered coals to well-ordered mesoporous nanoparticles to natural abundance low gamma nuclei. These advances have also lead to the measurement of effective self diffusion coefficients in confined liquids.

In chapter 2 new advancements in high field and fast MAS technology were utilized to update the protocol for the measurement of coals and other carbonaceous materials. The standard Argonne Premium Coal Samples were used to test sensitivity and resolution. The 1D experiments preformed at high fields and under fast MAS were shown to be only slightly less sensitive in comparison to the traditional experiments, while providing improved resolution. More importantly, fast MAS enabled the measurement of 2D and J-coupling filtered spectra of these materials for the first time. These experiments proved to be easy to implement, requiring no need for homonuclear decoupling (CRAMPS), while still maintaining quantative accuracy.

The detection of natural abundance $^{15}\text{N}$ spectra was shown in chapter 3. Despite the low natural abundance of $^{15}\text{N}$, 2D indirectly detected spectra, both through-space and through-bond, were acquired for bulk species. For the first time, a $^{1}\text{H}$ detected, $^{15}\text{N}$ natural abundance spectrum of a surface bound species was acquired in 2D, which was enabled by the 15-fold sensitivity gain compared to the traditional protocol utilizing the
$^{15}$N detection. INEPT magnetization transfers were also examined, showing that the magnetization transfer via $J$-coupling is indeed occurring. The remarkable efficiency of CP transfer at fast MAS was shown by comparison of HMB spectra at different MAS rates.

In chapter 4 the aldol reaction between $p$-nitrobenzaldehyde and acetone as catalyzed by amine functionalized MSN was studied using spectroscopic techniques, which lead to a better catalyst design. A stable Schiff bases was found to form in the primary amine (AP-MSN) when hexane was used as the solvent, which led to a decrease in reactivity. The group was then chemically altered to be a secondary amine (MAP-MSN) and the reactivity increased. The Schiff base was shown to be reversible and therefore a new solvent, water, was used. When water was used as a solvent, the reactivity of AP-MSN increased 10-fold, while the MAP-MSN decreased dramatically. This increase in AP-MSN may be attributed to a change in equilibrium of the formed intermediates. The cooperative effect of surface silanols in the reaction was shown to play a role in the overall higher activity seen in the heterogeneous catalysts.

Chapter 5 is a continuation of the aldol condensation study from the previous chapter. The diffusion of the two solvents, hexane and water, within an AP-MSN system was explored using PFG NMR. 3.7 and 2.7 nm AP-MSN samples were used for the diffusion comparison. In the AP-MSNs with smaller pores the diffusion of hexane within the pore was much slower than in the larger pore system, which contributed to the lower activity of this catalyst in aldol reaction. In water, the difference in intra-particle diffusion between samples with different pore sizes could not be unambiguously established.