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This is the well-known Courant-Friedrich-Lewy (C.F.L.)
condition. MacCormack29 conjectures that the At reguirement

for his method would be close to the two dimensional C.F.L.

condition

btopp < [Cul/ax + lvi/ey + a(l/ex® + 16993170 (3.9

In the present study where highly viscous regions cccur
near the leading edge of the plate it was found that the time

increment condition must be a fraction of Eguation 3.9,

At <k Atapr (3.10)

where 0.08 < k < c.90.
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CEAPTER 4. COMPARISCONS WITH PREVIQUS STUDIES
Case I - Flow Conditions of Becker and Rovlan

The computaticnal method developed in this studv to

compute the hyoersonic rarefied flow near the sharp leading

t

edge of a flat plate has been applied to three test cases.

mia

The first case considered uses the flow ccnd

th

3 4 =
lCL1ons rom

¢

the experimental tests of Becker and Bovlan rfcrmed at the

0]

b o)
~

Arnold Air Force Station, Tennessee. The values of the un-
disturbed flow properties of air in the test section are:

M = 10.15 TT = 5400°R
Pr = .72 T /T, = .10
W 1
v = 1.4 T_ = 250°R (4.1
Re_ = 4656/ft A, = -00333 ft
= . 4 1/
p_ = .0557 1b/ft? o= S22 12
- 14.16 ., 1/2 va
x = —— £t
v
The starting data recuired for the ccmputer program Yers

matched with the appropriate test conditions of 4.1, allowing

was used In the computations. Three computational hoxes

arranged as shown in Fig. 3 were used to obtain results

)

upstream of the strong interaction region. Listed in Table 1

t

are the strong interaction parameter range of each hox, the

~—
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Table 1. Computaticnal box information for Case I

- Network points Ax Re
: = £ =
Eox X Range x-dir. vy-dir. X, It vy, £t Ly rx
1 ==218.5 31 21 .00014 .0003% 0.40 N.652
2 218.5-69.1 31 21 .00126 .00105 1.20 5.870
3 76.3-22.10 31 21 .01260 .00315 4.00 58.700

h

numper cf grid points in each network, grid sizes, and the

Reynolds number based on the tangential grid length. 2 total
of 5.5 CPU hours was regquired to obtain the steady-state
solution of this case on the IBM 360-67 computer.

Before proceeding with the comparisons a brief discussion
of two frecuently used ccrrelation parameters 1s necessary.

The hypersonic strong interaction parameter used in Table 1 1is

defined as

' (4.2)

where C is the Chapman-~Rubesin coefficient ¢ T_/u_T . Early
investigators used the condition of -0 in cdealing with the
weak interaction while ¥>>1 referred to the strong interaction

farther upstream. A parameter introduced more recently, the

rarefaction parameter, given as

v =M {_ < 1'5
mimem x

RS
.
(%)

»

L ]
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is believed to correlate the wall pressure and heat transfer

data better than Y in the merged layer region.32 McCroskev

et g;.7 using probe survey profiles and schlieren photographs
consider the region where .15 < v < .20 as the boundary between
the strong interaction and the fully merged laver regions.

The experimental data used for comparison in this studv lie
upstream c¢f this boundarv.

The computed surface pressures are compared with Becker
and Boylan's experimental data in Fig. 4. The computed wall
pressure begins with a value near the free molecule limit of
Equation 1.3, rises to a peak excecding the exverimental data,
and then approaches the pressure of the strong interaction
theory of Cheng et 35?3 at the downstream boundarv of the
merged layer. Cheng's strong interaction theory predicts the

surface pressure to be given by

3\
Twl /3
|- =z 7
)

——-—

«:/_l\' ~ -
. Ty (4664 + L.T3(T /T 1Y (4.4)

Fig. 4 also shows the effect of placing four columns of grid

points ahead of the plate. Adding these points results in a
solution with a larger pressure near the leading edge, but
this solution asvmptotically approaches the previous solution
with no grid pcints in front of the leading sdge. A numerical

the plate gives

Hh

test using eight cclumns ¢f points ahead o

results identical to the solution with the four columns of grid
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points ahead of the plate. These calculations indicate the
limit of the upstream influence on the flow and all the
remaining computations were performed with four columns ahead
as shown in Fig. 2.

Fig. 5 compares surface slip velocity resulting from
Eguation 3.4 with the approximate results of Becker and Bovlan.
Their wall velocities were obtained bv using surface measure-
ments toc the wall. It is interesting to note that both
efforts give a slip velocity in the strong interaction region.

The gas temperature computed at the surface of the glate

£¢)

‘.._}

is shown in Fig. 6. The gas temperature T_ is slightlv larger

than the freestream temperature near the leading edge; T

-

increases to a maximum value downstream of the wall pressure
peak and eventually approaches the wall temperature.

Fig. 7 and Fig. 8 show the density and pressure profiles
at intermediate positions along the niate These =&
a clear picture of the development and the arowing strength cf
the shock wave. The oscillations observed in the densitv
profiles are believed to be caused by the truncation errorc
resulting from the "first-order" set of boundarv conditions.
In the next test case these oscillations were eliminated by
using the "second-ordexr" set of boundarv conditions.

The positions of maximum density and pressure from the
two previous figures can be used to give the approximate

1 )

lccation cf the shockx wave. Thnis is i
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Other results indicated are those of Butler15 and Becker and

Boylan. Butler determines the shock position by finding the
location of the inflection point of the pressure profile,
whereas Becker and Boyvlan use impact pressure data.

In order to illustrate the "time~dependent" nature of the
computational procedure, velocity profiles at five different
times during the calculations procedure are shown in Fig. 10.
The tangential velocity is initially the freestream value U_.
Intermediate profiles at x* = 13.22 are plotted to show their
movement toward the steadyv-state profile.

The variation of the skin friction along the plate is

shown in Fig. 11. The skin friction coefficient

v (3u/sy)
C. = w . w (4.5)
l/2me°°

Fh

varies with the viscosity coefficient and the wall velocity

cgradient. TFor the results in Fic. 11.

83

guation 2,16 was used

to give the viscosity-wall gas temperature relationship, while

the velocity gradient was approximated by the second-order

difference Eguation 3.5. The free molecule 1imitll
[2 v+l A
C = £ = {(4.6)
beM _U TY 2YM

is indicated on the figure.
The conduction heat transfer rate along the plate is

shown in Fig. 12 in the form of the Stanton number, written as
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kw(aT/Sy)w

- (4.7)
pwacp(TTm Tw)

St =

It is calculated at several positions along the plate by using
the definition of Pr, the viscosity-temperature equation (2.16)
and the difference approximation (3.5). The heat transfer
rate reaches a peak near the leading edge and then decreases
steadily along the plate. The free molecule limit is given by

: 1
the equatlon,l

= | . 4
M omy 4yM (£.8)

Maslen34 has pointed out that the heat transfer to the
wall, in the case of velocity slip, should contain an addi-
tional term referred to as the "sliding friction". It
represents work done directly on the wall by the shear and 1is
nonzero only if there is some slip at the wall. In non-

dimensional form this heat transfer coefficient is

(k 3T/3y + uusu/3y). .
c., = h Al (4.9)
H prmCP(TT - Tw)

e o]

Its variation along the wall is shown in Fig. 13. Near the
leading edge the sliding friction term is dominant but
decreases rapidly and becomes small as the strong interaction
region is approached.

Shorenstein and Probsteinll have obtained several

empirical formulas expressed in terms of a mod:

14
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parameter B, where

.5
T,|  M.C
T %o (4.10)

The cases considered cover the ranges 10 < M_ < 25 and .05 <

TW/TT < .20 for v 1.4. Included in Fig. 14 and Fig. 15 are
comparisons of the present results with their correlation
formulas for the shock surface location and heat transfer rate.
According to Shorenstein and Probstein, the limits of validity,
for an accuracy of at least 5%, are 2 < 1 for the shock loca-
tion formula and B < .10 for the heat transfer rate formula.

In order to test the computer program's ability to
calculate equilibrium air flows, the Modified RGAS program was
used to compute the thermodynamic properties in the present
test case. Due to the relatively low temperatures in this
case, cnly minor changes occur in the properties. 2 compari-
son between perfect gas and equilibrium calculations is shown

in Table 2 for various positions along the plate's surface.
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Table 2. Pérfect gas and equilibrium air comparisons
Location Perfect gas calculations Eguilibrium calculations
x* o T 10)”% T p(10)”°¢
1b/£t2 °R  slug/ft> 1b/ft? °R  slug/ft>
0.042 .0630 295.3 .1243 .0653 290.1 .1260
0.210 .0880 380.4 .1345 .0879 374.7 .1352
0.420 .1152 465.4 L1442 .1146 458.0 .1445
0.840 1644 603.2 .1588 .1644 596.4 .1590
1.262 2044 709.1 .1680 .2051 704.7 .1678
2.020 .2572 858.0 .1747 .2511 837.2 1731
3.530 .3658 1087.0 .1960 .3375 1061.0 .1946
5.050 .4042 1186.0 .1980 .3%93 1164.0 .1979
6.560 .4028 1226.7 .1914 .3990 1208.4 .1905
8.080 .3894 1243.2 .1825 . 3855 1226.1 .1814
10.330 .3685 1247.7 .1721 .3643 1230.4 .1708
Case II - Flow Conditions of Becker
The second comparison which was made in this study uses
the same flow conditions as were used in the experimental

tests of

by Vogenitz et 5&.17

The freestream

nvpersonic rarefied argon of Becxer

18

o

anG vere used

in their Monte Carlo simulation studies.

flow conditions are:



M_ = 12.66 T
Pr = .667
vy = 1.67 T
Re_ = 28,380/ft A
p_ = .007798 1b/ft°
S 9.45 172

_ﬁ?
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o = 1le.1

» = -00075

7 = .059
vV

(4.11)

The <tarting data for the present numerical calculations

- — =~ I e =0 3
were maliciied witnh Tnhe

test ccondition

s cf
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A

L11.

Four computa-

tional boxes were used to obtain the results upstream of the

strong interaction region.

information of the network used in this case.

Table 3. Computational box information for Case II

Table 3 contains the relevant

Box X Range  Network points oo v, £t Lx  Re,
x-dir. v-dir. - AV fx
1 = -264.0 21 21 8.0(10)7° 8(10)™> 1.0 2.27
2 « -82.9 31 21 s.o(10)”% s@aoy™® 1.0 14.20
3 94.5-40.0 31 21 1.5(10)7° 11007 1.5 42.60
4  44.1-24.8 21 21 5.0(10) 7> 2(10)7° 2.5 142.00

During the early numerical tests of this case,

last three computational boxes of Table 3 were used

evaluate the effects of different wall conditions.

shows the results of

these numerical

4= —
cesS

B>
CS .

¥

irst,

only the
to
Figure 16

a steady-
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state solution was obtained with the same wall conditions,
(3.4), as those employed in Case I. Second, a solution was
computed using conditions (3.4) except that wall density was
found by the gquadratic extrapolation formula with wall pressure
determined by the equation of state. This test had a slope-
changing effect on the original solution. In the third case,
the temperature gradient term in 2.20 was included in the slip
velocity calculation in addition to the density-pressure
modification made in the previous test. The solution changed
slightly near the leading edge, but the effect at the down-
stream edge was negligible. Finally, another solution was
obtained by use of the "second-order" conditions (3.6), which
increased the leading-edge pressure but decreased the peak
pressure substantially. The "second-order" set of wall condi-~
tions eliminated the density profile oscillations, and the
order seemed to be more consistent with MacCormack's second-
order difference scheme. Therefore it was concluded that the
solution using these wall conditions should be used in the
remaining calculations.

After the numerical tests were finished, an additional
computaticnal box was placed upstream of the other three to
obtain results much closer to the tip of the plate. The
computed surface pressures are compared with Becker's experi-
mental data and the Monte Carlc (M-C) simulation results of

Vogenitz et g;.l7 in Fig. 17. The computed wall pressures
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near the leading edge are larger than the free molecule limit,
peak to pressures above the M-C results and the experimental
points, and then approach the pressures of the strong inter-

. 33 .
action theory. The computed solution using conditions 3.4
is plotted on the figure to show how closely the computed
solutions agree near the strong interaction region even though
differences occur near the leading edge.

Figure 18 shows the upstream and surface pressures near
the tip of the plate. The pressure increases graduallyv from
the freestream value, imposed along the first column of grid
points, and then increases sharply due to the viscous and heat
conduction effect associated with the presence of the plate in
the flow. Also shown on the figure are the free molecule
pressure limit and two pressure points computed bv the M-C
method assuming diffuse, hard spheres.

Ficure 19 compares surface sliin velocityr regu

e

£ v~

[}

Equation 3.6 with the approximate experimental results of
Becker. The computed velocities are lower than the experi-
mental data. Both the numerical and experimental results
indicate a slip velocity downstream of the merged laver as in
Case I.

Figure 20 illustrates the variation of the gas tempera-
tures along the surface of the plate. It begins above the
freestream value at the leading edge, reaches a maximum down-

stream of the pressure peak, and decreases slowly toward the
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cold plate temperature.

The density and pressure profiles at intermediate
positions along the plate are shown in Fig. 21 and 22,
respectively. A comparison of profiles is made with those of
the M-C simulation. Note that the density profile oscilla-
tions which were gquite apparent in the previous case have been
eliminated.

The positions of maximum density and pressure are used to
locate the shock wave. Vogenitz et g£.17 use the position of
peak density obtained from the M-C method to locate the shock
wave. These positions are plotted in Fig. 23.

Figure 24 compares temperature profiles at two different
positions along the plate for the present method and the M-C
method. Differences do occur at the plate but diminish as
distance above the plate increases.

The computed results for Fig. 25, 26, and 27 are
determined by the same equations as Case I with argon instead
of air. The M-C results are plotted for comparison on Fig.
26. All results of this figure contain the same trends down-
stream, and good comparison of the present results with the
M-C calculations assuming 30% specular reflections of

molecules occurs near the leading edge.
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Case III - Flow Conditicns of Lewis

The final case uses the flow conditions from the recent

. e . 35 _. . . e o
experimental tests of Lewis at Princeton University's Gas
Dynamics Laboratory. The values of the undisturbed flow

properties of pure nitrogen in the test section are:

M_ = 24.5 T, = 2150°R

Pr = .687 T /T, = .308

v = 1.4 T = 17.75°R (4.12)
Re_ = 12,250/ft r_ = .0025 £t

p_ = .001475 lp/ft? - _ .1150 ., 1/2

6 1/2 o
;‘ _ 9.1 st /
VX

The stairting data for the numerical computations ware

again matched with the appropriate test conditions of 4.12.

3 1o

Since the groliuticn cf this case was optained pefore the :nn-

H

clusions in Case II were made, the "first-orde

1]

1

set of wall

(i

conditions (3.4) was used in the computations. Due to in-
sufficient computer funds, only results from two computaticnal
boxes were obtained. The pertinent network information is
compiled in Table 4.

The computed surface pressures of Fig. 28 exhibit the
same general characteristics of those found in Case I and Case

II, except that the pressure peak is muct

v

[
U
(t

P 3
Y Than ohe

«Q

+

I
-

ressure results of a

-

experinental results of Ref. 8,35-37
ol ’

D
Je;
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Table 4. Computational box information for Case III

Box X Range Network points x, ft  y. ft Ax Re
x-dir. y=-dir. Ay Ax
1 « =857 31 21 .00025 .0005 0.5 3.06
2 979-309 21 21 .00250 .0015 1.5 30.60

third computational box would, had they been obtained, probably
approach the strong interaction theory33 values for
pressure.

Figures 29 and 30 show computed surface slip velocities
and gas temperatures. The velocities and temperatures have

the same general features of those computed in Cases I and II.
Conclusions

This study has presented 2 methcd for computing the fiow
in the vicinity of the leading edge of a sharp flat plate using
a finite difference solution of the complete Navier-Stokes
eqguations. The numerical procedure takes into account velocity
slip and gas temperature jump associated with rarefied hyper-
sonic flows. The area examined extends from the freestream
region ahead of the plate to the strong interaction region.

Comparisons have been made with experimental data,
correlation fcrmulas, and numerical results of the Monte Carlo

simulation technigue. Good agreement occurs in comparisons of
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the density and pressure profiles, shock surfacs locetic
heat transfer rates. Features not in close agreement are the
temperature profiles, surface pressures, and wall slip
velocity variations along the plate.

Vas has pointed out, however, that surface pressures
are the most difficult experimental results to obtain. The
raw data must be corrected by as much as 200% to obtain surface
pressures. On the other hand, densitv 1s found by direct
measurements with no corrections réquired, making it

39 . .

reliable data. Smith and Lewis, in a recent gubl

ct

ne nost

3

~
-

tion,

-
}-
V1]

s

alsc express doubt about the accuracy of previcus surface
pressure results due to the large corrections and the lack of
reproducibility of results from model to model. They are also
concerned by the fact that no previous surface pressure data
approached the appropriate free molecule limit near the
leading edge. This difficulty in correcting the raw data mav
explain the discrepancy between the numerical and experimental
surface pressures in Case I and Case II.

Another guestion which needs to be answered i1s whether

the Navier-Stokes eguations can be used in the near-free

heat flux vector contained in the Burnett eguations. Truitt®™~

shows that
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(4.13)

G [M_Xn],

where Kn is the Knudsen number which increases with the
rarefaction of the gas. The Navier-Stokes equations cease to
be valid when this ratio is not negligible with respect to
unity, which happens in the slip flow region for rarefied flow
of very large M_. Truitt also examines the validity of the

Burnett equations by obtaining the ratios

(4.14)

9503 2 .2
9i 1

The Burnett equations cease to be valid if the gas is so
rarefied that Mman2 cannot be neglected when compared to one.
This is typical of the near-free molecule region.

In the merxged layer the ratios of 4.13 and 4.14 are small
for the moderate Mach numbers of Case I and Case II making the
Navier-Stokes equations valid in this region. Although the
limitations of 4.13 and 4.14 would seem to seriously limit the
Navier-Stokes egquations upstream of the merged layer, the

numerical results compared reasonably well in these regions

with the M-C solution of Case II.
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Another indication of the validity of the Navier-Stokes

ecuations upstream of the merged layer region is given in a

an

. They completed a

72

cent study by Victoria and Wi

5
M
‘]J
th

hoo

3

.

wumerical study of the hypersonic blunt body problem in the

merged laver and transition regions to compare their finite
di

: fference solution of the complete unsteady Navier-Stokes
eguations with results of the M-C simulation technigue. Their
solution agreed guite closely with the M-C results, and they
cencluded that the XNavier-Stokes' stress-strain model and the

- - Y s Ee R - o b - v - - £ - - 9 5
Fourier neat conduction law were valid Zor the klunt body

¢

t

study with M_ = 10 and Kn = .10. In addition, they showed the

inaccuracy of the results when using the "thin "

'__l

ave

H

eguations

for the same problem.

In licht of the above evidence, 1t appears that the Navier-
tokes eguations, with velocityv slip and temperature jump
included, can be used to cbtain reascnable results uvstream of

the strong interaction region. In particular the method of

o+
[
t,J
0
wn
t
o
h

]
0

hould prove useful for a diatomic gas since the

M-C method is restricted to monotomic gases in its present

formulation.
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CHAPTER 5. RECOMMENDATIONS FOR FURTHER STUDY

Two possible extensions to the work of this investigation
can be suggested.

The first suggested extension would be to try more
accurate expressions for the velocity slip and temperature
jump than the approximate expressions 2.20 and 2.22 used in the
current study. As a first step perhaps Schamberg's expressions
given in Ref. 21, which are normally used in conjunction with
the Burnett equations, could be used with the Navier-Stokes to
compute the flow field.

The second suggested extension of the present study might
be to incorporate in the computer program the necessaryv logic
to include the Burnett equations and the associated higher-
order slip velocity and temperature jump expressions of
Schamberg. Thus, the first computational box placed near the
leading edge could employ the Burnett and the Schamberg egua-
tions. In this case befcre proceeding with the calculations
of the next computational box, a check of the stress and heat
flux ratios of 4.13 should be made. When thelr ratios become
negligible, the logic of the present Navier-Stokes formulation

might be used to substantially reduce the computer time.
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APPENDIX A: MODIFIED RGAS DESCRIPTION

In order to compute real gas flows using a finite
difference solution of the conservative form of the Navier-
Stokes equations, it becomes necessary to determine pressure
as a function of density and internal energy. To do this the
NASA Ames Research Center real gas computer program RGAS has
been modified to give the user the option of entering with new
independent variables, internal energy e and density op.
Although the calling seguence has been altered in order to
transfer e to the modified RGAS subroutine, the logic and other
features of the original RGAS subroutine have been retained.
The modified subroutine reguires new cubic coefficients for e
and p entry. A short program was written to generate and
store the coefficients on tape for air. In order to under-
stand the method of generating the new coefficients and their
use in the modified subroutine, a brief discussion of the

original RGAS subroutine follows.
Original RGAS Subroutine

Version I of the original RGAS program for real gas
calculations is based on the gas properties determined by
Bailey4l for temperatﬁres up to 45,000 °R and densities from
10_7 to 103 amagats. These properties were used to generate

13 files of information on a tape for use in determining the

thermodynamic properties (a,h,T, and s) of 13 different gas
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mixtures. Each file on the tape contains the cubic spline fit

coefficients along with the lowest value of the independent

variable F, for each interval on the 11 constant density lines

(Rj = log10 o/o_ = -7.0, -6.0,..., + 3.0; j =1, 11). F varies

between zero and FM (the maximum value of F) and is defined by
log,o(p/p,) - log ylp/0 ) - B

F = 5 (A.1)
1 + E 1oglo(p/oo) + D [loglo(p/oo)]

where B, D, E, FM, Pgr and po are known constants for each gas.
Subroutine RGAS calls subroutine SERCH which uses ¥ to
locate the cubic coefficients required for the calculation of
the thermodynamic properties. For example, if h is to be
determined with p and p known, then R is first calculated
(R = loglo Q/DO) to determine the two adjacent Rj lines. Once
F is found from Eguation A.1l, the two sets of cubic coeifficients
can be lccated for each Rj line. With these coefficients, the
values of h on the two Rj lines are calculated from

_ ; 2 3

hl = a; + olF + ch + le
(A.2)

. N 2 I

n, = a, + bZF . c2F + G2F

allowing h to be found by linear interpolation:
h = hl + (h2 - hl)(R - Rj) (A.3)

The method is illustrated in Fig. Al.
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Fig. Al. Calculation of enthalpy

Cubic Coeifficients for Modified RGAS

In order to use e and p for the independent variables, it
was necessary to generate new cubic coefficients for everv e

interval such that

F = a + be + ce2 + de3 (A.4)

This was accomplished by subdividing each F interval of the
enthalpy curve into three equal parts as shown in Fig. A2 where

F, = F, + iAF/3, i = 0, 1, 2, 3.

J
-—

Eguation A.l was then solved for the four values of p.

P.

i =P (1O i=1,2,3,4 (2.5)

where

(/0 )]2} + loglo(c/;o)+B

.= F.{1 + E o/ )+ 13
l’ll Fl\l log‘L N .OO' D-—Oglo e
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Fig. A2. Subdivision of F interval on enthalpy curve

The internal energy e, was found using the definition of

enthalpy
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with hi determined using the original RGAS subroutire knowing

P; and p. Each value of F can be written as

2 -
F. = a + be. + ce. + de.J
i 1 i

5 i=1,2,3,4 (A.7)
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or in matrix notation

!
l

| ! |
| 2 3 i
Fl 1 el el el §a§
i}
2 3
_ _ _ F2 'l e2 e, 82 _ Jb!
F = Mx, where F = , M = ,x==; (A.8)
{ 2 3 i
F3 1 e3 e3 e3 !cg
! ! |
2 31 .
—fe_ 1 e4 e4 e4 % id!

-

An IBM librarv subroutine GELG was used to solve the
system of four equations for a, b, ¢, and & for each interval
and all eleven constant density lines. These coefficients

along with the initial values of the e intervals (e,'s) were

1
stored on tape.

Modified RGAS Subroutine

An e, p entry is accomplished by a code in the calling
sequence which signals a tape read of the newly calculated
cubic coefficients. For the known ¢, subroutine SERCH uses
e to locate the two sets of cubic coefficients needed to

calculate

|
-
Il
o}
-
+
o
o
+
0
M
+
o,
o

0|
I
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As illustrated in Fig. 23, a linear interpolation similar to

Equation A.3 gives

F =

Fo o+ (F2 - Fl)(R - Rj)

(A.10)

R.
j+1
/

/

/

L R=loqlo.o/.c~o

.
AN
)

Fig. A3. Calculation of F

With F known, p can be determined from Eguation A.5.

The

logic of the original RGAS subroutine is then used to determine

the other thermodynamic properties reguested through the

argument code.

Estimates of the accuracy of the modified RGAS subroutine

were obtained bv entering with e

subseguently h from

and ¢ data to determine p and
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h==e + p/¢ (A.11)

For comparison, h was also calculated from the original RGAS
subroutine using the newly determined p and p from above.

1083 comparisons were made of these two values of h. The
numbers in the first line of Table Al are percentages of
compared values with errors greater than the given value. The
second line contains percentages of the 2624 comparisons made

42

by Lomax and Inouye between the original RGAS subroutine and

the data by Bailey.41

Table Al. Accuracy of modified RGAS

Exrror 0.5% 1% 2% 3% 4% 5% 10%
Modified RGAS 13.30 4.80 0.37 0.09 0 0 0
Original RGAS 5.04 0.45 0 0 0 0 0

A complete description of the modified RGAS subroutine
along with its program listings and allowable range, may be
found in reference 23. It should be noted that although cubic
coefficients were generated only for eguilibrium air
the program may be used to obtain coefficients and thermo-

dynamic properties for the remaining twelve gas mixtures.
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APPENDIX B: FLOW CHART OF COMPUTER PROGRAM
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Fig. Bl. Flow chart of the finite difference program



