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ABSTRACT

Non-destructive optical-based spectroscopic methods are needed for analyzing “real world” devices that consist of thin polymer waveguide films. Many applications (e.g., sensors, microelectronics, optics, and biomedical applications, etc.) utilize thin polymer waveguide films, and non-destructive characterization methods based on Fourier transform (FT)-plasmon waveguide spectroscopy (PWR) and scanning angle (SA) Raman spectroscopy are used to extract optical, physical, and chemical properties simultaneously.

The FT-PWR method measures reflected light at polymer waveguide interface as both the incident frequency (wavelength) and incident angle are scanned. This method uses p- and s-polarized light to simultaneously extract the polymer waveguide thickness and apparent anisotropic indices of refraction. Polystyrene waveguide films ranging from 360 to 800 nm are used to demonstrate the method and it has an average 0.4% relative error when compared to profilometry and atomic force microscopy measurements.

SA Raman spectroscopy is used to measure mixed waveguide polymer films consisting of polystyrene-block-poly(methyl methacrylate) and homopolymer poly(methyl methacrylate) (PS-b-PMMA:PMMA), and poly(2-vinylnaphthalene)-block-poly(methyl methacrylate) (P2VN-b-PMMA). PMMA homopolymer is added to the PS-b-PMMA solutions to vary the chemical composition. The chemical composition of each mixed film is quantified (SA Raman peak amplitude ratios) and averaged over all incident angles and is termed the Raman amplitude ratio ($r_{ps}$). This parameter is used to calculate the refractive index of each mixed waveguide polymer film. The refractive
index is an input parameter for sum square electric field (SSEF) calculations, which are used to model SA Raman spectra as a function of incident angle to extract the film thickness. The mixed polymer waveguide film thicknesses ranged from 495 to 971 nm, and the SA Raman spectroscopy method has an average 5% difference between the values determined by profilometry.

The SA Raman spectroscopy method developed for mixed polymer waveguide films is used to measure the chemical composition and extract interface locations in bilayer and trilayer films consisting of PMMA/PS or PMMA/PS/PMMA, respectively. The \( r_{ps} \) value is averaged over angle ranges corresponding to waveguide mode 0 and waveguide mode 1 for the bilayer and trilayer films, respectively. Six multilayer films are analyzed and their total thicknesses range from 330 to 1260 nm. Iterative SSEF calculations are used to model the SA Raman spectra as a function of incident angle, and the best fit to the experimental data is used to extract the total thickness and interface location(s). The method has an axial spatial resolution of 7 to 80 nm and provides comparable values to films measured by profilometry with an average 8% and 7% difference for the bilayer and trilayer films, respectively.
This dissertation is organized into 5 chapters and 3 appendixes. A brief introduction to thin polymer films and the available destructive and nondestructive techniques used to characterize them, as well as a brief introduction of the theory and instrumentation of the optical-based techniques included in this dissertation are discussed in Chapter 1. Presented within Chapter 2 is a multi-frequency plasmon waveguide resonance method capable of simultaneously determining the anisotropic indices of refraction and thicknesses of thin polystyrene waveguide films on a 50-nm gold substrate. Discussed within Chapter 3 is a scanning angle Raman spectroscopy method for simultaneously determining the chemical composition, refractive index, and thickness of mixed polystyrene-block-poly(methyl methacrylate):poly(methyl methacrylate) waveguide films with varying compositions. In Chapter 4, the above method is modified and used along with iterative electric field intensity calculations to measure the chemical composition and extract the location of buried interfaces for bilayer poly(methyl methacrylate)/polystyrene and multilayer poly(methyl methacrylate)/polystyrene/poly(methyl methacrylate) thin waveguide films with 7–80-nm axial spatial resolution. General conclusions and potential future directions for the methods presented are summarized in Chapter 5. The work described in Appendix A is the development of an automated visible-wavelength scanning angle Raman microscope. The angular spread and uncertainty are determined by measuring the reflectivity of various salt solutions. Scanning angle Raman spectra of a thin copolymer film and a polystyrene waveguide film are used to show the benefits of a visible excitation source.
In Appendix B, the photostability of three polymers used in bulk heterojunction devices under visible laser illumination is measured, demonstrating power densities suitable for producing reliable Raman spectroscopy measurements of the polymer order in these devices. Finally, in Appendix C fluorescence anisotropy and polarized Raman spectroscopy measurements are used to study poly(3-hexylthiophene) films prepared in the presence of an external electric field. By varying the polarization angle, one can elucidate the preferential orientation of the polymer chain within the thin films.
CHAPTER 1

GENERAL INTRODUCTION

Introduction to Thin Polymer Films

Polymers are synthetic or natural macromolecules consisting of repeating monomer subunits with an extensive range of properties making them indispensable for everyday use in a variety of consumer-based applications.\(^1\) Research into consumer applications (\(e.g.,\) coatings, rubbers, and plastics, etc.) created a foundation for polymer science and generated a need to develop tools for analyzing new products.\(^2\) Due to the versatile properties of polymers, a great deal of research focuses on measuring and characterizing polymer mechanical properties,\(^3\)-\(^8\) optical properties,\(^9\)-\(^14\) and chemical content and morphology.\(^15\)-\(^20\) A deeper understanding of polymer properties has enabled thin polymer films to be used in a number of important applications spanning from consumer products, to medical devices, to energy capture and communication equipment.

In the past 20 years thin polymer film research has increased significantly. Within this thesis, thin polymer films refer to those with a thickness in the range from a monolayer to several microns in thickness. Many important applications utilize thin polymer films, including energy capture and conversion devices,\(^21\),\(^22\) thin polymer waveguides (\(e.g.,\) optical fibers and sensors),\(^23\),\(^24\) coatings and optics,\(^25\)-\(^28\) packaging,\(^29\)-\(^31\) and biomedical applications.\(^32\),\(^33\) Thin polymer film fabrication is crucial to the above applications, and an entire field of study is dedicated to the art and science of thin
polymer film preparation. Solution-based fabrication methods are easy to implement and desirable due to their low production cost. Several recent review articles provide excellent detail about the different solution-based methods for thin polymer film preparation, but in short the most common techniques are dip coating,\textsuperscript{34} drop coating,\textsuperscript{35,36} and spin coating.\textsuperscript{37,38} Among these methods, spin coating is used extensively due to its ability to uniformly cover large substrates with reproducible film thicknesses. Optical and physical properties (e.g., refractive index and thickness) are important for modeling and developing new thin polymer films during and after the fabrication process. New characterization techniques and methods help drive the development of thin polymer films, and these can be classified into two categories: destructive and nondestructive techniques.

Electron microscopy, secondary ion mass spectrometry (SIMS), and scanning probe microscopy (e.g., atomic force microscopy (AFM) and profilometry) are destructive techniques that provide information on a thin polymer film’s local structure and thickness. Scanning electron microscopy (SEM) and transmission electron microscopy (TEM) are high spatial resolution imaging techniques, and when combined with heavy metal staining provide structural images on thin polymer films.\textsuperscript{39-42} SEM is used to provide structural information from the surface of the thin polymer film, while TEM requires the film to be removed from the substrate and then sectioned into thin layers. The thin sections are used to provide information on the internal structure, as well as to measure the thickness of the films. SIMS operated in depth profiling mode is a powerful technique that also provides chemical content information on the internal thin polymer film structure as well as the thickness.\textsuperscript{43,44} AFM and profilometry are other
methods for measuring thin polymer film thickness; however, they require the probe to be in contact with the surface and for the film to be scratched in order to measure the thickness. All the above techniques provide high resolution information, but are sample destructive and are generally not suitable for in situ thin polymer film characterization.

There is an increasing demand for optical-based nondestructive in situ spectroscopies capable of providing refractive index, thickness, and chemical content information, but there are few characterization techniques that provide all the above information simultaneously. Surface plasmon resonance (SPR) and ellipsometry are two optical-base spectroscopies that measure changes in the reflected light intensity or changes in the elliptical polarization of the light, respectively. SPR requires a metal film, capable of generating a surface plasmon, which is susceptible to changes in the adjacent layer’s refractive index or thickness. Due to the inherent limitation of the technique only refractive index or thickness is measured in a traditional SPR experiment, but there are advanced SPR-based techniques that work around this limitation. On the other hand, ellipsometry is capable of simultaneously providing a thin polymer film’s refractive index and thickness. In an ellipsometry measurement the change in polarization and the phase difference are measured independently, and both are modeled to extract the refractive index and thickness. SPR and ellipsometry are nondestructive techniques, but they do not provide chemical content information, a significant limitation when the film composition is not known.

Vibrational spectroscopy (e.g., Infrared (IR) and Raman spectroscopy) are well suited for measuring the chemical content information from thin polymer films. A combined ellipsometry and IR technique (IR-variable angle spectroscopic ellipsometry)
termed IR-VASE has the benefits of both techniques. It can provide chemical content, refractive index, and thickness information, but it takes 8 to 12 hours for a single thin film measurement.\textsuperscript{54} Similarly, attenuated total reflection (ATR)-IR is capable of simultaneously providing chemical content from various depths within the film.\textsuperscript{55-58} ATR-IR thickness analysis is problematic due to the variation in the evanescent wave penetration depths across the spectrum. Therefore, techniques based on Raman spectroscopy are needed since they require little to no sample preparation, provide fast acquisition times, and utilize a monochromatic source that will have a single penetration depth in an ATR-based format. The remaining chapters in the dissertation describe optical-based techniques that employ SPR and Raman spectroscopy. The techniques simultaneously provide chemical content, refractive index, and thickness for thin polymer waveguide films.

**Thin Polymer Waveguide Films**

Thin polymer films will act as waveguides when their thickness is greater than \( \frac{\lambda}{2\eta} \), where \( \lambda \) is the excitation wavelength and \( \eta \) is the refractive index of the polymer film. Thin polymer waveguides are finding extensive use in the telecom and Datacom industry due to their low cost and ability to be mass produced, when compared to traditional glass-based fiber optics that are fragile and expensive.\textsuperscript{59} Other polymer waveguide applications include biological\textsuperscript{60,61} and environmental\textsuperscript{62,63} sensors, as well as non-plasmonic devices for Raman scattering enhancement (e.g., waveguide Raman spectroscopy).\textsuperscript{64,65}

The theory underlying optical waveguides, both irradian and leaky, has been presented in several papers.\textsuperscript{66-68} Briefly, when incident light traverses a high refractive
index prism ($\eta_1$, prism refractive index) it can be coupled into the adjacent polymer layer ($\eta_2$, polymer refractive index). If $\eta_1 > \eta_2$ then the incident light can be optically confined within the polymer film, and with sufficient polymer thickness (as stated above) the waveguide modes are localized and propagate in the polymer film. The guided light will “leak” (decay exponentially) from the polymer interface into the adjacent layer when $\eta_2 > \eta_3$ (refractive index of air or an analyte layer) and can be used to generate Raman scattering (waveguide Raman spectroscopy) in the layer adjacent to the thin polymer waveguide. Similarly, when the incident angle matches the waveguide mode maximum angle, constructive interference occurs generating an enhancement in the Raman scattering originating from the polymer waveguide. Both phenomena can be modeled with electric field intensity calculations to extract information on refractive index and thickness of the thin polymer waveguide film, and this is the central theme behind the methods discussed in Chapters 2-4.

**Surface Plasmon Resonance**

SPR is an optical spectroscopic technique that measures the intensity of reflected light from a noble metal at an interface with suitable indices of refraction. Within the noble metal film (e.g., gold or silver) are non-radiative electromagnetic surface waves (surface plasmon polaritons) that propagate parallel to the metal/air or analyte layer. These oscillating waves are sensitive to changes in the adjacent layer’s refractive index or thickness, which makes SPR a useful analytical tool for measuring the adsorption of molecules. In a traditional SPR experiment the reflected light from a monochromatic source is measured from a prism/noble metal film interface. There are two main prism
coupling options proposed by Otto and Kretschmann, and these are illustrated in Figure 1A and B.

**Figure 1:** The different prism coupling configurations are shown with (A) being the Otto and (B) being the Kretschmann configuration. (C) A calculated SPR reflectivity curve for sapphire prism/50-nm gold film/air (red curve) and a sapphire prism/50-nm gold film/100-nm polymer film (black curve). The SPR curve shifts to higher angles and the width increases with the addition of a 100-nm polymer film. Fitting the black curve using Fresnel equations will not allow the refractive index and thickness of the polymer film to be determined simultaneously. (D) A simulated graph of thickness as a function of refractive index curves with the colors representing different frequencies. The intersection point is used to simultaneously determine the index of refraction and thickness from a multi-frequency SPR measurement.
For the Otto coupling configuration the air layer needs to be no greater than 200 nm away from the prism. Due to the technical challenge of the Otto configuration, the Kretschmann configuration is used more frequently. Under conditions of total internal reflection, the reflected light is attenuated and a dip in the reflectivity curve is observed when the incident angle is scanned across an appropriate range. A calculated SPR reflectivity curve (modeled using Fresnel calculations) is shown in Figure 1B using a 785-nm excitation source, a 50-nm gold film, and a bulk air layer. A shift in the SPR reflectivity curve is observed when a 100-nm polymer film is adsorbed to the gold film’s surface. This shift is represented by equation 1, where \( k \) is the plasmon wave vector, \( \eta \) is the refractive index of the analyte (e.g., polymer film), and \( d \) is the thickness of the analyte layer. The variables \( k \) and \( \eta \) depend on the excitation wavelength. A full detailed derivation and theoretical description of SPR can be found elsewhere.

\[
k(\lambda) = \eta(\lambda) \times d \quad (1)
\]

For a single excitation source experiment, only the refractive index or the thickness of the analyte can be determined as observed from equation 1. As mentioned above, SPR-based techniques exist that allow for both parameters to be determined by solving the continuum solution to equation 1 at two different wavelengths. Figure 1C is a graphical representation of a multi-frequency method (i.e., multi-wavelength) with each colored line representing a different frequency. The intersection point will provide the refractive index and thickness from a single measurement.
Spontaneous Raman Spectroscopy and Instrumentation

When light is scattered by molecules a small fraction of the photons will have a shift in the wavelength, this is known as the Raman effect.\textsuperscript{72} Krishnan and Raman first reported this inelastic scattering process in 1928; this work was the basis for Raman’s 1930 Nobel Prize in physics. Early work in Raman spectroscopy was limited due to technical challenges (\textit{i.e.}, low flux sources, inefficient light collection and detection)\textsuperscript{73}, but had a surge of popularity starting in the late 1980s with the rise of laser sources and modern computing technology. Since then, over 97,000 journal articles containing Raman spectroscopy have been written and it is now a standard instrument found in most analytical instrumentation labs. Several sources exist that provide a detailed description of the classical and quantum mechanical description of Raman spectroscopy and the most common applications.\textsuperscript{73-81} A complete description can be found in this literature, but a brief introduction to the theory of Raman spectroscopy is provided to emphasize the differences between Raman spectroscopy and other vibrational spectroscopies (\textit{e.g.}, infrared (IR) spectroscopy).

The scattered light from a molecule irradiated with monochromatic light will result in the elastic (\textit{Energy} = h\nu_0) and inelastic (\textit{Energy} = h\nu_0 \pm h\nu_1) scattering of photons where \( h \) is Planck’s constant, \( \nu_0 \) is the monochromatic light frequency, and \( \nu_1 \) is the frequency of the scattered photons. The basic classical description of Raman scattering shows that an oscillating electric field induces polarization within a molecule that will radiate scattered light with no net change (Rayleigh scattering), or with either a gain or loss (anti-stokes and stokes scattering) in energy equivalent to vibrational modes within the molecule. Figure 2A shows the energy diagram for Rayleigh and Raman
scattering spectroscopic transitions. It should be noted that the “virtual states” are not true quantum states, but can be considered short lived distortions of the electron cloud caused by the incident light. Anti-stokes scattering, shown in Figure 2A, gains energy \((h\nu_0 + h\nu_1)\); however, it originates from a higher vibrational level within the electronic ground state. At room temperature, the population of the excited state is significantly lower than the ground state, as described by the Boltzmann distribution, therefore anti-stokes is a less intense scattering process. Equation 2 below shows that the induced polarization within the molecule \((P)\) scales with the polarizability \((\alpha)\) and the incident electric field \((E)\).

\[
P = \alpha \times E \quad (2)
\]

From this classical equation two important insights into Raman scattering are obtained. First, Raman and Rayleigh intensities are linear with the incident electric field and thus enhanced signal is realized when using more intense sources (i.e., laser). Second, only vibrations that cause a change in the polarizability of a molecule \((\alpha \neq 0)\) will yield Raman bands.
Figure 2: (A) Shows the energy diagram for the spectroscopic transitions associated with Rayleigh (elastic) and Raman scattering (inelastic). Raman scattering consists of anti-stokes and stokes scattering that is shifted in energy by $h\nu_0 \pm h\nu_1$. (B) Depicts a box diagram of a dispersive Raman spectrometer operated in a 90° collection angle. Raman spectroscopy can be used with a variety of lasers ranging from ultraviolet (UV), visible (Vis), and near-infrared (NIR) light. (C) A scanning angle Raman spectroscopy sample schematic depicting the incident light passing through a high refractive index prism onto an analyte of interest. The incident light is scanned over a range of angles ($\theta$) and angle dependent spectra are collected.

Two fundamental differences between Raman and IR spectroscopy govern when to use the two complementary techniques. The first difference between the two vibrational spectroscopies deals with the vibrational modes probed by each technique. Symmetric bond vibrational modes have greater changes in the polarizability, effectively making them strong Raman scattering bonds. Inversely, IR spectroscopy requires a change in the dipole for a given bond vibration to be IR active, so asymmetric bonds are strong IR absorbers. The second difference is the probability of each event occurring. IR is an absorption technique, and the molar absorptivity is a measure of the probability of the transition occurring. The Raman cross section (analogous to molar absorptivity) is proportional to the probability of an incident photon being scattered as a Raman-shifted photon with a given change in wavelength.\(^{73}\) Raman cross sections of typical functional groups are 10 orders of magnitude smaller than IR molar absorptivity, which makes IR absorption a more probable phenomenon.\(^{82}\) Despite lower signals, advances in Raman
instrumentation as well as emerging research and industrial applications have made it a quantitative and qualitative technique that is complementary to IR spectroscopy.

A dispersive Raman spectrometer consists of several elements which are shown as a box diagram in Figure 2B. A typical dispersive instrument will include a monochromatic excitation source (e.g., laser) featuring wavelengths ranging from the UV to the NIR. A 90° collection angle is a common setup, which avoids direct exposure of the excitation source on the detector. After the sample, a spectrograph (e.g., monochromator or spectrometer) is used to disperse the inelastic scattered photons onto the detector. Many modern dispersive Raman spectrometers use multichannel detectors, such as charge-coupled devices (CCD), since multiwavelength detection is advantageous due to an increase in signal-to-noise ratios and faster acquisition times. For photon counting detectors (i.e., CCD detectors) equation 2 can be rewritten in the form of equation 3 below, which is more consistent with a quantum mechanical approach to Raman spectroscopy. The variable $P_R$ is the collected Raman scattered photons per second, $P_0$ is the incident photons per second, $\sigma_1$ is the Raman cross section (centimeters to the sixth power per molecule), $\bar{v}_0$ is the incident frequency (in wavenumbers), $\bar{v}_0 - \bar{v}_1$ is the frequency of the Raman shift (in wavenumbers), $D$ is the number density of scatters (molecules per cubic centimeter), and $dz$ the laser path length in the sample (centimeters).

$$P_R = P_0 \sigma_1 \bar{v}_0 (\bar{v}_0 - \bar{v}_1)^3 D dz \quad (3)$$

Equation 3 shows the frequency dependence ($\bar{v}_0 (\bar{v}_0 - \bar{v}_1)^3$) of the Raman scattering, and gives insights into what excitation source to use. Shorter wavelengths will
generate more Raman scattering, while longer wavelengths will generate less. It is important to note that the type of samples being analyzed will also guide the choice of the excitation source. Highly fluorescent samples are problematic with UV and Vis excitation, but auto luminescence can be avoided with longer wavelength excitation sources.

**Scanning Angle Raman Spectroscopy and Instrumentation**

A diagram of a sample configuration for a typical scanning angle (SA) Raman experiment is shown in Figure 2C. It consists of a high refractive index prism ($\eta_1$) optically coupled to the analyte layer (e.g., thin polymer film, $\eta_2$) with $\eta_1 > \eta_2$. Under these conditions there are three angle ranges of interest, given in a, b and c below, where $\theta_i$ and $\theta_c$ are the incident and critical angle, respectively.

\[ a) \quad \theta_i < \theta_c \]
\[ b) \quad \theta_i = \theta_c \]
\[ c) \quad \theta_i > \theta_c \]

The critical angle is defined by Snell’s law (equation 4), at angles at or above the critical angle the incident light will be under the condition of total internal reflection (TIR) inside the prism.

\[ \theta_c = \sin^{-1}\left(\frac{\eta_2}{\eta_1}\right) \quad (4) \]

No light is transmitted through the prism ($\eta_1$)/analyte ($\eta_2$) interface, but an evanescent wave is generated that decays exponentially into the analyte layer. Ikeshoji *et. al.* demonstrated TIR Raman spectroscopy as a surface sensitive technique as well as the
capability to control the penetration depth of the evanescent field. When collecting Raman spectra at angles greater than the critical angle, the depth over which Raman scattering is generated ($D_{RS}$) is modeled by equation 5. Equation 5 is a function of the wavelength ($\lambda$), the incident angle ($\theta_i$), and prism/analyte indices of refraction ($\eta_1$ and $\eta_2$). Using the angle ranges $\theta_i = \theta_c$ and $\theta_i > \theta_c$ makes TIR Raman spectroscopy more versatile as a surface sensitive technique with depth profiling capabilities (although the latter has not been experimentally demonstrated).

$$D_{RS} = \frac{\lambda}{4\pi} \left[ (\eta_1^2 \sin^2 \theta_i) - \eta_2^2 \right]^{-\frac{1}{2}} \quad (5)$$

In addition to its use in measuring polymers, TIR Raman spectroscopy has been used to follow absorption kinetics, and characterize interfaces and surfaces. The theory of Raman scattering generated with evanescent wave excitation has been shown for an array of excitation and collection geometries by D’Hooge et. al., and the reader can look to these articles for a more detailed description. SA Raman spectroscopy encompasses the three angle ranges stated above (a, b, and c). SA Raman spectroscopy is no longer a surface sensitive technique when spectra are collected below the critical angle ($\theta_i < \theta_c$); however, it is useful for characterizing thin polymer waveguide films.

A home-built scanning angle Raman microscope (used to collect the data presented in Chapter 4 and Appendices A and B) is shown in Figure 3. It consists of all the parts described in detail above; however, the excitation source is coupled into the microscope for epi-illumination or into an optical fiber for scanning angle Raman illumination. A microscope allows the collection of an optical image by focusing the
observation region onto local structures or features present in samples. For scanning angle Raman instrumentation, there are variations on directing the excitation source to a prism. Two common ways use either a translational stage and a mirror on a galvanometer stage, or the excitation source can be coupled to a fiber optic which is mounted on a rotational stage (as shown in Figure 3B).

**Figure 3:** (A) Instrument schematic for a 532-nm SA Raman microscope: half waveplate (WP), beam expanders (BE1, BE2), Leica microscope (LM), aspheric focusing lens (L1), polarization-maintaining single-mode fiber optic (PSMF), fiber collimator (FC), high index of refraction prism (P), photo-diode (PD), rotational stages (RS), amplifier (Amp), data acquisition device (DAQ), computer (PC), collection lens (L2), spectrometer (Spec),
and charge-coupled device (CCD). The dashed view is perpendicular to the optical table. 

(B) Picture of 532-nm SA Raman microscope. The laser is not shown. Selected items are highlighted in the picture with color coded boxes to match the schematic. Reprinted from Analytica Chimica Acta, 848, Michael D. Lesoine et. al., High angular-resolution automated visible-wavelength scanning angle Raman microscopy, 61-66, Copyright (2014), with permission from Elsevier.
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Abstract

Fourier transform (FT)-plasmon waveguide resonance (PWR) spectroscopy measures light reflectivity at a waveguide interface as the incident frequency and angle are scanned. Under conditions of total internal reflection, the reflected light intensity is attenuated when the incident frequency and angle satisfy conditions for exciting surface plasmon modes in the metal as well as guided modes within the waveguide. Expanding upon the concept of two-frequency surface plasmon resonance developed by Georgiadis et al., the apparent index of refraction and the thickness of a waveguide can be measured precisely and simultaneously by FT-PWR with an average percent relative error of 0.4%. Measuring reflectivity for a range of frequencies extends the analysis to a wide variety of sample compositions and thicknesses since frequencies with the maximum attenuation can be selected to optimize the analysis. Additionally, the ability to measure reflectivity curves with both p and s-polarized light provides anisotropic indices of refraction. FT-PWR is demonstrated using polystyrene waveguides of varying thickness, and the validity of FT-PWR measurements are verified by comparing the results to data from profilometry and atomic force microscopy (AFM).

Introduction

Spectroscopies based on reflection from an interface, such as surface plasmon resonance (SPR) and plasmon waveguide resonance (PWR), have many applications including monitoring biomolecule interactions and materials characterization.\textsuperscript{1-4} In a typical SPR experiment, the reflected light intensity is measured from a prism/thin noble
metal film interface. Under conditions of total internal reflection, the reflected light intensity is attenuated when surface plasmons are excited in the smooth metal film. The resonant conditions are susceptible to slight changes in the index of refraction of the layer adjacent to the metallic film, making SPR quite sensitive.\textsuperscript{5,6} In a PWR experiment, the reflected light intensity is recorded at a prism/noble metal film/waveguide interface (Figure 1).

![Figure 1: Representative sample setup for a FT-PWR experiment.](image)

A dielectric material will function as a waveguide when its thickness is greater than \( \frac{\lambda}{2\eta} \) where \( \lambda \) is the wavelength of light and \( \eta \) is the dielectric’s index of refraction. Under total internal reflection, surface plasmons in the noble metal film as well as the guided modes in the dielectric material can be excited at certain angles. PWR reflectivity curves are narrower than SPR reflectivity curves due to the electromagnetic field within the dielectric material having a greater propagation distance. This leads to better sensitivity for PWR than SPR.\textsuperscript{7} Both p and s-polarized light can be used to excite guided modes in PWR, which enables anisotropic properties to be measured.\textsuperscript{8,9}
SPR measurements with a single excitation frequency can determine adsorbate thickness or the dielectric constant, but not both parameters simultaneously. Peterlinz et al. developed a method using two frequencies of light to determine both parameters concurrently without the need to change solvents.\textsuperscript{10} The method works by determining the continuum solution to equation 1 at two incident frequencies, where $k$ is the plasmon wave vector, $\eta$ is the index of refraction for the analyte layer, and $d$ is the thickness of the analyte layer.

$$k = \eta \times d \quad (1)$$

Peterlinz et. al. termed the continuum solutions trial curves.\textsuperscript{10} In theory using more than two frequencies provides a more accurate determination of the intersection point of the trial curves, thus providing a more accurate apparent index of refraction and thickness of the analyte layer. A three frequency analysis has been reported for thin films as well as waveguides.\textsuperscript{11}

A white light source can be used to scan through a range of frequencies at a fixed incident angle to generate reflectivity curves. This has been demonstrated for SPR.\textsuperscript{12-14} However, to the best of our knowledge no frequency scanning technique has been used with a PWR substrate to measure adsorbate thickness and dielectric constant. The sensitivity of a frequency scanning SPR technique increases as lower frequencies are used.\textsuperscript{14} Frutos et al. demonstrated the advantages of using frequencies in the infrared region below $3.3 \times 10^{14}$ Hz with a Fourier transform (FT)-SPR spectrometer.\textsuperscript{15} More recently FT-SPR has been used in biological studies, to monitor polyelectrolyte multilayer assembly, non-specific and specific interactions on functionalized polymer surfaces, and to study sputtered indium tin oxide film deposition characteristics.\textsuperscript{16-24}
Herein we describe the technique FT-PWR for simultaneous measurements of apparent index of refraction and thickness using narrow reflectivity curves. This work combines the multiplexing capabilities of FT to perform a multi-frequency analyses. FT-PWR offers the flexibility of selecting frequencies of interest to the user or frequencies that produce the greatest attenuation of the reflectivity for a given sample, and is less costly with respect to time and money compared to an instrument with multiple, single-frequency sources. There is an increasing demand for non-destructive techniques to measure optical properties of thin films, such as those found in sensors, organic solar cells, catalytic films, lithographically-produced electronics, and coatings for biomedical applications. FT-PWR is a non-destructive technique capable of determining this information.

Materials and Methods

Sample preparation

The gold films were supplied by GWC Technologies Inc., Madison, WI, or fabricated at Oak Ridge National Laboratory’s Center for Nanophase Materials Sciences, Oak Ridge, TN. A Ti adhesion layer (2 nm) and Au layer (50 nm ± 5) were deposited onto a 25.4 mm diameter sapphire disk (Meller Optics, Providence, RI). After the deposition, the slides were washed with 2-propanol (Fisher Scientific, Waltham, MA) and dried with nitrogen gas. An 8.48, 8.27, 6.48 and 5.47 wt.% polystyrene (Sigma-Aldrich, St. Louis, MO) in toluene (Fisher Scientific, Waltham, MA) solution was prepared. The films were prepared by spin coating 200 μL of polystyrene solution onto the gold films using a KW-4A spin coater (Chemat Technology, Northridge, CA) at 3000 RPM for 60 seconds. The polystyrene solutions were also spin coated onto 25-mm square glass
cover slips (Corning Inc., Corning, NY) to determine an average thickness by the NewView™ 7100 Profilometer (Zygo, Middlefield, CT). A Veeco Digital Instruments AFM was used to measure the thickness of the FT-PWR films. The films were scratched using a sharp needle, and the resulting profile was scanned at scan rate and size of 0.1 Hz (170 μm × 5 μm), respectively.

*Instrumentation and FT-PWR measurements*

FT-PWR data were collected on the SPR100, which is an integrated system developed by GWC Technologies, Inc. A Thermo Nexus FT-IR (Thermo Fisher Scientific Inc., Waltham, Ma) consisting of a tungsten lamp, a calcium fluoride beamsplitter, and an external collimated beam was coupled to a FT-SPR module (GWC Technologies, Inc.). The module has beam shaping optics (telescope design), a silicon detector, and a motorized rotation stage. Reflectivity was measured from 18,000 to 8800 cm\(^{-1}\) while the incident angle was scanned from 36 to 60°. The FT-PWR measurements were an average of 32 scans with a 32 cm\(^{-1}\) resolution and an incident angle resolution of 0.25°. Reported incident angles were corrected for the refraction within the prism using Snell’s law, and experimental reflectivity curves were shifted by 0.95° to match the calculated reflectivity curves.

*Calculated reflectivity curves*

The reflected light was modeled by Fresnel calculations as outlined by Hansen using in-house developed programs.\(^26\) All calculations were performed over an angular range of 0.00 to 90.00° with a resolution of 0.01°. Indices of refraction from the literature at specified frequencies were used to develop a fit equation to extrapolate to values at
other frequencies for sapphire, water, and polystyrene. The complex indices of refraction for the gold films used in this study were determined by fitting experimental data shown in Figure S1. The real ($\eta_{Au}$) and imaginary ($k_{Au}$) indices of refraction at 6 wavenumbers were fit to a polynomial or linear function, respectively (Figure S2). The equations for $\eta_{Au}$ and $k_{Au}$ are presented in equations 2 and 3, where $\tilde{v}$ represents the wavenumber of light.

$$\eta_{Au} = 1.259 \times 10^{-8} \cdot \tilde{v}^2 - 3.270 \times 10^{-4} \cdot \tilde{v} + 2.248 \quad (2)$$

$$k_{Au} = 17.32 - 9.292 \times 10^{-4} \cdot \tilde{v} \quad (3)$$

Equations 2 and 3 were used to calculate values at other frequencies above 14924 cm$^{-1}$. These fit functions qualitatively agree with values found in literature over the range 14286 to 9091 cm$^{-1}$. The index of refraction used for air was 1.00 over the entire frequency range.

**Data Analysis**

The FT-PWR data consists of reflectivity values at a range of incident frequencies and angles. To determine the angle of maximum attenuation at a selected wavenumber, a 2.55° region of the experimental FT-PWR reflectivity curve was fit to a Voigt profile using the “Multipeak fitting 2” algorithm in IGOR Pro 6.34A. The Voigt function, a combination of Gaussian and Lorentzian, produced the smallest residual.

The polystyrene thickness ($d$) versus index of refraction ($\eta$) curves, hereafter trial curves, were constructed by fitting the reflectivity as a function of incident angle and fixed frequency using Fresnel reflectivity coefficients. The index of refraction was varied from 1.55 to 1.80 in 0.05 increments (unless otherwise noted) and the thickness was
optimized until the experimental and calculated maximum attenuation were within ± 0.001°. The goal of the analysis was to determine the intersection point(s) from among all the trial curves generated for selected wavenumbers. Since the index of refraction is wavenumber dependent, trial curves must be adjusted for dispersion and compared to a single reference wavenumber. The wavelength dependence of a transparent material's index of refraction in the visible and near infrared regions follows Cauchy’s equation.\textsuperscript{29}

Equation 4 represents the fit to Cauchy’s equation in units of wavenumbers for polystyrene's index of refraction. The dispersion was calculated by taking the derivative of equation 4 as shown in equation 5. The dispersion adjustment for the non-reference wavenumbers were calculated using equation 6. In equation 6, $\tilde{\nu}_2$ represents the reference wavenumber and $\tilde{\nu}_1$ represents the wavenumber for the trial curve being adjusted for dispersion.

$$\eta(\tilde{\nu}) = 1.563 + 1.000 \times 10^{-10} \cdot \tilde{\nu}^2 - 6.471 \times 10^{-21} \cdot \tilde{\nu}^4 \quad (4)$$

$$\frac{dn}{d\tilde{\nu}} = 2.000 \times 10^{-10} \cdot \tilde{\nu} - 2.588 \times 10^{-20} \cdot \tilde{\nu}^3 \quad (5)$$

$$\eta(\tilde{\nu}_2) = \eta(\tilde{\nu}_1) + \frac{dn}{d\tilde{\nu}} \times (\tilde{\nu}_2 - \tilde{\nu}_1) \quad (6)$$

Once adjusted for dispersion, all trial curves were fit to an offset exponential function unless otherwise stated. The intersection point of the fit functions was found using the fsolve function in MATLAB R2014a (The MathWorks, Inc., Natick, MA).

**Results and Discussion**

*FT-PWR measurements of polystyrene waveguides*

The purpose of this work is to demonstrate the FT-PWR technique and its use to accurately measure both the thickness and an apparent index of refraction of polymer
waveguides. A polymer film of sufficient thickness will act as a waveguide. The minimum polystyrene thickness required to form a waveguide is ~360 nm for 8803 cm$^{-1}$ incident light and ~175 nm for 17989 cm$^{-1}$. The frequency and angle where the reflected light intensity is attenuated when a waveguide-supporting film is coated on a plasmon-supporting film depends on the waveguide thickness. More than one waveguide mode may be excited, and attenuation of the reflected light may occur at multiple frequencies and angles. Figure 2A and B show the p-polarized light reflectivity plots for two polystyrene films coated on a 50-nm gold film. The polystyrene films were prepared by spin coating an 8.27 (Figure 2A) or 6.48 (Figure 2B) wt.% polystyrene solution onto the gold film. As measured by profilometry the thicknesses are 690 ± 40 nm and 450 ± 20 nm for the 8.27 and 6.48 wt.% films, respectively. The 690 ± 40 nm polystyrene waveguide has two distinct FT-PWR peaks represented by the blue areas of the plot. These correspond to two waveguide modes. The 450 ± 20 nm polystyrene waveguide has one distinct FT-PWR peak. The surface plasmon mode is not measured for any of the films due to the angle range of the instrument (36 to 60°). The SPR angle at 14000 cm$^{-1}$ is calculated to be 72.30° and 73.13° for polystyrene films with thicknesses of 450 and 690 nm, respectively. The FT-PWR plots provide more information than measurements collected with a fixed frequency or incident angle. For example, at certain incident frequencies, no attenuation of the reflected light is measured at this incident angle range. If using a fixed frequency source, there is a limited range of waveguide thicknesses that can be measured.
Figure 2: Experimental FT-PWR reflectivity plots of a (A, C) 8.27 wt.% and (B, D) 6.48 wt.% polystyrene waveguide. A and B were collected with p-polarized light and C and D with s-polarized light.

FT-PWR can be used to measure reflectivity of both p and s-polarized light. Figure 2C and D show the s-polarized FT-PWR plots for the 690 ± 40 nm and 450 ± 20 nm polystyrene films, respectively. The s-polarized FT-PWR peaks in Figure 2C and D have a full width at half maximum (FWHM) of 0.39 ± 0.03° (13585 cm⁻¹) and 0.65 ± 0.03° (15828 cm⁻¹). These are generally smaller than the FWHM values for similar waveguide modes generated with p-polarized light, 0.70 ± 0.03° (13585 cm⁻¹) and 1.05 ± 0.05° (15828 cm⁻¹), respectively. Fresnel reflectivity calculations for the above frequencies (13585 and 15828 cm⁻¹) using a 0.001° angle resolution follow the same trend as the experimental results. For 13585 cm⁻¹ and 15828 cm⁻¹ the calculated difference in the FWHM for the p and s-polarized FT-PWR peak is 0.310°, and 0.400°, respectively. Smaller FWHM can lead to better detection limits and higher precision with sufficient experimental angular and/or spectral resolution.
The faint peak starting at 15020 cm\(^{-1}\) and 40° in the bottom of Figure 2B has the same characteristics as the more prominent peak in Figure 2D, and is the result of the polarizer leaking s-polarized light when set to p-polarization. The data collected with s-polarized light occasionally had a fringe pattern throughout the plot (Figure 2D), which requires further exploration to explain.

*FT-PWR multi-frequency analysis to measure waveguide thickness and apparent index of refraction*

In order to use FT-PWR to measure the thickness and apparent index of refraction of the waveguide layer, accurate optical properties at a range of frequencies for all other interfacial layers must be known. A thin gold films’ optical properties may vary depending on preparation conditions. To minimize error in the analysis, the index of refraction was experimentally measured as reported in the supplemental information for a gold film prepared at the same time as the films used in subsequent studies.

FT-PWR measurements of waveguide thickness and apparent index of refraction starts with the construction of trial curves. One trial curve is constructed for each wavenumber. FT-PWR makes it possible to construct trial curves for many wavenumbers or at selected optimal wavenumbers of maximum attenuation, which may increase precision compared to the use of two or three fixed frequency sources that may not be ideal for a given sample. Trial curves are constructed for three polystyrene waveguides at three selected wavenumbers with the greatest attenuation across the range 8803 to 17989 cm\(^{-1}\). Figure 3 shows the trial curves for 6.48 (A), 8.27 (B), and 8.48 (C) wt.% polystyrene waveguides. The solid lines indicate trial curves for p-polarized light and the dashed lines in A and B are the trial curves from s-polarized light. The trial curves were
constructed using 6 indices of refraction ranging from 1.5 to 1.8 and a best-fit offset exponential function defined from these points. The intersection of the trial curves represents the solution for the waveguide thickness and apparent index of refraction. The thicknesses are 495 ± 3 and 720.4 ± 0.3 for the polystyrene waveguides in Figure 3A-B, respectively.

Figure 3: Trial curves for (A) 6.48, (B) 8.27, and (C) 8.48 wt.% polystyrene waveguides where the lines represent the offset exponential fits in (A) and (B) and linear fits in (C) for p- (solid) and s- (dashed) polarized light. (A) 17419 (gray), 16832 (green), 16316 (purple), 14571 (red), 13622 (blue), and 12590 (black) cm⁻¹. (B) 17665 (gray), 16524
(green), 15828 (purple), 15606 (red), 14395 (blue), and 13585 (black) cm$^{-1}$. (C) 17094 (red), 16399 (blue), and 14680 (black) cm$^{-1}$. D, E, and F are an expanded view of A, B, and C that show the intersection points for p-polarized light trial curves.

Precision in the determination of polymer thickness using 10 points to construct the trial curves was tested over a 1.55 to 1.60 range of indices of refraction (Figure 3C). The thickness determined over the larger 1.5 to 1.8 range of indices of refraction for the 8.48 wt.% polystyrene waveguide was 803 ± 3 nm. The thickness was 804 ± 3 nm using the narrower 1.55 to 1.60 range of indices of refraction, indicating the precision is not improved compared to the analysis with a larger range of indices of refraction.

The addition of a 4th or 5th trial curve has no significant effect on the precision of the analysis. For the 6.48 wt.% polystyrene waveguide the thickness measured using 3 trial curves is 521 ± 6 nm. Adding a 4th trial curve corresponding to 13560 cm$^{-1}$ gave a thickness of 524 ± 6 nm, and a 5th trial curve corresponding to 12621 cm$^{-1}$ gave a thickness that is not statistically different than the value obtained using 3 or 4 trial curves (525 ± 5 nm). The same result was found for the 8.48 wt.% polystyrene waveguide.

Another consideration that will affect the analysis is determining the appropriate frequencies to construct the trial curves. Trial curves should be constructed using frequencies that produce the maximum attenuation in the reflected light intensity. This is demonstrated with trial curves constructed using three wavenumbers (12612, 13000, and 13530 cm$^{-1}$) that did not show significant attenuation (i.e., reflectivity in the range 0.6 to 0.8) for the 8.48 wt.% polystyrene waveguide. The thickness measured with these trial curves is 810 ± 10 nm. This is statistically similar to the thickness measured using curves
generated at wavenumbers where the reflectivity was between 0.1 and 0.3 (Table 1), yet the uncertainty increased over three times when the trial curves are not constructed using wavenumbers with maximum attenuation. If the frequencies selected to construct the trial curves have an angle of maximum attenuation that is separated by less than 1.5°, the trial curves do not intersect. Compared to reflectivity measurements with fixed-frequency sources, the main benefit of FT-PWR is the ability to select optimal frequencies, which is a sample dependent property.

**Table 1:** Thickness measured by FT-PWR and profilometry and the percent difference between the two techniques for the indicated polystyrene waveguide.

<table>
<thead>
<tr>
<th>wt.% PS</th>
<th>FT-PWR Thickness (nm)</th>
<th>Profilometry Thickness (nm)</th>
<th>% Difference FT-PWR and Profilometry</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.47% PS P-pol Light</td>
<td>361 ± 2</td>
<td>330 ± 20</td>
<td>9</td>
</tr>
<tr>
<td>6.48%* PS P-pol Light</td>
<td>495 ± 3</td>
<td>450 ± 20</td>
<td>9</td>
</tr>
<tr>
<td>6.48% PS S-pol Light</td>
<td>489.4 ± 0.9</td>
<td>450 ± 20</td>
<td>9</td>
</tr>
<tr>
<td>6.48%* PS P-pol Light</td>
<td>521 ± 6</td>
<td>470 ± 40</td>
<td>10</td>
</tr>
<tr>
<td>8.27% PS P-pol Light</td>
<td>720.4 ± 0.3</td>
<td>690 ± 40</td>
<td>4</td>
</tr>
<tr>
<td>8.27% PS S-pol Light</td>
<td>711 ± 2</td>
<td>690 ± 40</td>
<td>3</td>
</tr>
<tr>
<td>8.48% PS P-pol Light</td>
<td>803 ± 3</td>
<td>780 ± 60</td>
<td>3</td>
</tr>
</tbody>
</table>

*Different polystyrene waveguides prepared using the same conditions

Table 1 reports the thicknesses obtained from FT-PWR and profilometry for 5 polystyrene waveguides. The average percent difference between the two measurements is 7%, and the greatest difference is with the thinner films. For the same sample and FT-
PWR measurements, the percent relative error is smaller using s-polarized excitation compared to p-polarized excitation. Furthermore, the profilometer consistently measured thicknesses that are less than the FT-PWR method. The thicknesses obtained by FT-PWR and profilometry are not performed on the same samples since the gold film affected the profilometry measurements. Selected polystyrene waveguides measured by FT-PWR were also measured by AFM; the AFM thickness values are statistically similar to the values determined by profilometry for samples prepared on a glass slide but otherwise identical sample preparation methods. Reproducibility of the spin coater and different substrate compositions did not contribute to the percent differences measured by FT-PWR and profilometry. In order to obtain thicknesses using profilometry or AFM the polystyrene film must be scratched away. The lower thicknesses measured by profilometry and AFM could be the result of polymer remaining on the substrate after scratching the surface. The ability to obtain thicknesses from the FT-PWR analysis depends on the accuracy of the index of refraction values used to model the data as already explained.

Comparing the apparent index of refraction at the same frequency for p versus s-polarized light provides information on anisotropic properties. For the 8.27 wt.% polystyrene waveguide, the p and s-polarized light provide statistically different indices of refraction at 15828 cm⁻¹: 1.580 ± 0.002 for p-polarized light and 1.591 ± 0.003 for s-polarized light. Similarly, 13585 cm⁻¹ gave values of 1.5767 ± 0.0004 for p-polarized light and 1.5848 ± 0.0009 for s-polarized light. The differences between indices of refraction for p and s-polarized light indicate the polystyrene film is anisotropic. Stress birefringence as a result of film preparation conditions may explain this. The thinner
6.48 wt.% polystyrene waveguide had statistically similar indices of refraction for p and s-polarized light indicating the anisotropy is thickness dependent.

**Conclusions**

FT-PWR is a non-destructive technique capable of providing the apparent anisotropic indices of refraction and thicknesses for a dielectric waveguide layer suitable for total internal reflection. This technique provides better precision in determining polystyrene thickness compared to techniques like profilometry, while still maintaining the integrity of the polystyrene waveguide. FT-PWR analyses are not limited to polymer films. For example, the polystyrene layer can be replaced with a silica waveguide layer. Monitoring adsorption to the silica surface, or a modified silica surface, should be possible using FT-PWR. It is expected that FT-PWR can be used to quantify and detect anisotropic analytes at low concentrations when adsorbed to a waveguide interface and will be useful as a label free sensor for many applications.
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Supporting Information

Figure S1: (A) Fourier transform (FT)-surface plasmon resonance (SPR) reflectivity plot of a 50-nm gold film. The data were used to determine the index of refraction at selected wavenumbers by fitting the reflectivity as a function of incident angle at a fixed wavenumber. The critical angle is 53.88° at 8803 cm\(^{-1}\) and 53.63° at 17980 cm\(^{-1}\). Due to the angular resolution used in this work, the critical angle appears as a vertical line. The green horizontal line is the wavenumber of the reference laser. (B) Representative reflectivity curve at 14002 cm\(^{-1}\) from the data shown in A with experimental data (blue...
circles) and the calculated fit (red circles). The discrepancy in the attenuation between the experimental data and the calculated fit may be the result of imperfect gold films, for example the possible incorporation of a contaminant.

**Figure S2:** The index of refraction for a 50-nm gold film was determined by fitting SPR curves from 6 different wavenumbers ranging from 14002 to 9141 cm\(^{-1}\) (red symbols). Graphs A and B show the offset polynomial regression (dashed black line) for the real part (72.30°) and a linear regression (solid black line) for the imaginary part (k) of the index of refraction.
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Abstract

A scanning angle (SA) Raman spectroscopy method was developed to simultaneously measure the chemical composition and thickness of waveguide mixed polymer films with varying fractional compositions. In order to test the method, six films of polystyrene-block-poly(methyl methacrylate), some mixed with poly(methyl methacrylate) homopolymer (PS-b-PMMA:PMMA), and two films of poly(2-vinylnapthalene)-block-poly(methyl methacrylate) (P2VN-b-PMMA) were prepared. The
film thickness ranged from 495 to 971 nm. The chemical composition and thickness of PS-b-PMMA:PMMA films was varied by the addition of the PMMA homopolymer and annealing the films in acetone. SA Raman peak amplitude ratios (1001 cm\(^{-1}\) for PS, 812 cm\(^{-1}\) for PMMA, and 1388 cm\(^{-1}\) for P2VN) were used to calculate the refractive index of the polymer film, an input parameter in calculations of the sum square electric field (SSEF). The film thickness was determined by SSEF models of the experimental Raman amplitudes versus the incident angle of light. The average film thickness determined by the developed SA Raman spectroscopy method was within 5% of the value determined by optical profilometry. SA Raman spectroscopy will be useful for in situ label-free analyses of mixed polymer waveguide films.

**Introduction**

Analysis and characterization of polymer and mixed polymer films is important due to their increasing use in energy storage and capture devices,\(^1\text{-}^3\) microelectronics,\(^4\text{-}^6\) optics,\(^7,^8\) and biomedical applications.\(^9,^10\) The chemical composition and thickness of the films are important to device performance, and for accurately modeling and optimizing new devices before fabrication. Ellipsometry is a common noninvasive optical-based technique that measures the thickness of polymer films, but the technique does not provide chemical content information.\(^11,^12\) Other methods for measuring polymer film thicknesses are profilometry and atomic force microscopy (AFM).\(^13\) Profilometry and AFM require a probe to be in contact with the sample surface and for the film to be scratched in order to measure the film thickness, respectively.

Scanning electron microscopy (SEM) and transmission electron microscopy (TEM) can produce high spatial resolution images of polymer and mixed polymer films,
and with the use of heavy metal staining different chemical components can be distinguished.\textsuperscript{14-17} SEM provides information on the film surface, but does not provide information from the bulk of the film. TEM provides higher resolution images compared to SEM, but requires more rigorous sample preparation. TEM is used to study the internal structure of a sample by showing regions of high or low electron density due to the number of electrons transmitted through the sample. Secondary ion mass spectrometry can also provide information on the internal structure and thickness of the film when operated in a depth profiling mode.\textsuperscript{18,19} All the above characterization techniques provide high resolution information; however, the techniques are sample destructive and are not well suited for in situ measurements.

Vibrational spectroscopy is nondestructive and provides information on chemical structure. Attenuated total reflection infrared spectroscopy is capable of measuring polymer film thicknesses with a spatial resolution of 10 \( \mu \text{m} \) and providing chemical content information; however, the evanescent wave penetration depth varies across the spectrum complicating the data analysis.\textsuperscript{20-23} Raman spectroscopy is an inelastic optical scattering effect that relies on the polarizability of a molecule. Raman spectroscopy using conventional illumination geometries (\textit{e.g.}, epi-illumination) cannot simultaneously measure the fractional composition and film thickness, and is not well suited for films with thicknesses in the hundreds of nanometers regime. Scanning angle (SA) Raman spectroscopy is a nondestructive technique that has been used to measure thickness and buried interfaces of thin polymer films.\textsuperscript{24-26} It can be used for polymer films of tens of nanometers to a few microns in thickness. A SA Raman dataset consist of Raman
amplitudes as a function of Raman shift and incident angle for a sample optically interfaced to a prism as shown in Figure 1.

![Figure 1: Schematic of the sample setup for SA Raman spectroscopy where the light (red arrow) is coupled through a prism (gray hemisphere) to generate the Raman signal as the incident angle of light is scanned. This signal is collected by a 10× microscope objective from below the sample. The blue layer represents the polymer film sample.](image)

A dielectric material (e.g., polymer film) will act as a waveguide when the film thickness is greater than \( \approx \frac{\lambda}{2\eta} \), where \( \lambda \) is the wavelength of light and \( \eta \) is the refractive index for the dielectric. Light coupled into a waveguide via a prism will be confined to propagate within the film and will exhibit constructive or destructive interference at various incident angles, which are recorded in the Raman spectra collected at varying incident angles. Plots of the Raman peak amplitude versus incident angle show the
waveguide mode(s). The waveguide mode location and full width at half maximum values (fwhm) can be modeled with sum square electric field (SSEF) calculations when the refractive index or film thickness is known.

Outlined herein is a nondestructive method using SA Raman spectroscopy combined with SSEF calculations to extract the fractional composition and thickness of mixed polymer waveguide films. This work extends previous studies of homopolymer films reported by Meyer et al. that used SA Raman spectroscopy to measure film thickness when the index of refraction was known. Herein, the method was demonstrated using thin polystyrene-block-poly(methyl methacrylate) (PS-b-PMMA) films, PS-b-PMMA with added PMMA homopolymer (PS-b-PMMA:PMMA) mixed films, and poly(2-vinylnapthalene)-block-poly(methyl methacrylate) (P2VN-b-PMMA) films. PS-b-PMMA and P2VN-b-PMMA are block copolymers that consist of two or more chemically dissimilar homopolymer (blocks) that are covalently attached. Block copolymers have been previously implemented in nanolithography to create masks for a variety of applications ranging from circuit and nanowire array fabrication to homogenous nanocluster arrays for surface-enhanced Raman scattering substrates. In the present study, these block copolymers are used to make mixed polymer samples with an unknown refractive index and thickness. The demand for nondestructive techniques that measure thin film thickness is continually increasing, and SA Raman spectroscopy can provide this information plus chemical content information on complex polymer mixtures. The method has the capacity to provide real-time (dynamic) measurements during film preparation and post-processing conditions.
Materials and Methods

Sample preparation

A 120 mg/mL stock solution of PS-b-PMMA (21500-b-7900 g/mol with a polydispersity index (PDI) of 1.10, Polymer Source, Montréal, Canada) prepared in toluene (Fisher Scientific, Waltham, MA) and a stock solution of 120 mg/mL PMMA (120,000 g/mol with a PDI of 2.0, Sigma Aldrich, St. Louis, MO) in toluene were prepared. The stock solutions were used to prepare 1:2, 1:2.4, 1:2.6, 1:3, and 1:4 (v/v) PS-b-PMMA:PMMA solutions. A 120 mg/mL stock solution of P2VN-b-PMMA in toluene (53000-b-140000 g/mol with a PDI of 1.20, Polymer Source, Montréal, Canada) was used to prepare 133 and 97 mg/mL solutions. To determine the refractive index of P2VN a 120 mg/mL solution of P2VN (PDI of 2.9, Polymer Source, Montréal, Canada) was prepared in toluene. PS-b-PMMA, PS-b-PMMA:PMMA, P2VN-b-PMMA, and P2VN films were prepared by spin coating 200 µL of solution onto 25 mm² glass cover slips (Corning Inc., Corning, NY) at 3000 rpm for 60 seconds using a KW-4A spin coater (Chemat Technology, Northridge, CA). The polymer film was placed in a 180 cm³ glass vessel with 500 µL of acetone added as an annealing solvent, and kept at room temperature (20 °C). After annealing for 60 minutes, the films were removed from the annealing vessel to let the solvent fully evaporate from the film. The film thicknesses were measured after completing the SA Raman and fluorescence measurements with a NewView 7100 optical profilometer (Zygo, Middlefield, CT). A sharp needle was used to make three scratches in the center of each film to determine the average thickness.

The underlying substrate (i.e., glass or sapphire) affects the properties of the PS-rich and PMMA-rich areas (data not shown). All polymer films were prepared on glass
slides to enable characterizing them with several analysis methods, and the wedge transfer method was used to transfer the films to 25.4 mm diameter sapphire disks (Meller Optics, Providence, RI) for SA Raman measurements. Sapphire prisms and substrates were used for the SA Raman measurements to reduce background in the spectra. Figure S1 shows fluorescence images of a 1:2 PS-b-PMMA:PMMA film prepared on a glass substrate and after transferring it to a sapphire substrate. The images show no discernible changes in the polymer film after the transfer.

**Raman measurements**

The SA Raman spectra were collected on a home-built instrument, previously described by McKee et al., where a S-polarized 785-nm laser (Toptica Photonics, Victor, NY) was directed onto a sapphire prism using a galvanometer mirror on a translational stage. The instrument has an angle range of 25.00 to 75.00° with an angular resolution of 0.05°. A 10× objective with a 0.22 numerical aperture (Nikon, Melville, NY) was used to collect the Raman signal and direct it to the side port of the optical microscope (Nikon, Melville, NY), where the light was focused onto a f/1.8i Holospec imaging spectrometer (Kaiser Optical Systems, Ann Arbor, MI). The spectra were collected with a Pixis 400BR charged coupled device (CCD) with 1300 × 400 pixels (Princeton Instruments, Trenton, NJ) for 60 seconds. Two replicate measurements were collected at each angle from 50.0° to 60.0° using a 0.5° step size, except around the waveguide maximum where a step size of 0.2° was used.

Epi-illumination Raman spectra were collected using an XploRA Plus confocal Raman microscope (Horiba Scientific, Edison, NJ) and a 785-nm excitation source. The relative Raman cross-section ratios between PS/PMMA and P2VN/PMMA were
determined by melting solid PS, PMMA, and P2VN onto glass substrates. The film
thickness was 1.8 ± 0.3, 2.7 ± 0.3, and 2.5 ± 0.2 mm for PS, PMMA, and P2VN,
respectively. These thicknesses were sufficient to acquire Raman amplitudes that were
independent of the optical focus. Epi-illumination spectra were collected for 5 seconds
from 3 different spots on the film. The relative Raman cross-section ratio ($\sigma_R$) was
calculated using equation 1, where $I$ represents the indicated peak amplitude.

$$\sigma_R = \frac{I_{PS,1001cm^{-1} or P2VN,1388cm^{-1}}}{I_{PMMA,812cm^{-1}}} = 4.1 \ (PS \ to \ PMMA)$$

and $7.0 \ (P2VN \ to \ PMMA) \ (1)$

The relative Raman cross-section ratio was used in the calculation of the Raman
amplitude ratio ($r$) from the SA Raman data according to equations 2 and 3.

$$r_{PS} = \frac{I_{PS,1001cm^{-1} or P2VN,1388cm^{-1}}}{I_{PS,1001cm^{-1} or P2VN,1388cm^{-1}} + (I_{PMMA,812cm^{-1}} \times \sigma_R)} \ (2)$$

$$r_{PMMA} = \frac{I_{PMMA,812cm^{-1}} \times \sigma_R}{I_{PS,1001cm^{-1} or P2VN,1388cm^{-1}} + (I_{PMMA,812cm^{-1}} \times \sigma_R)} \ (3)$$

All data were processed using Igor Pro 6.37 scientific analysis and graphing
software. The spectra were fit to a Gaussian function with a linear baseline using the
batch-fit function to extract the peak amplitudes. Matlab 2015b was used to plot the SA
Raman spectra as a function of their incident angle.

Sum square electric field calculations

Finite-difference time-domain simulations were used to calculate the SSEF (EM
Explorer, San Francisco, CA) within the PS-b-PMMA, PS-b-PMMA:PMMA, and P2VN-
b-PMMA films. The inputs needed for the calculations were the refractive index and the
thickness for the sapphire prism and polymer film. The refractive index at 785-nm for PS
(1.579), PMMA (1.485), P2VN (1.620), and sapphire (1.753) using S-polarized light were found in the literature or measured as reported in the supplemental information (Figure S2). An angle range of 50.00° to 60.00° was used for the calculations with a resolution of 0.05° to ensure enough data points were calculated around the waveguide maximum. The Yee cell size was set to 5 nm to provide a compromise between highest accuracy and shortest computational time.

**Fluorescence microscopy measurements**

A 20-nM solution of Rhodamine 6G was prepared in methanol, and 20 µL was drop cast onto the PS-b-PMMA and PS-b-PMMA:PMMA films after the SA Raman measurements were completed. The films were dried for 10 minutes before images were acquired to allow the methanol to evaporate. Fluorescence images were collected at room temperature using an inverted microscope (Nikon Eclipse, TE2000U, Melville, NY, USA) equipped with a 60× air objective (Nikon Plan Fluor, 0.95 numerical aperture) and an excitation (Chroma HQ500/40, 500 ± 40 nm) and emission (Chroma HQ620/60m, 620 ± 60 nm) filter set for Rhodamine 6G. A mercury lamp was used as an illumination source and the images were captured using a PhotonMAX 512 EMCCD camera (Princeton Instruments, Trenton, NJ, USA) with a 300-millisecond acquisition time.

**Results and Discussion**

*Preparation and preliminary characterization of the polymer samples used to demonstrate the SA Raman method*

Polymer waveguide films are made from block copolymer or block copolymer mixed with homopolymer. The amount of PMMA homopolymer added to the PS-b-PMMA:PMMA solution is varied from 1:2 to 1:4 to produce films with varying polymer
fractional composition and thickness. Fluorescence and epi-Raman imaging are used to independently verify the fractional composition of the films. There are no observable phase segregated domains in the fluorescence image of a PS-b-PMMA film (figure 2A) without added homopolymer, likely due to the domains being smaller than the diffraction limit of light. However, the addition of PMMA homopolymer increases the size of the phase segregated domains, and they are observable by fluorescence microscopy (Figure 2B-F).

The chemical identities of the phases measured by fluorescence are determined using epi-illumination Raman imaging (Figure S3). The high fluorescence intensity regions contain primarily PMMA with 8.6 ± 0.2% PS. The low fluorescence intensity regions contain primarily PS with 32.9 ± 0.3% of PMMA.
**Figure 2:** Fluorescence images collected with a 60× objective with the low fluorescence regions corresponding to PS-rich areas and the high fluorescence regions corresponding to PMMA-rich areas. (A) shows the PS-b-PMMA film. (B) shows the 1:2 PS-b-PMMA:PMMA film with a fluorescence area ratio of 0.27 ± 0.02. (C) shows the 1:2.4 PS-b-PMMA:PMMA film with a fluorescence area ratio of 0.21 ± 0.01. (D) shows the 1:2.6 PS-b-PMMA:PMMA film with a fluorescence area ratio of 0.181 ± 0.002. (E) shows the 1:3 PS-b-PMMA:PMMA film with a fluorescence area ratio of 0.180 ± 0.007. (F) shows the 1:4 PS-b-PMMA:PMMA film with a fluorescence area ratio of 0.170 ± 0.007. The scale bar is 9 µm for all images.
Development of a SA Raman method for determining fractional composition and film thickness

A 0.12 mm² area is illuminated in the SA Raman measurements. This is an area larger than the full images shown in Figure 2, so multiple PS-rich domains and a large PMMA-rich area are measured. The SA Raman data for the PS-b-PMMA film and five PS-b-PMMA:PMMA films with varying amounts of added homopolymer are plotted in the left column of Figure 3 as their Raman shift versus the incident angle with the color scale representing the Raman amplitudes. All the polymer films are plotted on the same color scale ranging from 500 to 8000 counts.
Figure 3: (A, C, E, G, I, and K) SA Raman spectra of PS-b-PMMA and PS-b-PMMA:PMMA films plotted on the same color amplitude scale shown in (A). (B, D, F,
H, J, and L) show the 1001 cm\(^{-1}\) PS peak amplitude versus incident angle spectra and the solid black line is the SSEF fit for each sample. (A and B) PS-b-PMMA, (C and D) 1:2 PS-b-PMMA:PMMA, (E and F) 1:2.4 PS-b-PMMA:PMMA, (G and H) 1:2.6 PS-b-PMMA:PMMA, (I and J) 1:3 PS-b-PMMA:PMMA, and (K and L) 1:4 PS-b-PMMA:PMMA films.

Figure 3A shows the SA Raman spectra at all collected incident angles for the PS-b-PMMA film without added homopolymer. The peaks assigned to PS (1001 cm\(^{-1}\)) and PMMA (812 cm\(^{-1}\)) show a broad waveguide mode from approximately 52.3 to 59.8 degrees. The PMMA peak at 812 cm\(^{-1}\) has a significantly lower amplitude compared to the PS peak at 1001 cm\(^{-1}\). This is because there is 2.7\(\times\) less PMMA in the PS-b-PMMA film, and due to PMMA’s smaller Raman cross-section compared to PS. The Raman amplitude ratio (\(r_{PS}\)), as defined by equation 2, for the PS-b-PMMA film is 0.78 \(\pm\) 0.01. This is consistent with the manufacturer’s reported 0.73 monomer fraction for this block copolymer film.

Figure 3B shows the cross section of the 1001 cm\(^{-1}\) PS peak observed in Figure 3A, where the amplitude (black circles) is plotted versus the incident angle for the PS-b-PMMA film. It has been previously shown that matching the calculated SSEF within the polymer film to the experimental Raman amplitude versus incident angle data can be used to measure the polymer film’s thickness when its refractive index is known.\(^{24,25,37}\) For the PS-b-PMMA and PS-b-PMMA:PMMA films the refractive index is not known at the relevant excitation wavelength for these studies. More generally, there are many mixed polymer films where the index of refraction is not known. However, since the
Raman amplitude ratio encodes the fractional composition for the mixed polymer film, it can be used to calculate a refractive index for the polymer film. The Raman amplitude ratio is calculated using equation 2 for each incident angle of light, and then an average over all incident angles is calculated. Finally, the average Raman amplitude ratio is used in equation 4 to determine the polymer film’s refractive index (RI\text{film}), where RI_{PS} and RI_{PMMA} are the indices of refraction for the homopolymers at the excitation wavelength.

\[
RI_{\text{film}} = (r_{PS} \times RI_{PS}) + ((1 - r_{PS}) \times RI_{PMMA}) \tag{4}
\]
**Table 1:** The Raman amplitude ratios and indices of refraction for the prepared films determined by SA Raman as well as a thickness comparison between SA Raman and profilometry measurements.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Raman Amplitude Ratio (rps)</th>
<th>Refractive Index (RI)</th>
<th>SA Raman Thickness (nm)</th>
<th>Profilometry Thickness (nm)</th>
<th>Percent Difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS-b-PMMA</td>
<td>0.78 ± 0.01</td>
<td>1.558</td>
<td>550</td>
<td>495.4 ± 0.8</td>
<td>10</td>
</tr>
<tr>
<td>1:2 PS-b-PMMA:PMMA</td>
<td>0.32 ± 0.01</td>
<td>1.515</td>
<td>780</td>
<td>870 ± 10</td>
<td>10</td>
</tr>
<tr>
<td>1:2.4 PS-b-PMMA:PMMA</td>
<td>0.28 ± 0.02</td>
<td>1.511</td>
<td>790</td>
<td>850 ± 70</td>
<td>8</td>
</tr>
<tr>
<td>1:2.6 PS-b-PMMA:PMMA</td>
<td>0.27 ± 0.01</td>
<td>1.510</td>
<td>830</td>
<td>824 ± 3</td>
<td>0.8</td>
</tr>
<tr>
<td>1:3 PS-b-PMMA:PMMA</td>
<td>0.25 ± 0.04</td>
<td>1.509</td>
<td>920</td>
<td>936 ± 5</td>
<td>2</td>
</tr>
<tr>
<td>1:4 PS-b-PMMA:PMMA</td>
<td>0.236 ± 0.006</td>
<td>1.507</td>
<td>900</td>
<td>950 ± 30</td>
<td>6</td>
</tr>
<tr>
<td>97.0 mg/mL P2VN-b-PMMA</td>
<td>0.29 ± 0.01</td>
<td>1.525</td>
<td>815</td>
<td>795 ± 6</td>
<td>2</td>
</tr>
<tr>
<td>133 mg/mL P2VN-b-PMMA</td>
<td>0.29 ± 0.01</td>
<td>1.525</td>
<td>965</td>
<td>971 ± 8</td>
<td>0.6</td>
</tr>
</tbody>
</table>

1 This ratio is indicative of the fractional composition of the polymer film.

The refractive index determined from equation 4 is 1.558 for the PS-b-PMMA film. The SSEF calculated using the 1.558 refractive index and a thickness that minimized the residual between the fit and experimental data (black line in Figure 3B), shows a waveguide mode maximum angle at 56.04 ± 0.08° and a fwhm of 4.7 ± 0.3°. The residual between the fit and experimental data is below 10%. There is a 10% difference.
between the thickness determined by SA Raman spectroscopy and the value measured by profilometry (Table 1).

Figure 3C-L show the SA Raman data and 1001 cm\(^{-1}\) PS peak amplitude versus incident angle graphs for the 1:2, 1:2.4, 1:2.6, 1:3, and 1:4 PS-b-PMMA:PMMA films. Compared to the measurement on the PS-b-PMMA film, the PMMA Raman peak amplitude increases for the PS-b-PMMA:PMMA films (Figure 3C, E, G, I, and K). This is consistent with the increasing fractional compositions of PMMA in the polymer films. There is a general decreasing trend in the magnitude of the Raman amplitude ratios \((r_{PS})\) as more PMMA is added, although not all the values are statistically different (Table 1).

**Table 2:** Waveguide mode location and fwhm determined by fitting the 1001 cm\(^{-1}\) PS peak amplitude versus incident angle spectrum from SA Raman measurements.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Waveguide Mode Location (°)</th>
<th>Waveguide Mode fwhm (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS-b-PMMA</td>
<td>56.04 ± 0.08</td>
<td>4.7 ± 0.3</td>
</tr>
<tr>
<td>1:2 PS-b-PMMA:PMMA</td>
<td>56.06 ± 0.03</td>
<td>2.2 ± 0.1</td>
</tr>
<tr>
<td>1:2.4 PS-b-PMMA:PMMA</td>
<td>55.90 ± 0.02</td>
<td>2.06 ± 0.06</td>
</tr>
<tr>
<td>1:2.6 PS-b-PMMA:PMMA</td>
<td>56.12 ± 0.02</td>
<td>1.94 ± 0.06</td>
</tr>
<tr>
<td>1:3 PS-b-PMMA:PMMA</td>
<td>56.48 ± 0.06</td>
<td>1.7 ± 0.2</td>
</tr>
<tr>
<td>1:4 PS-b-PMMA:PMMA</td>
<td>56.46 ± 0.02</td>
<td>1.59 ± 0.05</td>
</tr>
<tr>
<td>97.0 mg/mL P2VN-b-PMMA</td>
<td>56.85 ± 0.01</td>
<td>2.10 ± 0.03</td>
</tr>
<tr>
<td>133 mg/mL P2VN-b-PMMA</td>
<td>57.95 ± 0.01</td>
<td>1.51 ± 0.03</td>
</tr>
</tbody>
</table>
The addition of PMMA homopolymer causes the fwhm of the waveguide mode to narrow compared to the PS-b-PMMA film. Table 2 summarizes the waveguide mode properties for the prepared polymer films. These observed changes in the waveguide mode fwhm are generally indicative of an increase in the film thickness. However, varying the polymer fractional composition also causes a change in the refractive index compared to the PS-b-PMMA film, and this will also affect the waveguide properties. This highlights the need to simultaneously determine both the index of refraction and thickness for each polymer film.

The refractive indices calculated by equation 4 using the experimental Raman amplitude ratios ($r_{PS}$) for each PS-b-PMMA:PMMA film are shown in Table 1, and are used in the subsequent SSEF calculations to fit the experimental data. As with the PS-b-PMMA film, the best fit is determined by minimizing the residual between the fit and experimental data while changing the polymer film thickness. There is an average 5% difference between the thicknesses measured by SA Raman spectroscopy and profilometry for the PS-b-PMMA based films (Table 1). The agreement between the calculated SSEF and the experimental data demonstrate that the film thickness can be accurately determined (i.e., provides a result consistent with the profilometry measurements) when the Raman amplitude ratio is used to determine the polymer film's refractive index.

In order to demonstrate the applicability of the method with other mixed polymer compositions that have distinct Raman peaks for each component, two P2VN-b-PMMA films with different solution concentrations are measured. The relative Raman cross section between P2VN and PMMA is experimentally determined and calculated using
equation 1. The relative Raman cross section is then used to determine the Raman amplitude ratio ($r_{P2VN}$) for the P2VN-b-PMMA films (0.29 ± 0.01), which is similar to the manufacturer’s reported 0.27 monomer fraction. The indices of refraction for the P2VN-b-PMMA films are determined using equation 5, and are shown in table 1.

$$RI_{film} = (r_{P2VN} \times RI_{P2VN}) + ((1 - r_{P2VN}) \times RI_{PMMA}) \quad (5)$$

**Figure 4:** (A and C) SA Raman spectra of P2VN-b-PMMA films plotted on the same color amplitude scale showing 1388 and 812 cm$^{-1}$ peaks of P2VN and PMMA, respectively. (B and D) 1388 cm$^{-1}$ peak amplitude versus incident angle graph of the P2VN-b-PMMA films where the solid black line represents the SSEF fit to the experimental data (circles). (A and B) show the film formed by spin coating the 97.0 mg/mL solution and (C and D) show the film formed by spin coating the 133 mg/mL solution (as described in the Materials and Methods section).
Figure 4A and C show the SA Raman spectra collected at each incident angle from 55° to 60°. The 1388 cm\(^{-1}\) peak corresponds to P2VN and 812 cm\(^{-1}\) peak corresponds to PMMA. The P2VN peak is more intense compared to the PMMA peak due to the larger Raman cross section. Figure 4B and D show the 1388 cm\(^{-1}\) peak amplitude versus incident angle graph extracted from the data in Figure 4A and C. There is a shift in the waveguide mode location and fwhm when comparing the P2VN peak from the two films. The 97.0 mg/mL solution forms a 795 ± 6 nm thick film (Table 1) with a waveguide mode at 56.85° ± 0.01° and a fwhm of 2.10° ± 0.03° (Table 2). The waveguide mode location shifts to a higher angle (57.95° ± 0.01°) and with a smaller fwhm (1.51° ± 0.03°) for the film prepared from the high concentration solution due to the resulting thicker film (971 ± 8 nm). The differences in the SA Raman data for the two P2VN-b-PMMA films is due only to the change in the thickness since both films have the same Raman amplitude ratio (\(r_{P2VN}\)) and refractive index. There is a 0.6% and 2% difference between the thicknesses determined by SA Raman and profilometry (Table 1) for the respective films.

**Conclusion**

For PS-b-PMMA, PS-b-PMMA:PMMA, and P2VN-b-PMMA films with unknown refractive index and thickness, both parameters can be extracted from the SA Raman data set. The refractive index is calculated from the fractional composition as measured by the SA Raman peak amplitude ratio and the known refractive index of the homopolymers. The thickness is extracted from fitting the 1001 cm\(^{-1}\) PS or 1388 cm\(^{-1}\) P2VN peak amplitude versus incident angle using the determined refractive index and SSEF calculations. This measurement does not require an external probe (as required for
the fluorescence analysis) and is not destructive (in contrast to the profilometry measurement). A "real" application of the SA Raman method will neither require the use of a fluorescent marker nor profilometry and is thus nondestructive and requires little sample preparation. This technique provides thicknesses for films with an average 5% difference between profilometry, and on polymer films that are generally too thin for traditional Raman spectroscopy, as well as other optical thickness measurements. PS-b-PMMA, PS-b-PMMA:PMMA, and P2VN-b-PMMA films were used to demonstrate the method, which will be fully compatible with a range of other mixed polymer systems. SA Raman spectroscopy will be useful whenever the components have distinguishable Raman peaks for measuring films used in energy capture and conversion devices, monitoring films prepared for microelectronics and optics, and biomedical applications.
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Supporting Information

**Figure S1:** Fluorescence images of a Rhodamine 6G-labeled 1:2 PS-b-PMMA:PMMA film on (left) glass and (right) after wedge transfer to a sapphire substrate. The morphology and size of PS-rich areas are not affected after transferring to a sapphire substrate. The fluorescence images are on the same intensity scale and were collected with a 20× objective. The scale bar is 51 µm.

**Figure S2:** P2VN’s refractive index at 785-nm is not known in literature, so SA Raman spectroscopy is used to measure a 1.4 ± 0.1 µm P2VN (homopolymer) film to determine the refractive index. (A) SA Raman Spectra showing the 1388 cm⁻¹ peak of a P2VN homopolymer film with a thickness of 1.4 ± 0.1 µm. The thickness was measured by
profilomtery after the SA Raman measurements were complete. (B) The plot of the 1388 cm\(^{-1}\) peak amplitude versus incident angle shows the measured waveguide mode that is used to determine the refractive index (1.620, black line) of P2VN at 785-nm excitation wavelength using SSEF calculations. The refractive index, an input parameter in the SSEF calculations, is varied until the residual between the experimental data and the SSEF calculation is below an average of 10%. The data does not fit to a higher or lower index of refraction value (e.g., 1.640 shown with the gray line).

**Figure S3:** Raman spectra collected at various locations in the 1:2 PS-b-PMMA:PMMA film. The left inset is the fluorescence image of 1:2 PS-b-PMMA:PMMA film. The color is matched between the arrow in the inset and the spectrum. A schematic of the epi-illumination instrument is shown in the right inset where the objective is used to focus the laser and collect the Raman signal. The scale bar is 9 µm. The laser spot size for these measurements is 1.4 ± 0.2 µm, which is significantly smaller than the analyzed
8.2 ± 0.3 µm domain; the high and low fluorescence areas can be independently measured.

The green spectrum is collected from an area of high fluorescence intensity, and has an intense PMMA carbonyl stretching vibration peak at 812 cm⁻¹. The region with higher fluorescence intensity also has a 1001 cm⁻¹ peak, assigned to the ring breathing mode of PS. The PMMA-rich area also contains 8.6 ± 0.2% PS as calculated by converting the ratio from equation 2 into a percentage. The red spectrum was collected from a region of the sample with low fluorescence intensity, and is shown to be a PS-rich area with an intense PS peak at 1001 cm⁻¹. The lower fluorescence intensity region also has a PMMA peak at 812 cm⁻¹. There is 32.9 ± 0.3% of PMMA in the PS-rich areas as calculated as calculated by converting the ratio from equation 3 into a percentage. There is also a third region (Figure S3 black spectrum) of intermediate PS and PMMA compositions that occupies a smaller area than the PS-rich and PMMA-rich areas. The Raman peak amplitudes can be used to provide quantitative information on the fractional composition of the films provided the relative Raman cross-section ratio is known.
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EXTRACTING INTERFACE LOCATIONS IN MULTILAYER POLYMER WAVEGUIDE FILMS USING SCANNING ANGLE RAMAN SPECTROSCOPY
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Abstract

There is an increasing demand for nondestructive in situ techniques that measure chemical content, total thickness, and interface locations for multilayer polymer films, and SA Raman spectroscopy in combination with appropriate data models can provide this information. A scanning angle (SA) Raman spectroscopy method was developed to measure the chemical composition of multilayer polymer waveguide films and to extract the location of buried interfaces between polymer layers with 7–80-nm axial spatial resolution. The SA Raman method measures Raman spectra as the incident angle of light upon a prism-coupled thin film is scanned. Six multilayer films consisting of poly(methyl methacrylate)/polystyrene or poly(methyl methacrylate)/polystyrene/poly(methyl methacrylate) were prepared with total thicknesses ranging from 330-1260 nm. The interface locations were varied by altering the individual layer thicknesses between 140-680 nm. The Raman amplitude ratio of the 1605 cm⁻¹ peak for PS and 812 cm⁻¹ peak for PMMA was used in calculations of the electric field intensity within the polymer layers
to model the SA Raman data and extract the total thickness and interface locations. There is an average 8% and 7% difference in the measured thickness between the SA Raman and profilometry measurements for bilayer and trilayer films, respectively.

**Introduction**

Polymer-polymer interface characterization in multilayer polymer films is important for their increasing use in energy storage and capture devices,\(^{1-11}\) coatings and optics,\(^{12-15}\) food packaging,\(^{16-18}\) and biomedical applications.\(^{19}\) Work on understanding polymer-polymer interface surface mixing,\(^{20}\) roughness,\(^{21}\) and stability\(^{22,23}\) is a focus of many multilayer polymer film studies. As important is characterizing the chemical composition, thickness, and interface locations when creating and optimizing new multilayer polymer devices. Optical-based spectroscopies are well suited for *in situ* nondestructive measurements of polymer films.

Infrared variable angle spectroscopic ellipsometry (IR-VASE) is a technique that is capable of providing multilayer polymer interface and chemical content information.\(^{24}\) Good signal-to-noise ratio IR-VASE spectra require 8-12 hour collection times for a single multilayer polymer film, which limits the real-time analysis of samples. Infrared spectroscopy operated in attenuated total reflection mode is well suited for monitoring chemical content information during the layer-by-layer formation of polyelectrolyte multilayer films.\(^{25-27}\) Extracting thicknesses and buried interface locations from the spectra, however, is complicated due to the penetration depth of evanescent waves varying across the infrared spectrum.
Raman spectroscopy provides chemical content information using a single
excitation wavelength. Micro-Raman spectroscopy with epi-illumination can provide
chemical content information for thin multilayer polymer films, but does not provide
buried interface locations from polymer films under approximately 2 µm.\textsuperscript{28-30} Scanning
angle (SA) Raman spectroscopy is a technique that couples a sample to a prism (a
schematic is shown in the top of Fig. 1), and generates a data set consisting of the Raman
spectra as a function of the incident angle of the excitation light. SA Raman spectroscopy
has been used to measure polymer waveguide thicknesses, buried bilayer film interfaces,
and mixed polymer film chemical composition.\textsuperscript{31-34} Other reported methods that are
similar to SA Raman spectroscopy, variable-angle internal-reflection and attenuated total
reflection Raman spectroscopy, have been used to measure bilayer polymer films.\textsuperscript{35,36}
These studies focused on micrometers to hundreds of micrometers thick bilayer films, the
reported methods cannot be easily applied to other polymer systems or, in the work by
Fumihiko \textit{et al}., no buried interface location was extracted.

Summarized here is a nondestructive method that combines SA Raman spectroscopy and
electric field calculations to extract total thickness and interface locations for thin bilayer
and trilayer polymer waveguide films. Polymer films behave as a waveguide when the
thickness is greater than approximately $\frac{\lambda}{2\eta}$, where $\lambda$ is the excitation wavelength and $\eta$ is
the refractive index of the polymer at the excitation wavelength. When light is coupled
into the waveguide through a prism, constructive interference occurs at discrete incident
angles (referred to as waveguide mode angles), which produces an enhancement in the
Raman signal collected at these angles. Previous work by Meyer \textit{et al}., used electric field
calculations to model SA Raman spectra of homopolymer waveguides of varying
thicknesses. Raman scattering is proportional to the square of the electric field, so SA Raman spectra are modeled by plotting the square of the electric field intensity integrated over the thickness of each polymer layer (i.e., SSEF) as a function of the incident angle. The current work expands the bilayer polymer film work reported by Damin et al. in two important ways. First, we apply the SA Raman amplitude ratio between peaks for each polymer in the film, which has been previously proposed by us to measure mixed polymer films, and recursive SSEF calculations to reduce the computational time required to model the SA Raman data. Second, total film thickness and interface locations for bilayer and trilayer polymer films with distinctly different indices of refraction are reported. This new method significantly reduces analysis time and is demonstrated on thin (< 1.3 µm) bilayer poly(methyl methacrylate)/polystyrene (PMMA/PS) and trilayer (PMMA/PS/PMMA) waveguide films with one or two buried interfaces, respectively. The presented method should be applicable to measure numerous polymer multilayer films whenever the layers have at least one distinct Raman peak.

### Experimental

#### Sample preparation

A 31.3 mg/mL PS (192,000 g/mol, Sigma Aldrich, St. Louis, MO), 39.0 mg/mL PMMA (120,000 g/mol, Sigma Aldrich, St. Louis, MO), 55.3 mg/mL PMMA, and 67.9 mg/mL PMMA solutions were prepared from 120 mg/mL stock solutions in toluene (Fisher Scientific, Waltham, MA). The PMMA solutions of varying concentration were used to fabricate PMMA layers with different thicknesses and to change the interface location(s) in the multilayer films. PS and PMMA films were prepared by spin coating 200 µL of solution with a KW-4A spin coater (Chemat Technology, Northridge, CA) at
3000 rpm for 60 seconds. Glass cover slips (25 mm² area, Corning Inc., Corning, NY) and sapphire disks (507 mm² area, Meller Optics, Providence, RI) were used as substrates, and the film's total and individual layer thicknesses were measured on an AlphaStep® D-600 stylus profiler (KLA Tencor, Milpitas, CA).

Multilayer films were prepared by using the wedge transfer method. A PS film was lifted off of the sapphire disk and floated at the water-air interface using a beaker of water. The PS film was deposited over a PMMA film and the bilayer was dried at 70 °C for 10 minutes. The bilayer film was then left in a petri dish for 24 hours at room temperature to ensure all the residual water had evaporated. After the PMMA/PS bilayer SA Raman measurements were completed, a second PMMA film was lifted off a sapphire disk using a beaker of water and the second PMMA film was placed on top of the bilayer film to create a PMMA/PS/PMMA trilayer film. The drying process was repeated for the trilayer samples.

**Scanning angle Raman measurements**

A home-built instrument, previously reported by Lesoine et al., was used to collect SA Raman spectra. A 532-nm excitation source (Coherent, Santa Clara, CA) set to s-polarized light was directed onto a sapphire prism (ISP Optics, Irvington, NY) by coupling the source into a polarization maintaining single mode fiber (Thorlabs, Newton, NJ). The incident angle was controlled by using a rotational stage (Zaber Technologies, Vancouver, British Columbia, Canada), which had the fiber mounted on it with a 28-mW laser output. The SA Raman data were collected over an angle range of 48.0-62.0° with a 0.2° step size. A 0.25 numerical aperture 10× microscope objective (Leica, Wetzlar, Germany) was used to direct the collected SA Raman signal into an optical microscope.
The light was focused onto a HoloSpec f/1.8i spectrograph (Kaiser Optical Systems, Ann Arbor, MI) that was attached to the side port of the optical microscope. A Newton 940 charged coupled device (Andor Technology, Belfast, UK) with 2048 × 512 pixels was used to collect the SA Raman spectra for 60s with two replicate measurements at each angle.

Igor Pro 6.36 scientific analysis and graphing software was used to process all SA Raman spectra. A Gaussian function with a linear baseline was used to batch fit and extract the amplitudes of PS and PMMA peaks at 1605 and 812 cm\(^{-1}\), respectively. SA Raman spectra were plotted as a function of their incident angle using Matlab 2016b. The SA Raman amplitude ratio \((r_{PS})\) was calculated at each incident angle using equation 1, where \(I\) represents the peak amplitude at the designated wavenumber for the indicated polymer and \(\sigma_R\) is the relative Raman cross-section (defined in equation 2).

\[
\begin{align*}
 r_{PS} &= \frac{I_{PS,1605 \text{ cm}^{-1}}}{I_{PS,1605 \text{ cm}^{-1}} + (I_{PMMA,812 \text{ cm}^{-1}} \times \sigma_R)} \quad (1) \\
\sigma_R &= \frac{I_{PS,1605 \text{ cm}^{-1}}}{I_{PMMA,812 \text{ cm}^{-1}}} = 1.0 \quad (2)
\end{align*}
\]

The relative Raman cross-section \((\sigma_R)\) was determined using epi-illumination with a 532-nm excitation source on a XploRA Plus confocal Raman microscope (Horiba Scientific, Edison, NJ). The samples used to determine \(\sigma_R\) were prepared and characterized as previously reported.\(^{34}\) The thickness of the samples ensured that the Raman signal was independent of the optical focus \((i.e.,\) the same amount of polymer was
measured regardless of the focus). Spectra were acquired for 5s with 2 accumulations from 3 separate locations.

*Electric field and sum square electric field (SSEF) calculations*

Electric field intensity calculations were performed using finite-difference time-domain simulations (EM Explorer, San Francisco, CA). The refractive indices of each polymer layer and the SA Raman amplitude ratio ($r_{PS}$) were input parameters needed in the calculation to find the thickness of each layer. The refractive index for 532-nm and s-polarized light was 1.764 for sapphire, 1.495 for PMMA, and 1.598 for PS. A recursive script (included in the supplemental information) for the finite-difference time-domain calculations varied the total thickness (10-nm step size) over the range shown in Table 1. For a given total thickness, the fractional composition of each polymer was modeled by the SA Raman amplitude ratio ($r_{PS}$), which was varied in increments of 0.05 over the range of values listed in Table 1. (The range of values in Table 1 represent the experimentally measured range across all incident angles). While the SA Raman amplitude ratio does not match the film composition, as discussed below, over the waveguide mode angle range it can be used to approximate the composition and minimize the computation time required to fit the data. Because the SA Raman amplitude ratio ($r_{PS}$) range varied for each sample (Table 1), the step size for the thickness of each layer also varied with each sample.
Table 1: The experimental SA Raman amplitude ratios ($r_{PS}$) and interface locations determined by SA Raman spectroscopy.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Total Thickness Range Used in Calculation (nm)</th>
<th>Measured SA Raman Amplitude Ratio ($r_{PS}$) Range Used in Calculation</th>
<th>Measured Interface 1 (nm)</th>
<th>Measured Interface 2 (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-Bi</td>
<td>300-360</td>
<td>0.4-0.8</td>
<td>140 ± 10</td>
<td>NA</td>
</tr>
<tr>
<td>2-Bi</td>
<td>420-480</td>
<td>0.3-0.7</td>
<td>296 ± 7</td>
<td>NA</td>
</tr>
<tr>
<td>3-Bi</td>
<td>600-660</td>
<td>0.2-0.6</td>
<td>440 ± 10</td>
<td>NA</td>
</tr>
<tr>
<td>1-Tri</td>
<td>740-800</td>
<td>0.1-0.3</td>
<td>160 ± 30</td>
<td>340 ± 40</td>
</tr>
<tr>
<td>2-Tri</td>
<td>740-800</td>
<td>0.08-0.23</td>
<td>300 ± 30</td>
<td>480 ± 40</td>
</tr>
<tr>
<td>3-Tri</td>
<td>1230-1290</td>
<td>0.12-0.22</td>
<td>350 ± 60</td>
<td>580 ± 80</td>
</tr>
</tbody>
</table>

The electric field intensity was calculated over an incident angle range of 48.0-62.0° with a 0.2° step size unless otherwise noted. A 12-nm Yee cell size was used for all calculations. The SSEF was determined by integrating the electric field intensity across the entire thickness of the individual polymer layers. The standard error of the estimate ($s_{est}$), the square root of the average across all angles squared deviation of the experimental data from the SSEF fit, was calculated for each SSEF fit. The lowest $s_{est}$ value provided the best fit between the experimental data and the SSEF fit. For each polymer film, a SSEF fit was individually determined for the PS and PMMA waveguide modes to determine total thickness and interface location(s). Then the average of the PS and PMMA values were calculated. The reported uncertainties in the total thickness and interface location(s) were determined by finding the second-best SSEF fit (the second lowest $s_{est}$) that is shifted by at least 0.2°, the angular resolution for these measurements,
from the best fit to the experimental data. The waveguide mode maximum angle for PS
and PMMA was determined by fitting the SSEF fit to a Lorentzian function and the
standard deviation was determined from the Igor Pro fitting software.

**Results and Discussion**

*Motivation for determining buried interfaces using SA Raman spectroscopy*

Understanding how the electric field varies across the thickness of a bilayer or
trilayer film, as well as with incident angle, is important for understanding the collected
SA Raman signal since the electric field intensity is proportional to the Raman signal.
The measured parameters in the SA Raman data (*e.g.*, peak intensities and waveguide
mode angles) in combination with electric field calculations are used to extract interface
locations from thin bilayer and trilayer polymer waveguide films.

The graphs of the electric field intensity across the polymer samples are shown in
Fig. 1 for selected bilayer (left) and trilayer (right) films. Hereafter, samples will be
referred to with a sample number (1, 2, or 3) and -Bi (for bilayer) or -Tri (for trilayer)
films. The electric field profiles shown in Fig. 1 are calculated using the experimentally
measured polymer thicknesses for four samples: 1-Bi (Fig. 1A), 2-Bi (Fig. 1B), 1-Tri
(Fig. 1C), and 2-Tri (Fig. 1D). All bilayer and trilayer samples are thick enough (≥167
nm) to behave as a waveguide using 532-nm excitation, and clearly show angle-
dependent electric field intensities as expected. Sample 1-Bi has 140 nm of PMMA and
180 nm of PS. Across the angle range of 48.0-62.0° a single waveguide mode is evident,
and the waveguide mode angles are at 54.90° and 55.50° for PS and PMMA,
respectively. The electric field intensity is generated in both the PMMA and PS layers.
However, the electric field intensity distribution varies with the incident angle and does not match the 55% PS polymer composition at all incident angles. For example, 63% of the total electric field intensity is generated in the PS layer at the 54.90° PS waveguide mode angle.

Figure 1: Calculated electric field intensity (square of the electric field) plots as a function of incident angle and distance from the prism/sample interface, which is located at 0 nm. The color scale represents the electric field intensity, and the scale in (A) is the same for all plots. The solid black lines indicate the interface between the polymer layers. The plots show where the electric field intensity is generated within the polymer films as
well as waveguide mode angles. (A) Sample 1-Bi: 140 nm PMMA, 180 nm PS; and (B) sample 2-Bi: 296 nm PMMA, 159 nm PS. (C) Sample 1-Tri: 160 nm top PMMA (closest to the prism), 420 nm bottom PMMA (farthest from the prism); and (D) Sample 2-Tri: 300 nm top PMMA, 310 nm bottom PMMA. The Sample 1-Tri and 2-Tri PS layer thickness is 180 nm. The calculations used a 0.05° step size.

Compared to sample 1-Bi, sample 2-Bi (Fig. 1B) shows an increase in the waveguide mode angle as the PMMA thickness increases to 296 nm and the PS layer thickness decreases to 159 nm. For both the PS and PMMA layers the waveguide mode angle occurs at 55.95°. With the increasing PMMA thickness for sample 2-Bi, there is a decrease in the electric field intensity generated in the PS layer down to 55% compared to the 63% generated in the PS layer for sample 1-Bi.

For the trilayer films shown in Fig. 1C and D, the PS thickness is constant at 180 nm. The total thickness is 770 (1-Tri) and 790 nm (2-Tri). Effectively, the PS layer is farther from the prism interface for sample 2-Tri as the thickness increases for the PMMA layer adjacent to the prism. The trilayer films are thick enough to generate two waveguide modes within this angle range, and they are termed mode zero (at high angles) and mode one (at low angles) as observed in Fig. 1C and D. Fig. S1 (Supporting Information) shows the plots of the calculated electric field intensity as a function of the distance from the prism/sample interface at the PMMA waveguide mode angle for sample 1-Tri, where the purple curve is waveguide mode one (51.95° incident angle) and the orange curve is waveguide mode zero (58.75° incident angle). Similar plots are
obtained at the PS waveguide mode angle. The graphs show that the distribution of the electric field intensity among the polymer layers varies with each waveguide mode.

In sample 1-Tri waveguide mode zero appears at 58.75° for both PS and PMMA layers, and waveguide mode one is at 51.85° for PS and 51.95° for PMMA. Compared to sample 1-Tri, sample 2-Tri waveguide mode zero for PS and PMMA shifts to a higher angle (59.15°), and waveguide mode one for PS and PMMA decreases by 0.95° and 0.85°, respectively. As the PS layer moves further away from the prism interface for sample 2-Tri, there is an 8% increase in the electric field intensity within the PS layer at waveguide mode zero, while there is a 1.5% decrease at waveguide mode one. Similar trends are observed for sample 3-Bi (Fig. S2A (Supporting Information)) and sample 3-Tri (Fig. S3A (Supporting Information)). These representative calculated results suggest it should be feasible to use SA Raman spectroscopy, with a signal that is proportional to the electric field intensity, to measure total film thickness as well as the location of polymer interfaces for both bilayer and trilayer films.

Development of a SA Raman method with iterative fitting for analyzing bilayer polymer films

Fig. 2A shows the SA Raman spectra plotted over an incident angle range of 50.0-60.0° for sample 1-Bi, and Fig. 2B shows a plot of the peak amplitude as a function of incident angle for the PS (1001 cm⁻¹, red circles) and PMMA (812 cm⁻¹, blue circles) peaks. A single broad waveguide mode is measured for PS and PMMA, with waveguide mode angles at 54.86 ± 0.02° for PS and 55.58 ± 0.03° for PMMA. The PMMA amplitude at 812 cm⁻¹ is 2.1× lower compared to the PS amplitude at 1605 cm⁻¹, which is not due to differences in their Raman cross-section ($\sigma_R = 1.0$) or the amount of PMMA.
in the film (there is only 1.2× less PMMA compared to PS in the sample). Rather, there is an enhancement in the PS signal in sample 1-Bi with the amplitude being 69% of the total signal collected. This agrees with the 63% value from the electric field calculations. Overall, the waveguide mode angles and peak amplitudes follow the trends observed in the electric field intensity plot shown in Fig. 1A.

Figure 2: (A and C) SA Raman spectra of PMMA/PS bilayer films plotted on the same color scale shown in A. The color scale represents the SA Raman scattering intensity (Arbitr. Units). (B and D) show plots of the 1605 cm⁻¹ PS and the 812 cm⁻¹ PMMA peak amplitudes as a function of the incident angle. The black lines represent the
best SSEF fit to the experimental data. (A and B) correspond to sample 1-Bi and (C and D) correspond to sample 2-Bi.

SA Raman data for sample 2-Bi (Fig. 2C and D) and 3-Bi (Fig. S2B (Supporting Information)) show the effects of increasing the total thickness. Compared to sample 1-Bi, the PS and PMMA waveguide modes shift to higher angles. The peak amplitudes increase for sample 2-Bi and 3-Bi, and there is an overall decreasing trend in the magnitude of the SA Raman amplitude ratio \( r_{ps} \) as the PMMA layer thickness increases (Table 1). The SA Raman data are well fit by the iterative SSEF calculations (Fig. 2D and Fig. S2B (Supporting Information)).

Fig. 3 shows the thicknesses measured for each of the bilayer films by SA Raman spectroscopy and by profilometry. Overall, the SA Raman measurements properly capture the increasing PMMA layer thickness, and statistically similar PS thicknesses are measured for each of these samples. The interface locations determined by SA Raman spectroscopy (Table 1) are 140 ± 10 (sample 1-Bi), 296 ± 7 (sample 2-Bi), and 440 ± 10 nm (sample 3-Bi). The total thickness and PMMA layer thickness determined by the SA Raman method have an average 4% and 6% difference, respectively, compared to values measured by profilometry. The PS layer thickness has a larger 14% difference compared to the values measured by profilometry. The \( s_{est} \) is used to quantitatively determine how well the SSEF calculations fit the experimental SA Raman data. For sample 1-Bi the \( s_{est} \) for the best fit to the PS and PMMA data are determined to be 0.043 and 0.052, respectively. The \( s_{est} \) of the second-best fit that is shifted by at least 0.2° (the angular resolution of the experimental data) increases to 0.057 and 0.073 (33% and 40% increase).
when the total, PS, and PMMA layer thicknesses change by 10 nm as shown in Fig. S4 (Supporting Information). Increasing the angular resolution used to collect the experimental data and/or reducing the thickness increments used in the iterative calculations should improve the average percent difference between the SA Raman method and profilometry measurements at the cost of increased instrumental and computational time. It is also important to note that the samples measured by profilometry are not the same as those measured by the SA Raman method since profilometry is destructive and can only measure the individual layers prior to forming the bilayer.
Figure 3: (A) Sample 1-Bi, (B) sample 2-Bi, and (C) sample 3-Bi thicknesses measured by the SA Raman method and profilometry. The profilometry measurements are performed on separate films fabricated with the same method used to prepare the samples measured by SA Raman spectroscopy, and assume the thicknesses measured on the
individual layers prior to forming the bilayer are retained in the bilayer. The error bars represent the difference between the best fit and the second-best fit that is shifted by at least 0.2° for two replicate measurements (SA Raman) and the standard deviation from three replicate measurements (profilometry).

*Applying the SA Raman method for analysis of trilayer films*

Trilayer films are prepared by transferring a third PMMA layer onto samples 1-Bi and 2-Bi. The corresponding multilayer films are samples 1-Tri and 2-Tri, and their SA Raman spectra are plotted in Fig. 4A and C. The SA Raman spectra for the trilayer films show similar trends to the electric field intensity plots (Fig. 1C and D). Waveguide mode one shifts by 0.9° to lower angles for both PS and PMMA in sample 2-Tri (Fig. 4D) when the PS layer moves farther from the sapphire prism interface. Data for a third trilayer sample (3-Tri) are shown in Fig. S3 (Supporting Information).
Figure 4: (A and C) SA Raman spectra of PMMA/PS/PMMA trilayer films plotted on the same color scale shown in A. The color scale represents the SA Raman scattering intensity (counts). (B and D) show the plots of waveguide mode one for 1605 cm\(^{-1}\) PS and the 812 cm\(^{-1}\) PMMA peak amplitudes versus incident angle. The black lines represent the best SSEF fit to the experimental data. (A and B) correspond to sample 1-Tri and (C and D) correspond to sample 2-Tri.

For the trilayer films, waveguide mode one is used to fit the data as better agreement with the profilometry measurement is obtained compared to using waveguide
mode zero. This is the result of the smaller angle shifts that occur in thicker films at waveguide mode zero (Fig. 1C and D), and the 0.2\° angle resolution used to collect the experimental data. Considering the best instrumental angle resolution of 0.09\° and a one micron thick film, the smallest thickness change that can be measured using waveguide mode one is approximately 6 nm. The smallest change in thickness that can be measured using waveguide mode zero is 35 nm since it requires a larger change in the thickness to observe a 0.09\° angle shift.

For the trilayer films, the total thickness (1\% average difference), top PMMA (6\% average difference), PS (15\% average difference), and bottom PMMA layer thicknesses (6\% average difference) are comparable to the values measured by profilometry as shown in Fig. 5. The layer thicknesses can be used to calculate the two interface locations (Table 1). Since sample 1-Tri and 2-Tri are made by adding a third layer to sample 1-Bi and 2-Bi, the location of the first interface is the same. The location of this interface as measured by SA Raman spectroscopy is statistically similar for the bilayer and trilayer films.
**Figure 5:** (A) Sample 1-Tri, (B) sample 2-Tri, and (C) sample 3-Tri thicknesses measured by the SA Raman method and profilometry. The profilometry measurements are performed on separate films fabricated with the same method used to prepare the samples measured by SA Raman spectroscopy, and assume the thicknesses measured on
the individual layers prior to forming the trilayer are retained in the trilayer. The error bars represent the difference between the best fit and the second-best fit that is shifted by at least 0.2° (SA Raman) and the standard deviation from three replicate measurements (profilometry).

**Conclusion**

SA Raman spectroscopy of thin polymer films provides chemical content information about individual layers in intact films, is nondestructive, and requires minimal sample preparation. For PMMA/PS bilayer and PMMA/PS/PMMA trilayer waveguide films total thickness and interface locations are determined by fitting the 812 cm\(^{-1}\) PMMA and the 1605 cm\(^{-1}\) PS peak amplitude as a function of incident angle with the SSEF calculations. This technique provides chemical content information from multilayer polymer systems with total thicknesses and interface locations with an average 8% (bilayer) and 7% (trilayer) difference when compared to profilometry. This method can be easily applied to a variety of multilayer polymer systems provided each component has at least one distinct Raman peak and a known (or measurable) refractive index and Raman cross section at the excitation wavelength. The SA Raman spectroscopy method of analysis for multilayer polymer waveguide films will be useful for *in situ* measurements for samples ranging from tandem organic/inorganic hybrid energy storage and capture devices to multilayer plastic films used in packaging.
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**Supporting Information**

**Figure S1:** Calculated electric field intensity as a function of the distance from the prism/sample interface for sample 1-Tri. The purple curve corresponds to waveguide mode one at 51.95° and the orange curve corresponds to waveguide mode zero at 58.75°. The vertical black lines represent the interface locations.
Figure S2: (A) Calculated electric field intensity (color scale) as a function of distance from sapphire prism interface and incident angle for sample 3-Bi. The horizontal black lines represent the PMMA/PS and PS/Air interfaces. The bilayer consists of 440 nm of PMMA and 189 nm of PS. (B) SA Raman spectra plotted as a function of incident angle, where the color scale represents the Raman intensity in counts. (C) shows the peak amplitude as a function of incident angle for the 812 cm\(^{-1}\) PMMA peak (blue circles) and the 1605 cm\(^{-1}\) PS peak (red circles) for sample 3-Bi. The error bars represent two replicate measurements. The SSEF fit that minimized the standard error of the estimate \(s_{est}\) between the experimental data are shown as black lines.
Figure S3: (A) Calculated electric field intensity (color scale) as a function of distance from sapphire prism interface and incident angle for sample 3-Tri. The horizontal black lines represent the PMMA/PS, PS/PMMA, and PMMA/Air interfaces. The trilayer film is 1263 nm thick with a 230 nm PS layer. The top PMMA layer is 350 nm, while the bottom PMMA layer is 680 nm thick. (B) SA Raman spectra plotted as a function of incident angle, where the color scale represents the Raman intensity in counts. (C) shows the peak amplitude as a function of incident angle for the 812 cm$^{-1}$ PMMA peak (blue circles) and the 1605 cm$^{-1}$ PS peak (red circles) for sample 3-Tri. The error bars represent two replicate measurements. The minimized standard error of the estimate ($s_{est}$) SSEF fit (black lines) for the SA Raman spectra are shown in the (C).
Figure S4: The peak amplitude as a function of incident angle plots for 1605 cm\(^{-1}\) (red squares) and 812 cm\(^{-1}\) (blue squares) for one experimental data set of samples (A, B) 1-Bi and (C, D) 1-Tri. The best SSEF fit (black lines) is determined by calculating the standard error of the estimate \(s_{est}\) over the angle range shown. The green line is the second-best fit that is shifted by at least 0.2°, which is the experimental angle step used for collecting the data. The second-best fit for sample 1-Bi and 1-Tri corresponds to a 10 nm (A and B) and a 20 nm (C and D) change in the PS and PMMA thicknesses, respectively.
CHAPTER 5

GENERAL CONCLUSIONS

There is an increasing demand for non-destructive in situ label-free characterization techniques for analyzing thin polymer waveguide films. Current non-destructive and destructive techniques are not capable of simultaneously providing optical, physical, and chemical properties, which are needed for developing and modeling new thin polymer waveguide devices. Thin polymer waveguide film devices are widely used in energy storage and capture devices, microelectronics, food packaging, and biomedical applications. The methods outlined in this dissertation are non-destructive optical-based spectroscopic methods for simultaneously characterizing thin polymer waveguide film’s optical, physical, and chemical properties.

A Fourier transform (FT)-plasmon waveguide spectroscopy (PWR) method can analyze dielectric waveguide films. Polystyrene films’ thicknesses and apparent anisotropic indices of refraction are determined using the FT-PWR method with better precision than destructive techniques like profilometry and atomic force microscopy. FT-PWR can be used to measure a variety of polymer layers, as well as non-polymer dielectric layers making it useful as a label free sensor. Replacing the polymer waveguide with a non-polymer waveguide will allow the FT-PWR method to measure the anisotropic properties of adsorbed analytes in lower concentrations than tradition surface plasmon resonance (SPR) and PWR spectroscopies.
Similarly, a scanning angle (SA) Raman spectroscopy method is developed to simultaneously measure the refractive index, thickness, and chemical content of mixed waveguide polymer films. The SA Raman spectroscopy method does not require smooth gold films and provides chemical content of thin waveguide films compared to the FT-PWR method. The peak ratios from SA Raman spectra of polystyrene-block-poly(methyl methacrylate) (PS-b-PMMA), PS-b-PMMA:PMMA, and two films of poly(2-vinylnapthalene)-block-poly(methyl methacrylate) (P2VN-b-PMMA) are used to calculate the chemical composition (fractional composition) of each mixed waveguide film. SA Raman peak amplitudes (1001 cm\(^{-1}\) PS or 1388 cm\(^{-1}\) P2VN) as a function of incident angle are fit by sum square electric field (SSEF) calculations to extract the thickness of the films. The method provides comparable results to profilometry, and is compatible with any mixed polymer film given there are unique Raman peaks for each polymer. The SA Raman spectroscopy method provides refractive index and thickness values for mixed polymer waveguide films, as well as the chemical content information from films too thin for traditional Raman spectroscopy.

Finally, the SA Raman spectroscopy method is modified to analyze bilayer and trilayer films consisting of PMMA/PS and PMMA/PS/PMMA, respectively. An iterative script that calculates all the possible SSEF fits for a given multilayer film is developed. The multilayer film total thickness and interface locations are extracted by fitting PMMA (812 cm\(^{-1}\)) and PS (1605 cm\(^{-1}\)) amplitudes as a function of incident angle with an axial spatial resolution of 7 to 80 nm. SA Raman spectroscopy and profilometry measurements of the multilayer films are comparable. The method can be easily applied to a variety of multilayer films if the index of refraction is known or measurable.
Future SA Raman spectroscopy work should strive for measuring a variety of mixed and multilayer polymer waveguide films. The SA Raman spectroscopy methods presented in this dissertation will be useful for characterizing “real world” applications. A specific example would be photovoltaic devices, which consist of polymer mixtures and organic-inorganic mixtures fabricated into multilayer structures. The combination of iterative SSEF calculations and SA Raman spectroscopy will be needed for characterizing these photovoltaic devices or other multilayer mixture polymer waveguide films. Another application for future SA Raman spectroscopy experiments will be improving and modifying the methods presented to analyze non-waveguide films (thicknesses $< \frac{\lambda}{2\eta}$). Developing SA Raman spectroscopy into a depth profiling technique will allow for the analysis of nanodomains within thin polymer films.
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Abstract

A scanning angle Raman microscope with 532-nm excitation is reported for probing chemical content perpendicular to a sample interface. The instrument is fully automated to collect Raman spectra across a range of incident angles from 20.50 to 79.50° with an angular spread of 0.4 ± 0.2° and an angular uncertainty of 0.09°. Instrumental controls drive a rotational stage with a fixed axis of rotation relative to a prism-based sample interface mounted on an inverted microscope stage. Three benefits of SA Raman microscopy using visible wavelengths, compared to near infrared wavelengths are: (i)
better surface sensitivity; (ii) increased signal due to the frequency to the fourth power dependence of the Raman signal, and the possibility for resonant enhancement; (iii) the need to scan a reduced angular range to shorten data collection times. These benefits were demonstrated with SA Raman measurements of thin polymer films of polystyrene or a diblock copolymer of polystyrene and poly(3-hexylthiophene-2,5-diyl). Thin film spectra were collected with a signal-to-noise ratio of 30 using a 0.25 second acquisition time.

Introduction

Raman spectroscopy has been used in many fields to identify the chemical composition of diverse samples.\textsuperscript{1-7} Several variants of Raman instruments have been developed, including portable units\textsuperscript{8-10} and imaging systems.\textsuperscript{11,12} Another variant of Raman instruments has the capability to probe interfaces using total internal reflection (TIR) illumination.\textsuperscript{13-26} For these measurements the incident laser is directed at an interface with an incident angle ($\theta_i$) at or above the critical angle ($\theta_c$) as given by Snell’s law: $\theta_c = \sin^{-1} \left( \frac{\eta_{\text{sample}}}{\eta_{\text{prism/objective}}} \right)$, where $\eta_{\text{sample}}$ and $\eta_{\text{prism/objective}}$ are the indices of refraction of the interfacial layers. A typical sample setup for a TIR experiment is shown in Figure 1.
**Figure 1.** Sapphire/polystyrene interface showing transmission and reflection of the incident excitation light (left) below and (right) at or above the critical angle, respectively.

Two layouts to achieve TIR are through the objective and through a high index of refraction prism. Through the objective TIR has the benefit of ease of implementation, but is limited to samples with a low index of refraction (e.g., aqueous) and the exact incident angle is rarely known. In addition, the incident angle for a typical TIR objective is limited to a maximum value in the 67° range. The use of a prism generally presents a greater alignment challenge; however, a high index of refraction prism allows a much wider range of samples to be measured and the angle of incidence is easily determined.

We have previously reported a variation of Raman spectroscopy termed scanning angle (SA) Raman spectroscopy. SA Raman instruments have a controlled and variable incident angle upon a prism/sample interface in the range of around 25 to 75° with a resolution of a tenth of a degree or less. Three distinct regions in the scanned angular range are below, at, and above the critical angle for total internal reflection. Up to a few orders of magnitude enhancement in the Raman signal is measured at the critical angle. At angles greater than the critical angle, the penetration of the evanescent wave into the sample decreases and these angles are suitable for selectively probing the interface. When the sample meets conditions required for a waveguide, spectra collected at angles below the critical angle provide simultaneous information on chemical
content and sample thickness.\textsuperscript{22,23} The pattern of the Raman signal as the incident angle is changed upon a waveguide interface can be correlated to sample thickness.

Excitation wavelength is an important experimental parameter for any Raman spectroscopy experiment. The Raman intensity scales with the excitation frequency to the fourth power, making shorter excitation wavelengths desirable. However, considerations of the spectral background often make longer excitation wavelengths necessary for many Raman experiments. In addition to these considerations, for SA Raman spectroscopy the excitation wavelength affects the predicted angular dependence of the signal. Under TIR, 98\% of the Raman scattering is generated in the sample within a distance $D_{RS}$ (equation 1), which is another important parameter that is dependent on the excitation wavelength ($\lambda$) and incident angle ($\theta_i$).\textsuperscript{26}

$$D_{RS} = \frac{\lambda}{4 \times \pi} \frac{1}{\sqrt{[(\eta_{prism}^2 \times \sin^2 \theta_i) - \eta_{sample}^2]}}$$ (1)

For a sapphire/polystyrene interface, the calculated $D_{RS}$ at a 68° incident angle for 785 and 532-nm excitation wavelengths are 148 and 123 nm, respectively. The $D_{RS}$ at 78° is close to the minimum value that can be achieved with many optical schemes and is 90 nm (785-nm excitation) and 65 nm (532-nm excitation). SA Raman measurements with visible excitation wavelengths are predicted to produce better surface sensitivity with smaller $D_{RS}$ values at large incident angles.

In this study, we report a newly developed 532-nm SA Raman instrument that has the benefits of improved design, increased signal due to the short excitation wavelength and resonant enhancement, and decreased experimental times. The incident angular range, spread and uncertainty have been characterized, and a comparison of excitation
wavelength on the SA Raman signal for several polymer interfaces has been conducted. The instrument will be of use in a variety of fields where interfacial characterization is needed, particularly in applications that benefit from measurements at ambient laboratory conditions.

**Experimental Methods**

*Instrumentation*

The developed instrument can be used for SA Raman imaging or epi-illumination (Figure 2).
Figure 2: (A) Instrument schematic for a 532-nm SA Raman microscope: half wave-plate (WP), beam expanders (BE1, BE2), Leica microscope (LM), aspheric focusing lens (L1), polarization-maintaining single-mode fiber optic (PSMF), fiber collimator (FC), high index prism (P), photo-diode (PD), rotational stages (RS), amplifier (Amp), data acquisition device (DAQ), computer (CPU), collection lens (L2), spectrometer (Spec), and charged-coupled device (CCD). The dashed view is perpendicular to the optical table. (B) Picture of the 532-nm SA Raman microscope. The laser is not shown. Selected items are highlighted in the picture with color-coded boxes to match the schematic.
A single frequency 532-nm laser (Sapphire SF 532 nm 150 mW, Coherent, Santa Clara, CA) set to s-polarization was used for the excitation source. For epi-illumination imaging, the light was directed via a flip down mirror to a 10× beam expander (59-127, Edmund Optics, Barrington, NJ) then the rear port of a DM IRBE microscope (Leica, Wetzlar, Germany). A dichroic mirror (LPD01-532RU-22×27×2.0, Semrock, Rochester, NY) directed the laser to a 10×-magnification 0.25-numerical aperture microscope objective (Leica) that focuses the laser onto the sample plane. For SA Raman imaging, the light was expanded via a 1-3× beam expander (64417, Edmund Optics) to backfill a focusing optic that sends the light into a polarization maintaining single mode fiber (P3-488PM-FC-2, Thorlabs, Newton, NJ). The focusing optic and fiber optic input coupler were mounted on separate translational stages that allow for fine tuning the alignment. The power incident on the fiber was 150 mW and the power exiting the fiber was ~15 mW. A fiber collimator (CFC-2X-A, Thorlabs) at the output end was mounted on a rotational stage (T-RSW60A, Zaber Technologies, Vancouver, British Columbia, Canada) that directs the light with fine control over the incident angles, facilitated by software developed in LabVIEW (version 2010, National Instruments, Austin, TX), onto a 25.4-mm diameter hemispherical sapphire prism (ISP Optics, Irvington, NY) optically coupled to a 25.4-mm diameter 400-μm thick sapphire substrate. The laser spot size was ~75 μm in diameter at the sample interface in the SA mode.

The Raman signal was collected by a 10× objective, directed to a side port on the microscope, and focused onto the entrance of a HoloSpec f/1.8i spectrograph (Kaiser Optical Systems, Ann Arbor, MI) in both the epi-illumination and SA imaging modes. The spectrometer contains a holographic notch filter (532-nm SuperNotch) and a 100-μm
slit (SLIT-100) and grating (HSG-532-LF). The spectra were collected with a charged coupled device (CCD) (Newton 940, Andor Technology, Belfast, UK) with 2048 × 512 pixels and Solis software version 4.23.30002.0 (Andor Technology). Two accumulations were collected to facilitate automatic solar ray removal. Images were generated by raster scanning the sample using a XY-translational stage (ProScan, Prior Scientific, Rockland, MA) with a 35 µm step size.

The reflected light intensity from the prism/sample interface was collected along with the Raman scattering in the SA Raman imaging mode. An amplified photodiode (SM1PD1A and PDA200C, Thorlabs) on a second rotational stage (T-RSW60A, Zaber Technologies) moves in concert with the first rotational stage. The photodiode output voltage was measured with a National Instruments (Austin, TX) NI USB-6221 data acquisition device. Reflectivity measurements were collected at a rate of 1 KHz for 0.5 seconds per angle with an angular-resolution of ~0.005 to 0.05°.

**Sample preparation**

A thin polystyrene film was made by spin coating 50 µL of a 4.4 wt.% solution of polystyrene (Sigma-Aldrich, St Louis, MO) in toluene (Fisher Scientific, Waltham, MA) on a sapphire substrate (Meller optics, Providence, RI) at 3000 RPM for one minute utilizing a W-4A spin coater (Chemat Technology, Inc. Northridge, CA). A diblock copolymer of polystyrene (15 wt.%) and poly(3-hexylthiophene-2,5-diyl) (85 wt.%) film (PS-b-P3HT) was made by spin coating 100 µL of a 5 wt.% solution in chloroform (Fisher Scientific) on a sapphire substrate at 1000 RPM for 40 seconds or 100 µL of a 2 wt.% solution in dichlorobenzene (Fisher Scientific) on a sapphire substrate at 2000 RPM for 40 seconds. Optical contact between the prism and substrate was established with
index matching fluid ($\eta = 1.7800$ Cargille Laboratories, Cedar Grove, NJ). 1.00 and 1.15 wt.% NaCl (Fisher Scientific) solutions were prepared in deionized water from an Easy Pure II purification system (Fisher Scientific).

Data processing and calculations

All data were processed using the software Igor Pro 6.3.2.3 (Wavemetrics, Lake Oswego, OR) or Origin 8.6 (OriginLab, Northampton, MA). Fresnel reflectivity coefficients were calculated and used to fit the experimental reflectivity data to determine the instrumental angular spread and uncertainty.\textsuperscript{29} The calculations allow the incident angle to have a spread of values rather than a discrete angle. MSEF calculations were performed using EM Explorer (EM Explorer, San Francisco, CA). The refractive indices used in all calculations were $\eta_{\text{sapphire}} = 1.76355$, $\eta_{\text{polystyrene}} = 1.59861$,\textsuperscript{31} and $\eta_{\text{air}} = 1.00028$.\textsuperscript{32} Selected Raman peaks were fit to a Gaussian using Igor Pro’s batch-fitting function.\textsuperscript{33} To generate images, spectra collected with the Solis software were processed using Igor Pro to obtain peak amplitude, width, and location. The desired properties were input into MATLAB version 2013b (Mathworks, Natick, MA) to construct images.

Results and Discussion

Characterization of instrument specifications

The goals of this work were to develop a SA Raman microscope based on a simple layout and to demonstrate the benefits of visible excitation wavelength SA Raman spectroscopy by measuring thin polymer films. The SA Raman microscope utilized a fiber optic to direct the laser onto a prism/sample interface (Figure 2). The layout has the advantage of few moving parts; and the ability to compare epi and SA-illumination geometries using a simple flip down mirror. A single rotational stage mounted on the
microscope's translational stage was the only moving part required for collecting Raman
data. A second rotational stage mounted on the opposite side of the translational stage
recorded the reflected light intensity from the interface, which was used for angle
calibration. The instrumental design was compatible with any excitation wavelength. For
this work, a 532-nm laser was utilized.

The parameters that need to be determined experimentally for any SA Raman
instrument include the angular calibration, range, spread, and uncertainty. A summary of
all measured parameters is shown in Table 1.
Table 1. Measured instrumental parameters for the 532-nm SA Raman instrument and calculated values for a sapphire/polystyrene interface.

<table>
<thead>
<tr>
<th>Spectral Range&lt;sup&gt;a&lt;/sup&gt;</th>
<th>150-2460 cm&lt;sup&gt;-1&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incident angle spread</td>
<td>0.4° ± 0.2°</td>
</tr>
<tr>
<td>Incident angle uncertainty</td>
<td>0.09°</td>
</tr>
<tr>
<td>Highest angle</td>
<td>79.50°</td>
</tr>
<tr>
<td>Lowest angle</td>
<td>20.50°</td>
</tr>
<tr>
<td>Values for a sapphire/polystyrene interface (532 nm excitation)</td>
<td></td>
</tr>
<tr>
<td>θ&lt;sub&gt;c&lt;/sub&gt;</td>
<td>65.05°</td>
</tr>
<tr>
<td>ΔD&lt;sub&gt;RS&lt;/sub&gt; range (65.05-79.50°)</td>
<td>1.3 μm-63 nm</td>
</tr>
<tr>
<td>Average ΔD&lt;sub&gt;RS&lt;/sub&gt; near the θ&lt;sub&gt;c&lt;/sub&gt; (65.50-66.00)</td>
<td>7.8 nm</td>
</tr>
<tr>
<td>Average ΔD&lt;sub&gt;RS&lt;/sub&gt; far from the θ&lt;sub&gt;c&lt;/sub&gt; (75.00-79.50)</td>
<td>0.1 nm</td>
</tr>
</tbody>
</table>

<sup>a</sup>lower value limited by notch filter, upper value limited by grating and detector

The angular range and spread were characterized by collecting the reflected light intensities from a sapphire/364 ± 8-nm polystyrene interface. The curve of reflected light intensity was fit using Fresnel reflectivity coefficients. First, the experimental curve was adjusted by 4.77° to overlap with the calculated curve at angles below approximately 30° (Figure 3A). This provides an angular calibration, which was necessary since the input angle in the software does not necessarily represent the true incident angle. There was a rapid drop in the reflected light intensity below 20.50° and above 79.50°, within this range was suitable for data collection. The angular range of this instrument was measured to be 9° larger than a previously reported instrument that utilized 2 translational stages and a galvanometer to control the incident angle of light upon the interface. Next, the angular spread was characterized by fitting the experimental data in the region between 0.5° below to 0.5° above the critical angle. The angular spread in the calculated Fresnel reflectivity coefficients was adjusted until the calculation coincides with extremes.
established by the uncertainty in the reflectivity data (Figure 3B). The angular spread was 0.4 ± 0.2°. This was 2.5° smaller than a previously reported SA Raman instrument. A small angular spread is desirable when measuring and fitting SA Raman signals, as an average signal is obtained across all incident angles. Near the critical angle, the expected enhancement in the Raman signal decreases by 16% and 38% for a 0.4 and 2.9-degree angular spread, respectively.

**Figure 3:** Reflectivity curve from (A) sapphire/364 ± 8 nm polystyrene/air interface (black squares) with a best fit Fresnel reflectivity curve that has a 0.4 ± 0.2° incident angle spread (red curve). (B) Expanded view of (A) near the critical angle with Fresnel reflectivity curves corresponding to an angle spreads of 0.2° (blue curve), 0.4°, and 0.6° (green curve). The signal was collected every 0.05° between adjacent data points.

Since the reflectivity values were used to calibrate the incident angle of the laser upon the interface, the uncertainty in the reflectivity data affects the uncertainty in the
incident angle. This in turn affects the ability to model SA Raman data. The angular uncertainty was measured using dilute NaCl solutions of varying concentration to alter their refractive index (Figure 4A). Three replicate reflectivity measurements for each NaCl solution were averaged and the standard deviations were calculated. The average standard deviation for all reflectivity data was 0.04. Near the critical angle in the reflectivity curves shown in Figure 3B, a 0.04 uncertainty in the reflectivity corresponds to a 0.09° uncertainty in the incident angle. The mean in reported incident angles had a 0.09° uncertainty combined with a 0.4° spread, as discussed above.

Figure 4: (A) Comparison of the reflectivity curves of a 1.00 (black circles) and 1.15 (red circles) wt.% NaCl solution. (B) An expanded view around the critical angles to show the standard deviation.
SA Raman instruments require a precise alignment of the laser's axis of rotation with the center of the hemispherical prism. The sensitivity of the alignment on the resulting data was tested by collecting spectra at a fixed incident angle while translating the stage holding the prism/sample. A uniform 364 ± 8-nm polystyrene film was used, which should generate a uniform Raman intensity. Deviations from a uniform Raman signal were assumed to be a result of misalignment. As shown in Figure 5 there was a ~100 µm oblong region around the center of the prism that yielded the highest signal-to-noise ratio. Outside of this maximal region the signal was decreased by roughly an order of magnitude. The sample translational stage aided in obtaining the optimal alignment in the SA optical path.

**Figure 5:** Images taken in the SA mode of a 364 ± 8 nm polystyrene film depicting the (A) magnitude and (B) an associated signal-to-noise ratio of the ~1000 cm⁻¹ peak. (C)
Raman spectra over the range of signal-to-noise values with corresponding color-coded scheme shown in (B). Raman measurements were collected with an acquisition time of 15 seconds, and a step size of 35 µm.

*Considerations of the excitation wavelength for SA Raman spectroscopy: increased signal.*

In addition to the frequency to the fourth dependence of the Raman signal, possible resonant enhancements are expected to generate larger Raman signals with visible excitation wavelengths. A diblock copolymer film composed of semiconducting thiophene-based P3HT and polystyrene (PS-b-P3HT) was prepared and atomic force microscopy images indicated its thickness was ~65 nm. Thiophene absorbs across the visible region of the electromagnetic spectrum (Figure 6A). For a PS-b-P3HT copolymer film, the thiophene Raman peaks should exhibit resonance enhancement with 532-nm excitation, whereas polystyrene will not.
Figure 6: For a ~65-nm PS-b-P3HT film on sapphire: (A) absorption spectrum; (B) Raman spectrum with a 2.5 second acquisition time; and (C) Raman scattering intensity as function of wavenumber and incident angle with background subtraction and normalization of the signal to the 1455 cm\(^{-1}\) thiophene peak.

The Raman spectrum of the diblock copolymer film collected at a 40° incident angle is shown in Figure 6B. Strong thiophene Raman peaks were measured at 1385 and 1455 cm\(^{-1}\) corresponding to C–C skeletal stretching and C=C ring stretching, respectively. The signal-to-noise ratio of the 1455 cm\(^{-1}\) thiophene peak was 40, and no polystyrene peaks were measured as expected due to a lack of resonant enhancement. The
spectra collected upon scanning the incident angle from 64 to 80° are shown in Figure 6C. The index of refraction of the diblock copolymer is not known. The reflectivity data support the notion that the diblock copolymer, like pure P3HT, has a larger index of refraction than the sapphire prism. Thus, total internal reflection is not achieved at the sapphire/diblock copolymer interface, and the entire film thickness is probed at each angle. The uniform Raman signal at all incident angles is consistent with probing the entire thin film. The signal-to-noise ratio for a 490 ± 60-nm film of the diblock copolymer film was 120 and 40 for 532-nm (18 mW) and 785-nm (90 mW) SA Raman excitation, respectively. The higher signal-to-noise ratio with 532-nm SA Raman excitation is primarily the result of resonant enhancement, although some differences in the instrumental parameters also play a part. The frequency dependence of the Raman signal has been compensated by the laser powers. With both excitation wavelengths, the MSEF calculations for this interface predict an order of magnitude increase in the signal when using SA Raman illumination compared to a 180° back scattering illumination. The improved signal-to-noise ratios with visible excitation wavelengths enable collection times of a fraction of a second for nanometer-thick films.

One limitation to visible-wavelength SA Raman spectroscopy occurs when collecting measurements at a gold interface. Due to the optical properties of gold, excitation with a 785-nm laser generates larger SA Raman signals and enables the measurement of a monolayer with a ~50-nm gold film, whereas no signal was generated using 532-nm excitation (data not shown).
Considerations of the excitation wavelength for SA Raman spectroscopy: decreased scanning angular range.

A graph of predicted Raman intensity (i.e., mean squared electric field (MSEF)) versus incident angle for a polystyrene waveguide film shows narrower features with 532 compared to 785-nm excitation (Figure 7A-C). This means sample thickness can be determined by scanning a narrower range of angles using visible excitation wavelengths, and this reduces experimental time.

**Figure 7:** Comparison of the sum of the mean squared electric field (MSEF) for sapphire/(A) 300-nm, (B) 900-nm, and (C) 1500-nm polystyrene interface for (green) 532 and (red) 785-nm excitation.
In order to demonstrate the ability to measure polymer waveguide thickness using a narrow range of incident angles, SA Raman spectra were collected for a polystyrene film prepared by spin coating a 5 wt.% solution onto a substrate. The Raman spectra were collected every 0.05° over the angular range 55.50 to 68.00° (Figure 8).

**Figure 8**: SA Raman spectra of a 420-nm polystyrene film. The ~1007 cm\(^{-1}\) peak exhibits an angle-dependent signal, as expected for a waveguide. The maximum signal is measured at 59.25°. The critical angle for the interface is 65.0°. The thin film's Raman data (black curve inset) were best modeled (MSEF, red curve inset) to a 420-nm thickness. A 2.5-minute acquisition time was used to obtain a spectrum at each incident angle.

The intensity of the Raman signal varies with incident angle, as expected for a waveguide, and the maximum Raman signal was measured at 59.25°. Matching this experimentally determined maximum with calculations of the mean squared electric
field\textsuperscript{23} within polymer layers of varying thickness, the polystyrene film was measured to be 420 nm (Figure 8). If using 785-nm excitation the maximum in the Raman signal for a 420-nm film was centered at 54.40° and twice the angular range was needed to sufficiently model the data compared to when 532-nm light was used.

Thinner films can be measured as waveguides using visible wavelengths compared to near infrared wavelengths. The minimum polystyrene thickness required to support a waveguide using 532-nm excitation is \~170 nm. At the opposite thickness extreme, polystyrene films greater than 1000 nm require a high angular resolution because of the narrow waveguide peaks (Figure 7). The instrument described herein has the scanning capabilities and angular-resolution to simultaneously measure the thickness and composition at both thickness extremes with second or sub second collection times per spectrum when resonance is achieved, minutes collection time in total for a 40° angular range, and signal-to-noise ratios exceeding 30.

**Conclusions**

An automated visible-wavelength SA Raman instrument was constructed with an angular range of 20.50° to 79.50°, uncertainty of 0.09°, and spread of 0.4° \pm 0.2°. The instrument’s function was demonstrated by measuring thin polymer films. Visible wavelength SA Raman spectroscopy generates better signal-to-noise ratio spectra and the need to scan a narrower range of angles when measuring waveguides compared to the use of infrared lasers. Increased surface sensitivity and signals will make it possible to measure faster kinetics and dynamic events than was previously feasible with SA Raman spectroscopy. In addition, the coupling of resonant conditions to enhance sample
detection without the use of specialized substrates (e.g., plasmon supporting) will prove beneficial in expanding the utility of the technique.
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Abstract

The photostability of bulk heterojunction organic photovoltaic films containing a polymer donor and a fullerene-derivative acceptor was examined using resonance Raman spectroscopy and controlled laser power densities. The polymer donors were poly(3-hexylthiophene-2,5-diyl) (P3HT), poly[[9-(1-octylnonyl)-9H-carbazole-2,7-diyl]-2,5-thiophenediyl-2,1,3-benzothiadiazole-4,7-diyl-2,5-thiophenediyl] (PCDTBT), or poly({4,8-bis[(2-ethylhexyl)oxy]benzo[1,2-b:4,5-b’]dithiophene-2,6-diyl}{3-fluoro-2-[2-ethylhexyl]carbonyl]thieno[3,4-b]thiophenediyl}) (PTB7). Four sample preparation methods were studied: (i) thin or (ii) thick films with fast solvent evaporation under nitrogen, (iii) thick films with slow solvent evaporation under nitrogen, and (iv) thin films dried under nitrogen conditions followed by thermal annealing. Polymer order was assessed by monitoring a Raman peak’s full width at half-maximum and location as a function of illumination time and laser power densities from 2.5×10^3 to 2.5×10^5 Wcm^2. Resonance Raman spectroscopy measurements show that before prolonged illumination PCDTBT and PTB7 have the same initial order for all preparation conditions, while P3HT order improves with slow solvent drying or thermal annealing. All films exhibited changes to bulk heterojunction structure with 2.5×10^5 Wcm^2 laser illumination as measured by resonance Raman spectroscopy, and atomic force microscopy images show evidence of sample heating that affects the polymer over an area greater than the illumination profile. Photostability data are important for proper characterization by techniques involving illumination and the development of devices suitable for real-world applications.
Introduction

Organic photovoltaic devices (OPVs) fabricated from polymer donors and fullerene-derivative acceptors are a promising portable and renewable source of electricity.\textsuperscript{1,2} A common OPV design has a transparent substrate, a transparent anode, anodic buffer layer, an active layer containing a donor mixed with acceptor, a cathodic buffer layer and finally a cathode.\textsuperscript{2} Other designs have been reported.\textsuperscript{2,3} The morphology and order of the active layer affect OPV performance.\textsuperscript{4,5} A bound electron-hole pair (exciton) is created upon absorption of light by the donor. Bulk heterojunction morphology consists of a highly ordered polymer donor with an interpenetrating bicontinuous acceptor structure that helps facilitate the dissociation of an exciton at the interface between the donor and acceptor. Donor/acceptor domains of the size of the exciton diffusion length, typically less than 10 nm, are essential to prevent the majority of the excitons from decaying.\textsuperscript{6} Morphology affects, among other properties, electronic defects (e.g., distortions in the geometry of sp\textsuperscript{2} carbon covalent bonds in \(\pi\)-conjugated polymers’ backbone), charge mobility (i.e., electron transport efficiency), and absorption (e.g., shift to longer wavelengths with increasing polymer order).\textsuperscript{7-9}

Performance metrics for OPV devices typically focus on how efficiently a constructed device converts solar radiation into electricity. Of equal importance is the development of stable OPVs with long operating lifetimes.\textsuperscript{10-18} One reported case showed that OPV stability increases when low molecular weight organic contaminants are removed from the polymer PBDTTTPD (poly[[5-(2-ethylhexyl)-5,6-dihydro-4,6-dioxo-4\(H\)-thieno[3,4-c]pyrrole-1,3-diyl][4,8-bis[(2-ethylhexyl)oxy]benzo[1,2-b:4,5-b’]dithiophene-2,6-diyl]]).\textsuperscript{14} The short-circuit current density of cells stored in dark and
inert conditions drops only 6% after 111 days when size exclusion chromatography is
used to reduce low molecular weight species. Fullerene-based acceptors containing bulky
substituents to suppress crystallinity increased thermal stability. Devices fabricated from
these acceptors can be maintained at 150 °C up to 10 hours without degradation of device
efficiency. In addition to altering the composition of the donor and acceptor, OPVs are
being optimized with different preparation conditions. For example thermal and
solvent annealing can improve device performance for P3HT-based OPVs. Treatment
of the hole transport layer with ultraviolet light is reported to improve OPV stability as a
result of increased wettability and contact with the active layer. These selected
examples may not extend to other systems; degradation mechanisms are known to be
complex and largely material specific.

Raman spectroscopy can be used to measure chemical and structural properties of
the OPV active layer. Reported indicators of order in thiophene-based bulk
heterojunction OPVs are the location and FWHM of the thiophene symmetric stretch. Smaller FWHM or Raman shifts are reported to correspond to an increase in the device
efficiency. Furukawa reported the Raman spectra of powdered and solution P3HT
with maximum intensities at 1450 and 1470 cm\(^{-1}\), respectively. The solution should
exhibit relative disorder while the powder is expected to exhibit relative order. A recent
publication by Wood et al. showed negligible shifts in the thiophene peak maximum with
heating up to at least 140 °C and a shift of approximately 15 cm\(^{-1}\) only after annealing the
film at ~200 °C.

We report photostability measurements of bulk heterojunction thin films prepared
with one of three polymer donors and one of four sample preparation methods using
resonance Raman spectroscopy combined with controlled laser power densities. Raman spectroscopy is ideally suited for these measurements since the changes in the spectra over time simultaneously provide information about the polymer stability and the mechanism of degradation. For example, changes in the Raman peaks can be assigned to specific functional groups and spectral background can indicate changes in luminescence. Many previous Raman studies of OPV films don't report laser power densities or, when reported, used high laser power densities. This may affect the measurement of polymer order through sample heating, degradation or a similar mechanism. Our work provides additional information on the photostability of OPV thin films prepared with different active layer compositions and processing methods, while simultaneously elucidating the effect of laser power density on the measurement of polymer order.

**Experimental Methods**

*Film preparation*

Samples were generated with the strata shown in Figure 1.
Figure 1: At top is a schematic of the sample layout. Raman spectra of samples formed with the donor P3HT, PCDTBT or PTB7 (as indicated by the label and structure) mixed with PC$_{60}$BM. P3HT (180.6 ± 0.7 nm thickness), PCDTBT (180 ± 10 nm), and PTB7 (160 ± 10 nm) films were prepared with solvent evaporation under nitrogen and measured with 2.5×10$^3$ (P3HT) or 5.0×10$^3$ Wcm$^{-2}$ (PCDTBT and PTB7).
All samples were prepared and annealed in a nitrogen environment. First glass substrates coated with a 120 to 160-nm layer of indium tin oxide (ITO) from Delta Technologies were spin coated with poly(3,4-ethylenedioxythiophene) and poly(styrenesulfonate) (PEDOT:PSS) (Clevios™ P VP AI 4083, Heraeus Precious Metals GmbH & Co. KG, Leverkusen, Germany) at 4,000 rpm for 60 s to form a 30 to 40-nm layer. Next, a film of P3HT, PCDTBT, or PTB7 (1-Material, Dorval, Quebec, Canada) mixed with the acceptor PC_{x}BM (x = 60 for P3HT and x = 70 for PCDTBT and PTB7) was formed. The specific film compositions and spin coating parameters are shown in Table 1. Four preparation methods were used with each donor: a slow or fast spin coating speed (which affects the film thickness) with drying under nitrogen, slow spin coating speed with slow solvent evaporation under nitrogen, and a fast spin coating speed with drying under nitrogen followed by thermal annealing for 10 minutes. After initial sample preparation, the PCDTBT and PTB7 samples were stored under vacuum for 24 hours before measurements were performed. The films were removed from the nitrogen environment, and all further analyses were performed at ambient laboratory conditions. The thickness of the films was measured after the Raman spectra were collected with a NewView™ 7100 Profilometer (Zygo, Middlefield, CT).
Table 1: Sample preparation conditions and measured thickness for the samples included in this study.

<table>
<thead>
<tr>
<th>Polymer</th>
<th>Sample</th>
<th>Ratio (^1)</th>
<th>RPM (^2)</th>
<th>Time (s) (^3)</th>
<th>Drying</th>
<th>Thermal annealing</th>
<th>Thickness (nm) (^4)</th>
<th>FWHM (cm(^{-1})) (^5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P3HT</td>
<td>Fast Dry Thick</td>
<td>1:1</td>
<td>600</td>
<td>40</td>
<td>Nitrogen</td>
<td>NA</td>
<td>277 ± 3</td>
<td>34.1 ± 0.7</td>
</tr>
<tr>
<td></td>
<td>Slow Dry Thick</td>
<td>1:1</td>
<td>600</td>
<td>40</td>
<td>Solvent(^6)</td>
<td>NA</td>
<td>278 ± 5</td>
<td>31.3 ± 0.4</td>
</tr>
<tr>
<td></td>
<td>Fast Dry Thin</td>
<td>1:1</td>
<td>1000</td>
<td>40</td>
<td>Nitrogen</td>
<td>NA</td>
<td>180.6 ± 0.7</td>
<td>34.73 ± 0.07</td>
</tr>
<tr>
<td></td>
<td>Fast Dry Thermal Anneal Thin</td>
<td>1:1</td>
<td>1000</td>
<td>40</td>
<td>Nitrogen</td>
<td>100°C; 600 s</td>
<td>170 ± 20</td>
<td>32.2 ± 0.3</td>
</tr>
<tr>
<td>PCDTBT</td>
<td>Fast Dry Thick</td>
<td>1:3.5</td>
<td>600</td>
<td>40</td>
<td>Nitrogen</td>
<td>NA</td>
<td>180 ± 10</td>
<td>22.2 ± 0.6</td>
</tr>
<tr>
<td></td>
<td>Slow Dry Thick</td>
<td>1:3.5</td>
<td>600</td>
<td>40</td>
<td>Solvent(^6)</td>
<td>NA</td>
<td>170 ± 20</td>
<td>22.2 ± 0.3</td>
</tr>
<tr>
<td></td>
<td>Fast Dry Thin</td>
<td>1:3.5</td>
<td>1500</td>
<td>40</td>
<td>Nitrogen</td>
<td>NA</td>
<td>111 ± 8</td>
<td>22.0 ± 0.6</td>
</tr>
<tr>
<td></td>
<td>Fast Dry Thermal Anneal Thin</td>
<td>1:3.5</td>
<td>1500</td>
<td>40</td>
<td>Nitrogen</td>
<td>80°C; 600 s</td>
<td>81 ± 3</td>
<td>22.5 ± 0.8</td>
</tr>
<tr>
<td>PTB7</td>
<td>Fast Dry Thick</td>
<td>1:1.5</td>
<td>600</td>
<td>60</td>
<td>Nitrogen</td>
<td>NA</td>
<td>160 ± 10</td>
<td>20.9 ± 0.8</td>
</tr>
<tr>
<td></td>
<td>Slow Dry Thick</td>
<td>1:1.5</td>
<td>600</td>
<td>60</td>
<td>Solvent(^6)</td>
<td>NA</td>
<td>190 ± 10</td>
<td>21 ± 1</td>
</tr>
<tr>
<td></td>
<td>Fast Dry Thin</td>
<td>1:1.5</td>
<td>1000</td>
<td>60</td>
<td>Nitrogen</td>
<td>NA</td>
<td>114 ± 4</td>
<td>22.1 ± 0.8</td>
</tr>
<tr>
<td></td>
<td>Fast Dry Thermal Anneal Thin</td>
<td>1:1.5</td>
<td>1000</td>
<td>60</td>
<td>Nitrogen</td>
<td>80°C; 600 s</td>
<td>103 ± 6</td>
<td>21 ± 1</td>
</tr>
</tbody>
</table>

\(^1\)Ratio of polymer donor to PC\(_x\)BM acceptor; \(^2\)Spin-coating speeds, rotations per minute; \(^3\)Spin-coating duration; \(^4\)As determined by profilometry; \(^5\)2.5×10\(^3\) Wcm\(^{-2}\); \(^6\)Solvent was 1, 2-dichlorobenzene and 2 hours elapsed during drying under nitrogen.
Spectral measurements

A lab-built Raman microscope based on a DM IRBE platform (Leica, Wetzlar, Germany) with 532-nm laser excitation with a FWHM of 15.8 ± 0.2 cm\(^{-1}\) (Sapphire SF 532 nm 150 mW, Coherent, Santa Clara, CA) was used to perform the Raman measurements. The laser profile was expanded using a 10× beam expander (59-127, Edmund Optics, Barrington, NJ) to backfill a 10×-magnification 0.25-numerical aperture microscope objective (Leica) to achieve a laser spot with a diameter of 1.6 ± 0.2 µm. Laser excitation powers at the sample were 50-5000 µW corresponding to 2.5×10\(^3\) to 2.5×10\(^5\) Wcm\(^{-2}\). The films were illuminated with 1.8×10\(^4\) to 1.8×10\(^6\) suns equivalent of 532-nm laser. The suns equivalent was determined by dividing the laser power density (at 532 nm) by the integrated power density of the sun over all wavelengths. The objective was used to both focus the laser for excitation as well as collect the Raman scattering signal from the epi-direction. The Raman signal was focused with a lens onto a HoloSpec \(f/1.8i\) spectrograph (Kaiser Optical Systems, Ann Arbor, MI) and directed to a charged coupled device (CCD) (Newton 940, Andor Technology, Belfast, UK) with 2048 × 512 pixels.

Raman spectra were obtained at ambient laboratory conditions using Solis software version 4.23.30002.0 (Andor Technology). Collection times between 1 to 150 seconds were used depending on the excitation power to maintain a signal-to-noise ratio in the range of 40 to 75 throughout the measurements. Two collections were performed to facilitate cosmic ray removal. Raman images of P3HT samples were generated with a lab-developed program in LabVIEW (2010 version, National Instruments, Austin, TX) to translate a sample on a XY-stage (ProScan, Prior Scientific, Rockland, MA). A power
density of 2.5×10³ Wcm⁻² was used with a collection time of 15 seconds and a stage movement of 1 µm per step.

Absorption spectra were collected using an Agilent 8453 UV-visible spectrophotometer (Santa Clara, CA). A sample without the active layer was used to collect a blank spectrum.

Data analysis

Raman spectra were analyzed using Igor Pro 6.3.2.3 (Wavemetrics, Lake Oswego, OR) batch-fit function with a Gaussian fit from 1325 to 1525 cm⁻¹ for P3HT and PCDTBT and 1450 to 1550 cm⁻¹ for PTB7. A linear baseline was used in all the fits. The properties of a spectral peak, including full-width at half-maximum (FWHM) and location, were plotted as a function of time for the stability measurements. Luminescence, which appears as background in Raman spectra, was measured in a spectral region without Raman peaks (2000 cm⁻¹).

Results and Discussion

Bulk heterojunction thin film photostability measured with controlled laser power densities and resonance Raman microscopy

The Raman spectra of films containing P3HT:PC₆₀BM, PCDTBT:PC₇₀BM, or PTB7:PC₇₀BM with thicknesses between 160 to 180 nm are shown in Figure 1. (Hereafter, only the polymer donor is used to identify the sample under study and the acceptor is omitted for simplicity.) All three polymer donors have thiophene-based groups in their backbone, and exhibit resonantly-enhanced Raman spectra using 532-nm excitation due to the appreciable absorption at this wavelength (Figure 2).
Figure 2: Absorption spectra for P3HT, PCDTBT or PTB7 samples with the following preparation conditions: thick film with solvent evaporation under nitrogen (black); thick film with slow solvent evaporation under nitrogen (red); thin film with solvent evaporation under nitrogen (blue); and a thin film dried under nitrogen followed by thermal annealing (green). Other sample preparation conditions and thicknesses are shown in Table 1.

The most intense peak in each spectrum was used for subsequent stability measurements. These are the thiophene group at ~1450 cm$^{-1}$ for P3HT,$^{20,31}$ a broad ring stretch spanning the two thiophenes and the benzothiadiazole at ~1447 cm$^{-1}$ for PCDTBT,$^{32}$ and the 3-fluorothiophene group at ~1490 cm$^{-1}$ for PTB7.$^{33}$ The Raman
spectrum of PC_{60}BM and PC_{70}BM has a peak at 1465 cm\(^{-1}\) that is not apparent in any of the spectra shown in Figure 1. This is expected since PC_{60}BM and PC_{70}BM have minimal absorption at 532 nm relative to the polymers, and also have a smaller Raman cross section compared to the polymers.\(^{26}\) Using the same collection parameters, \(\sim 10 \times\) more signal is measured for P3HT compared to PCDTBT and PTB7. The latter two have similar signal intensities. In order to compare spectra with similar signal-to-noise ratios, the acquisition time for all subsequent Raman measurements was increased for PCDTBT and PTB7. This results in a decreased time resolution for photostability studies of these polymers compared to P3HT.

The samples prepared with fast solvent evaporation under nitrogen conditions were illuminated with power densities of \(2.5 \times 10^3\) (P3HT), \(5.0 \times 10^3\) (PCDTBT and PTB7), and \(2.5 \times 10^5\) Wcm\(^{-2}\) while simultaneously collecting Raman spectra to measure the photostability of the films over time (Figure 3).
Figure 3: Raw (A1-F1) and normalized background subtracted (A2-F2) Raman spectra versus illumination time for samples prepared with the indicated donor. The laser power density is listed at the top of each set of graphs. All samples were thick films with solvent
evaporation under nitrogen (Table 1). The raw spectra show changes in peak intensity, including the generation of background luminescence, while the normalized spectra show changes in peak width and location. The color scale is Raman scattering intensity.

The unprocessed spectra (Figure 3, left column) reveal changes in the peak and background intensity. The electronic transitions that occur when using a resonant laser wavelength can generate background luminescence in the Raman spectra. With the same experimental conditions as used to collect data shown in figure 3, no Raman peaks are recorded for a solution of P3HT; the background luminescence dominates the spectrum (data not shown). Background luminescence is decreased and P3HT Raman peaks are measured for P3HT or P3HT:PC_{60}BM solid thin films. The intensity of background luminescence is thus dependent on many properties including the bulk heterojunction structure. Changes in peak widths or locations are best observed in the spectra that have been background subtracted and normalized to the most intense peak in the spectra (Figure 3, right column).

For P3HT, a 33% decrease in the Raman peak intensity and a 38% decrease in luminescence over 112 seconds of illumination with 2.5×10^5 Wcm^-2 is followed by a relatively stable Raman signal and slightly increased background over the remaining illumination time (Figure 3 D1). The decrease in the Raman signal with continuous illumination indicates less P3HT is measured over the analysis time. This could be the result of P3HT photodegradation (i.e., alterations in the chemical structure) or changes to the thickness of the film. Atomic force microscopy (AFM) images of the area illuminated by 2.5×10^5 Wcm^-2 indicate there are morphological changes to the film because of the
laser illumination (Figure S1). Approximately 9% of the polymer is displaced from around the location of illumination to surrounding areas; surprisingly, the area affected is considerably greater than the 1.6 μm diameter spot of the laser profile. This suggests that sample heating occurs, affecting approximately 15 μm diameter spot centered around the illuminated area. The amount of polymer displaced by the laser does not entirely explain the 33% decrease in the Raman signal. Some P3HT photodegradation may be contributing to the initial decrease in Raman signal and background. With 2.5×10^5 Wcm^-2 illumination the peak FWHM increases from 34.3 ± 0.1 to 36.3 ± 0.4 cm^-1 over 600 seconds; the peak location does not change (Figure 3 D2). The polymer that is not displaced by the laser exhibits decreased order as measured by resonance Raman spectroscopy with 2.5×10^5 Wcm^-2 illumination. The increase in luminescence with an onset time of 75 seconds suggests the bulk heterojunction, or mixing of P3HT and PC_{60}BM, may be affected by the illumination or resulting sample heating.

The Raman spectra of P3HT show a 14% decrease in the Raman peak intensity and 22% decrease in luminescence over 600 seconds with 5.0×10^3 Wcm^-2 illumination (Figure 3 A1). Considering the normalized P3HT spectra, there is no meaningful change in the ~1450 cm^-1 peak location and a slight increase in FWHM from 34.1 ± 0.7 to 35.3 ± 0.4 cm^-1 with illumination (Figure 3 A2). No sign of laser-induced changes to the film were visible in optical images after illumination with 5.0×10^3 Wcm^-2. Some amount of polymer displacement and/or photodegradation explain the decrease in Raman signal and luminescence, however, there are minimal changes to the bulk heterojunction structure when studied with the lower power density. This is consistent with work by Manceau et al. that shows high stability with 1 sun (1000 W m^-2) over long exposure times for
thiophene-based donors, and is also consistent with the work by Tromholt et al. that shows low degradation rates for thick P3HT:PCBM films.\textsuperscript{34,35}

The stability of the PCDTBT and PTB7 samples with illumination is fundamentally different compared to the P3HT sample. PCDTBT has a relatively stable Raman intensity, background, peak FWHM, and peak location with $5.0 \times 10^3 \text{ Wcm}^{-2}$ illumination (Figure 3B1-B2). With $2.5 \times 10^5 \text{ Wcm}^{-2}$ illumination, the Raman signal is constant, but there is an evolution of luminescence starting after approximately 200 seconds of illumination and a 2 cm\textsuperscript{-1} increased peak FWHM after 50 s (Figure 3 E1-E2). The AFM image of the illuminated area shows extensive morphology changes to the film with a decrease in polymer thickness localized to the area of illumination (Figure S1).

Interestingly, the 82\% decrease in the AFM height images at the area of illumination does not result in a decrease in the Raman intensity. One possibility for the stable PCDTBT Raman intensity could be due to the localized heating causing the PC\textsubscript{70}BM to phase segregate and migrate, which is known to occur during thermal annealing.\textsuperscript{36} The Raman spectra of PTB7 follow similar trends at all power densities as measured for PCDTBT with a $5.0 \times 10^3 \text{ Wcm}^{-2}$ illumination (Figure 3 C1-C2, F1-F2). Also, the AFM images of PTB7 after $5.0 \times 10^3 \text{ Wcm}^{-2}$ illumination are nearly identical to the P3HT AFM image, both showing an approximately 9\% displacement of the polymer film extending beyond the illuminated area. For both PCDTBT and PTB7, the relatively stable Raman intensity, increased FWHM, and increase in luminescence suggest a less favorable bulk heterojunction structure results with illumination or associated sample heating.

When performing laser-based measurements of thin films the power density should be low enough to avoid influencing the measurement unless photostability is the
property of interest. Laser-based measurements can provide false information as a result of the laser illumination used to generate the data. The laser power and illumination area (i.e., power density) should be considered as well as the duration of illumination. High NA objectives are especially problematic as they focus the light to a small spot and can lead to substantial laser power densities. Power densities of $2.5 \times 10^3$ to $2.5 \times 10^5$ Wcm$^{-2}$ with a $1.6 \pm 0.2$ µm diameter excitation spot size was used in this work (only data for selected, representative power densities have been included in the figures and tables). As discussed above, changes to the films were measured within seconds for P3HT, PCDTBT, and PTB7 at the higher end of the power density range used in this study, which is similar to the $\sim 10^5$ Wcm$^{-2}$ power densities with visible excitation wavelengths that have been used in some Raman studies of polymer order.$^{22,23}$ Recent work indicates that the film thickness can affect degradation rates for a polymer donor.$^{35,37,38}$ Two thickness ranges were included for each polymer donor in the present study; photostability rates may vary for other film thicknesses.

*Bulk heterojunction thin film order and stability as a function of sample preparation method*

Raman measurements were performed to determine the effect of preparation conditions on the polymer order in bulk heterojunction thin films. The peak FWHM was measured with $2.5 \times 10^3$ (P3HT) or $5.0 \times 10^3$ (PCDTBT and PTB7) Wcm$^{-2}$ and a 3.5 second acquisition and illumination time (Table 1). In these studies peak FWHM exhibited greater changes than peak location from one sample to the next. P3HT shows significant changes to polymer order with varying sample preparation methods; this is consistent with other analysis methods.$^{21,39-41}$ The relative order is highest for the film that was
slowly dried by solvent annealing under nitrogen, and decreases for the film that was thermally annealed after drying under nitrogen. The least ordered are the thin and thick films dried under nitrogen without further processing. Figure S2 corresponds to 32×32 µm Raman images generated from FWHM of P3HT spectra measured with a power density of 2.5×10³ Wcm⁻². Each image corresponds to one of the sample preparation methods studied. While the order varies for samples with different preparation conditions, as already discussed, the 0.3 cm⁻¹ standard deviation in the FWHM indicates a high degree of uniformity across a sample. This is expected since the typical P3HT or PCBM domain size measured for samples with similar preparations conditions is reported to be considerably smaller (e.g., nanoscale) than the diameter of the laser spot used to collect the Raman images. Absorption spectra are susceptible to changes in isolated, ordered and disordered phases of P3HT. Peaks at 550 and 600 nm are assigned to ordered phases, while peaks at higher energies correspond to isolated and disordered phases. The Raman FWHM values (Table 1) and absorption spectra (Figure 2), when normalized to account for differences in film thickness, show relative agreement on the degree of polymer order for the P3HT films prepared with different preparation conditions.

In the case of PCDTBT and PTB7 there are no statistically significant differences in the FWHM measured for samples with different preparation conditions (Table 1). Raman spectroscopy measurements show that the PCDTBT film is not affected by thermal annealing at 80°. This finding is supported by neutron reflectivity and grazing incidence wide-angle X-ray scattering measurements that showed thermal annealing at 70° has a negligible effect on PCDTBT order. Consistent with the Raman data,
PCDTBT and PTB7 show minimal changes in their absorption spectra for samples with different preparation conditions when sample thickness is taken into account (Figure 2).

Photostability was tested for each polymer donor and sample preparation method. The Raman spectra collected for the four sample preparation methods and three power densities are shown in Figure 4 for P3HT, Figure 5 for PCDTBT and Figure 6 for PTB7. Qualitatively the Raman spectral changes and luminescence (Figure 7) are similar to the trends that have already been discussed and are independent of sample preparation method for a given polymer donor. A quantitative measure of peak properties was performed for P3HT and PCDTBT (Table 2). The error in measuring the peak locations listed in Table 2 is based on the instrument spectral resolution of 13 cm$^{-1}$. 

Figure 4: An expanded view of normalized P3HT Raman spectra versus illumination time for three laser power densities listed above each set of graphs. Thick film with solvent evaporation under nitrogen (A1-A3), thick film with slow solvent evaporation
under nitrogen (B1-B3), thin film with solvent evaporation under nitrogen (C1-C3), and a thin film dried under nitrogen followed by thermal annealing (D1-D3). The color scale is Raman scattering intensity.
Figure 5: An expanded view of normalized PCDTBT Raman spectra versus illumination time for three laser power densities listed above each set of graphs. Thick film with solvent evaporation under nitrogen (A1-A3), thick film with slow solvent evaporation
under nitrogen (B1-B3), thin film with solvent evaporation under nitrogen (C1-C3), and a thin film dried under nitrogen followed by thermal annealing (D1-D3). The color scale is Raman scattering intensity.
Figure 6: An expanded view of normalized PTB7 Raman spectra versus illumination time for three laser power densities listed above each set of graphs. Thick film with solvent evaporation under nitrogen (A1-A3), thick film with slow solvent evaporation
under nitrogen (B1-B3), thin film with solvent evaporation under nitrogen (C1-C3), and a thin film dried under nitrogen followed by thermal annealing (D1-D3). The color scale is Raman scattering intensity.
Figure 7: Plots of background luminescence measured at 2000 cm$^{-1}$ in the Raman spectra versus illumination time for samples fabricated with the indicated donor. The top three graphs were collected using $5.0 \times 10^3$ W cm$^{-2}$ and the bottom three graphs with $5.0 \times 10^3$ W cm$^{-2}$. The color code for the samples are: thick film with solvent evaporation under nitrogen (black); thick film with slow solvent evaporation under nitrogen (red); thin film with solvent evaporation under nitrogen (blue); and a thin film dried under nitrogen followed by thermal annealing (green). Comparing the results for samples with different preparation conditions, the primary differences in the luminescence intensity is explained by film thickness (Table 1), with the thicker films producing more luminescence than the thinner films in most cases.
Table 2: Raman peak parameters measured at the start of the illumination and after 600 seconds of illumination for samples with the indicated donor, preparation condition, and power density.

<table>
<thead>
<tr>
<th>Polymer</th>
<th>Sample</th>
<th>Power Density (Wcm$^{-2}$)</th>
<th>FWHM (cm$^{-1}$) at $t_0$</th>
<th>FWHM (cm$^{-1}$) at $t_{end}$</th>
<th>Peak Location (cm$^{-1}$) at $t_0$</th>
<th>Peak Location (cm$^{-1}$) at $t_{end}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>P3HT</td>
<td>Fast Dry Thick</td>
<td>$2.5 \times 10^3$</td>
<td>$34.1 \pm 0.7$</td>
<td>$35.3 \pm 0.4$</td>
<td>1454</td>
<td>1452</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$2.5 \times 10^4$</td>
<td>$34.4 \pm 0.2$</td>
<td>$35.1 \pm 0.3$</td>
<td>1453</td>
<td>1449</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$2.5 \times 10^5$</td>
<td>$34.3 \pm 0.1$</td>
<td>$36.3 \pm 0.4$</td>
<td>1452</td>
<td>1449</td>
</tr>
<tr>
<td></td>
<td>Slow Dry Thick</td>
<td>$2.5 \times 10^3$</td>
<td>$31.3 \pm 0.4$</td>
<td>$31.23 \pm 0.09$</td>
<td>1451</td>
<td>1451</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$2.5 \times 10^4$</td>
<td>$31.3 \pm 0.2$</td>
<td>$34.8 \pm 0.8$</td>
<td>1451</td>
<td>1447</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$2.5 \times 10^5$</td>
<td>$32.03 \pm 0.09$</td>
<td>$36.4 \pm 0.5$</td>
<td>1450</td>
<td>1448</td>
</tr>
<tr>
<td></td>
<td>Fast Dry Thin</td>
<td>$2.5 \times 10^3$</td>
<td>$34.73 \pm 0.07$</td>
<td>$34.0 \pm 0.9$</td>
<td>1454</td>
<td>1451</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$2.5 \times 10^4$</td>
<td>$35.4 \pm 0.3$</td>
<td>$37.8 \pm 0.8$</td>
<td>1453</td>
<td>1448</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$2.5 \times 10^5$</td>
<td>$34.1 \pm 0.3$</td>
<td>$36.4 \pm 0.05$</td>
<td>1451</td>
<td>1448</td>
</tr>
<tr>
<td></td>
<td>Fast Dry Thermal Anneal Thin</td>
<td>$2.5 \times 10^3$</td>
<td>$32.2 \pm 0.3$</td>
<td>$32.2 \pm 0.5$</td>
<td>1452</td>
<td>1451</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$2.5 \times 10^4$</td>
<td>$32.6 \pm 0.1$</td>
<td>$36.8 \pm 0.5$</td>
<td>1451</td>
<td>1447</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$2.5 \times 10^5$</td>
<td>$33.6 \pm 0.2$</td>
<td>$36 \pm 1$</td>
<td>1450</td>
<td>1449</td>
</tr>
</tbody>
</table>
Table 3 Continued: Raman peak parameters measured at the start of the illumination and after 600 seconds of illumination for samples with the indicated donor, preparation condition, and power density.

<table>
<thead>
<tr>
<th>Polymer</th>
<th>Sample</th>
<th>Power Density (Wcm$^{-2}$)</th>
<th>FWHM (cm$^{-1}$) at $t_0$</th>
<th>FWHM (cm$^{-1}$) at $t_{\text{end}}$</th>
<th>Peak Location (cm$^{-1}$) at $t_0$</th>
<th>Peak Location (cm$^{-1}$) at $t_{\text{end}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCDTBT</td>
<td>Fast Dry Thick</td>
<td>5.0×10$^3$</td>
<td>22.2 ± 0.6</td>
<td>22.9 ± 0.6</td>
<td>1449</td>
<td>1448</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.5×10$^4$</td>
<td>22.1 ± 0.2</td>
<td>24.0 ± 0.3</td>
<td>1449</td>
<td>1447</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.5×10$^5$</td>
<td>23.0 ± 0.1</td>
<td>25 ± 1</td>
<td>1448</td>
<td>1446</td>
</tr>
<tr>
<td></td>
<td>Slow Dry Thick</td>
<td>5.0×10$^3$</td>
<td>22.2 ± 0.3</td>
<td>23.3 ± 0.4</td>
<td>1449</td>
<td>1448</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.5×10$^4$</td>
<td>22.2 ± 0.2</td>
<td>23.8 ± 0.2</td>
<td>1449</td>
<td>1447</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.5×10$^5$</td>
<td>23.7 ± 0.2</td>
<td>25 ± 1</td>
<td>1447</td>
<td>1446</td>
</tr>
<tr>
<td></td>
<td>Fast Dry Thin</td>
<td>5.0×10$^3$</td>
<td>22.0 ± 0.6</td>
<td>21.8 ± 0.8</td>
<td>1449</td>
<td>1448</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.5×10$^4$</td>
<td>23.0 ± 0.7</td>
<td>26 ± 1</td>
<td>1448</td>
<td>1447</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.5×10$^5$</td>
<td>22.4 ± 0.1</td>
<td>27.3 ± 0.9</td>
<td>1449</td>
<td>1447</td>
</tr>
<tr>
<td></td>
<td>Fast Dry Thermal Anneal Thin</td>
<td>5.0×10$^3$</td>
<td>22.5 ± 0.8</td>
<td>22.9 ± 0.6</td>
<td>1449</td>
<td>1448</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.5×10$^4$</td>
<td>22.9 ± 0.2</td>
<td>24.9 ± 0.2</td>
<td>1448</td>
<td>1447</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.5×10$^5$</td>
<td>26 ± 3</td>
<td>27 ± 2</td>
<td>1451</td>
<td>1447</td>
</tr>
</tbody>
</table>
The background in the PTB7 spectra produced large uncertainties at long illumination times, particularly for the highest power density, and further quantification of peak properties was not performed. Despite having different FWHM values at the start of illumination, the FWHM measured for all four sample preparation methods are statistically similar after illumination with the highest power density for P3HT. This indicates that regardless of the effect of preparation conditions on the initial order, the resulting order after illumination is not dependent on the preparation conditions. This is not true for PCDTBT, which shows a correlation between film thickness and polymer order after illumination at the higher power densities. The two thinnest samples had the greatest relative disorder (FWHM $27.3 \pm 0.9$ and $27 \pm 2$ cm$^{-1}$) measured after illumination for power densities greater than $2.5 \times 10^4$ W cm$^{-2}$.

Conclusions

Laser-based studies of P3HT, PCDTBT, and PTB7 using high laser power densities can degrade the morphology or bulk heterojunction structure, which will invalidate the results of the study. This work highlights power densities and exposure times that lead to reliable resonance Raman measurements of polymer order, which varies with preparation conditions for P3HT but not PCDTBT or PTB7. Also, the measured photostability varied for P3HT, PCDTBT and PTB7. The photostability after prolonged illumination with the highest power density was not significantly different for the sample preparation conditions studied for P3HT; however, PCDTBT may exhibit a thickness dependent stability with illumination. This information can be used to design more stable devices, with the end goal of OPVs suitable for a range of real-world applications.
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Supporting Information

Optical and AFM Images (Figure S1)

Atomic force microscopy (AFM) images (25×25 μm) were collected in contact mode on a Dimension ICON from Bruker (Santa Barbara, CA, USA). A Bruker sharp nitride lever AFM probe was used with a spring constant of 0.06 N/m. Standard optical bright-field microscopy was used to collect 2x-magnification optical images of the illuminated regions.

**S1**: Optical (left column) and AFM height (right column) images of the 600 RPM slow dry P3HT (top), PCDTBT (middle), and PTB7 (bottom) samples after illumination with a power density of 2.5×10^5 Wcm^{-2} for 600 seconds. The optical and AFM images were
collected at approximately the same sample location. The color scale bars for the AFM images are different due to the varying thickness of each film (as reported in Table 1) and the amount of polymer displaced by the laser beam.

S2: Raman images of the P3HT film with the outline color coded to the preparation conditions: thick film with solvent evaporation under nitrogen (black); thick film with slow solvent evaporation under nitrogen (red); thin film with solvent evaporation under nitrogen (blue); and a thin film dried under nitrogen followed by thermal annealing (green).
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Abstract

P3HT (poly (3-hexylthiophene)) has been widely used as a donor in the active layer in organic photovoltaic devices. Although moderately high-power conversion efficiencies have been achieved with P3HT-based devices, structural details, such as the orientation of polymer units and the extent of H- and J-aggregation are not yet fully understood; and different measures have been taken to control the ordering in the material. One such measure, which we have exploited, is to apply an electric field from a Van de Graaff generator. We used fluorescence (to measure anisotropy instead of
polarization, which is more commonly measured) and Raman spectroscopy to characterize the order of P3HT molecules in thin films resulting from the field. We determine preferential orientations of the units in a thin film, consistent with observed hole mobility in thin-film-transistors, and observe that the apparent H-coupling strength changes when the films are exposed to oriented electrical fields during drying.

**Introduction**

Π-conjugated polymers (π-CP) have been of considerable interest and applicability since their discovery. The combination of the properties of metals and semiconductors, mechanical properties such as tensile strength, ductility, etc., and the ease of processing gives these materials a very important role in the development of organic photovoltaic (OPV) devices. Among the polymers used for solar cells, P3HT (poly (3-hexylthiophene)), is the most extensively studied. The efficiency of P3HT-based solar cells typically lies in the range of 4-6 %; and in similar polymers, such as poly[[4,8-bis[(2-ethylhexyl)oxy] benzo [1,2- b:4,5-b']dithiophene-2,6-diyl] [3-fluoro-2-[(2-ethylhexyl) carbonyl] thieno [3,4-b thiophenediyl]] (PTB7), an efficiency as high as ~10% has been achieved.

The two main challenges that P3HT-based solar cells face are: (1) poor overlap between the absorption spectrum of P3HT and the solar spectrum; and (2) structural defects. The first can be somewhat alleviated by making the film thicker, ensuring sufficient absorption of solar light. On the other hand, owing to the small exciton-diffusion length and the large charge-transfer radius (4.8 to 9 nm), excitons reach interfaces by swift delocalization in P3HT domains instead of by diffusion. Disorder in the polymer matrix, however, limits the carrier mobility. Studies directed towards
 reducing structural disorder and, thus, increasing carrier mobility are fundamental to enhancing the efficiency of these materials. Thermal annealing,\textsuperscript{11-13} solvent annealing,\textsuperscript{14,15} slow growth,\textsuperscript{16} epitaxy,\textsuperscript{17} and the use of shear forces,\textsuperscript{18,19} high boiling solvents\textsuperscript{20,21} and solvent additives\textsuperscript{22,23} have been explored as a means to attenuate the problem. Electric fields have previously been used to align\textsuperscript{24} or to generate a particular morphology of nanomaterials.\textsuperscript{25} There are also a few reports in the literature concerning the orienting of P3HT “nanofibers” in microchannels by the field between two electrodes.\textsuperscript{26,27} Attraction of the P3HT solution towards the cathode is believed to be a result of the generation of positive charge in the nanofibers owing to solvent-P3HT interaction preceding their alignment.\textsuperscript{26,28}

There is not, however, any report concerning the orientation of P3HT polymer units using a unipolar electric field while the polymer solution is spin coated on an ITO substrate. To date, studies have only been performed on P3HT nanofibers (\textit{i.e.}, crystalline phases). As there is a possibility of forming amorphous phases in addition to crystalline phases while the film is drying, there is the possibility of orienting the polymer units in the both phases and producing a concomitant change in charge mobility.\textsuperscript{29} In other words, it is possible that the orientation of the P3HT polymers in the amorphous phases can also play a role irrespective of crystallinity itself, which has previously been studied in a microchannel.\textsuperscript{26,27} While crystallinity can, of course, provide strong orientational effects, it is important to note that the carrier diffusion length in P3HT is very small (less than 2 nm\textsuperscript{9,30,31}) and that amorphous character may be helpful in connecting nanocrystalline domains. Thus, understanding the molecular ordering of P3HT is critical when using these thin films as active layers in various electronic devices.
Here we investigate the use of steady-state and time-resolved fluorescence anisotropy along with polarized Raman spectroscopy to characterize the orientation of the polymer units. (Although several reports have appeared in the literature using polarization to investigate ordering of P3HT nanofibers,26,27,32 our study is the first to measure the anisotropy, a quantitative measure of orientation, as rigorously defined below in equation 1.) Consistent with our anisotropy measurements, we observed an enhancement of in-plane charge mobility in the films exposed to an electric field.29

Barnes and coworkers have studied P3HT nanofibers with polarized time- and wavelength-resolved fluorescence microscopy.33 They showed that the dominant inter-chain exciton coupling (H-aggregation) in low-molecular-weight nanofibers changes to predominantly intra-chain coupling (J-aggregation) for high molecular-weight nanofibers.33 In thin films, P3HT remains a weakly coupled H-aggregate,34,35 although varying amounts of inter- and intra-chain coupling can be observed depending on the molecular weight, processing conditions, and other parameters.36 We show that an applied electric field can change the effective coupling strength in the polymer and that these orientational changes can be effectively probed by spectroscopic techniques using polarized light.

**Experimental Section**

**Solution preparation**

Neat P3HT (92% regio-regular) with molecular weight 70 kDa (1-Materials, Inc., Dorval, Québec, Canada) was dissolved in 1, 2-dichlorobenzene (DCB) with a dilution of 20 mg/ml. The solutions were stirred at 850 rpm on a hot plate at 50°C and then filtered.
Substrate preparation under an E-field

Indium tin oxide (ITO)-coated glass slides (25-mm × 25-mm) (Delta Technologies, Loveland, CO) were cleaned following the method described by Chaudhary et al.\textsuperscript{37} The solution-processed π-CP based films were subjected to an electric field immediately after they were formed by spin coating at 500 rpm for 40 s while they were still wet. This was accomplished by placing the coated substrates around a Van de Graaff dome in three different orientations: 0°, 45°, and 90° relative to the normal of the surface of the dome (Figure 1). The field strength was approximately 5.88 kV/m at the surface of the generator's dome, and the films were kept at a distance of approximately 1 cm from the surface of the dome. Furthermore, the degree of crystallinity in our P3HT films has been calculated following the procedure described by Hashimoto and co-workers\textsuperscript{38}: a value of 39% is obtained (Figure S1).

\textbf{Figure 1:} Diagram of the Van de Graaff electric-field generator, showing the sample placement and directions of the electric field relative to the sample. Also included is the structure of P3HT.
Steady-state fluorescence measurements: excitation anisotropy

These were performed with a Spex Fluoromax-4 with a 4- or 5-nm excitation and emission bandpass and corrected for lamp spectral intensity and detector response. The steady-state spectra were collected using a front-faced orientation. Glan-Thompson polarizers were appropriately placed before and after the sample. A 550-nm long-pass filter was used to eliminate scattered light. Excitation spectra were collected with a 720 ± 5-nm interference filter. To obtain the excitation anisotropy spectra, the films were excited with vertically polarized light, and emission polarized both parallel and perpendicular to the excitation polarization was collected. The anisotropy \( r \) was computed as\(^{39,40}\):

\[
\mathcal{r} = \frac{I_{||} - I_{\perp}}{I_{||} + 2I_{\perp}} \tag{1}
\]

Note that the anisotropy, as defined in equation 1, differs from a frequently used quantity, the polarization, by the presence of the 2 in the denominator. The factor of two normalizes the difference in \( I_{||} \) and \( I_{\perp} \) to the excited-state lifetime of the fluorophores, since the denominator in equation 1 is proportional to the excited-state lifetime.\(^{39,40}\) More importantly, the anisotropy is rigorously defined to have values such that \(-0.2 \leq r \leq 0.4\).\(^{39}\) These limits on the value of \( r \) provide an invaluable means for gauging the precision of the experimental measurement: *e.g.*, the quality of the polarizers employed and whether they are properly aligned parallel or perpendicular to each other; the optical quality of the sample (scattering can provide spurious results); and the wavelength dependence of the grating and optics of the spectrometer.

Because the grating and optics of a monochromator may be sensitive to polarization, a correction factor must also be determined. Such a factor, \( g \), is obtained by
taking the ratio of two spectra of a dye in solution. (Here we used ATTO 655 in water, as its absorption and emission spectra overlapped those of P3HT). Insofar as the dye can be freely rotating on the time scale of the measurement, $I_{\parallel}$ and $I_{\perp}$ should be identical, regardless of the excitation polarization. Any differences in $I_{\parallel}$ and $I_{\perp}$ must thus be attributed to the monochromator and detection optics. As discussed in our previous work and that of other groups, the steady-state anisotropy, corrected for instrumental polarization dependence, is thus given by:

$$r = \frac{I_{VV} - g I_{VH}}{I_{VV} + 2g I_{VH}}$$  \hspace{1cm} (2)

Where the notation $I_{VV}$ indicates fluorescence obtained using excitation light polarized vertically to the plane of the table and collected vertically to the plane of the table. $I_{VH}$, similarly, indicates vertical excitation and horizontal collection. The correction factor is given as: $g = \frac{I_{HV}}{I_{H,H}} = \frac{I_{VV}}{I_{V,H}}$. Measurements were repeated at least three times. The optical system was optimized by comparing results with those obtained from the excitation anisotropy of hypericin, which emits in the same region and which we had reported previously.

Time-resolved fluorescence measurements

These were obtained with the time-correlated, single-photon counting (TCSPC) technique. The apparatus for time-correlated, single-photon counting is described elsewhere. Our system provides an instrument response function whose full-width at half-maximum (FWHM) is ~40-50 ps. Experiments were performed in a front-faced orientation. Crossed polarizers provided an extinction of $10^5$. An interference filter at 720 ± 5 nm was used to collect photons, to be consistent with the steady-state measurements.
Fluorescence lifetimes were measured with a polarizer oriented at “the magic angle,” 54.7° to the vertical in order to prevent depolarizing events from skewing the measured fluorescence lifetime.46 For each sample, fluorescence lifetime and anisotropy decays were measured at three random locations on the sample. Fluorescence decays were best fit to two decaying exponentials, after deconvolution with the instrument response function. The time-dependent anisotropy, $r(t)$, was constructed using the equation 1 and was well described by a single-exponential decay. The parallel and the perpendicular traces were collected for equal amounts of time, during which the incident excitation power remained constant. This resulted in the overlap of the “tails” of the parallel and perpendicular traces at sufficiently long times, thus obviating the need for “tail matching.”40,44

Raman measurements

All Raman spectra were collected using a lab-built microscope system (Leica, Wetzlar, Germany) with a 532-nm laser excitation (Sapphire SF 532-nm 150 mW, Coherent, Santa Clara, CA) after the fluorescence measurements were completed. The laser beam was expanded with a 10× beam expander to backfill a 10× Leica microscope objective with a 0.25 numerical aperture. The laser spot size after the objective was 1.6 ± 0.2 µm. The objective was used for focusing and collecting the Raman scattering from the epi-direction and then directed to a side port on the microscope where it was focused onto an f/1.8i HoloSpec spectrograph (Kaiser Optical Systems, Ann Arbor, MI). A Newton 940 (2048 × 512 pixels) charged-coupled device (CCD) was used to detect the Raman signal (Andor Technology, Belfast, UK).
Raman spectra were collected at 5 various locations from the center of each P3HT film under ambient laboratory conditions. An XY translation-stage (ProScan, Prior Scientific, Rockland, MA) controlled by a lab-developed LabVIEW program (2010 version, National Instruments, Austin, TX) was used to move 1 mm to each new location. The spectra were collected for 10 s with 2 accumulations and illuminated with $1.09 \times 10^4$ W/cm$^2$, which is a low enough power density to avoid film degradation. Two accumulations were used in order to remove cosmic rays.

Polarized Raman spectra were also collected on the P3HT films from the center of the film. The excitation polarization was controlled by a half-wave plate, and was set to s-polarization. A linear polarizer was placed at the side port of the microscope to collect either s- or p-polarized Raman scattering. A second linear polarizer set 45° to the collection polarizer was placed before the spectrometer to correct the spectrometer response function. The ratio of the scattered light intensity with the detection polarizer set to p ($I_p$) to the intensity with the detection polarizer set to s ($I_s$) was calculated. Benzene was used to test the instrument setup ($I_p/I_s = 0.035 \pm 0.009$ at $991$ cm$^{-1}$, $0.77 \pm 0.02$ at $1171$ cm$^{-1}$ and $0.783 \pm 0.009$ at $1588$ cm$^{-1}$), and similar ratios were obtained to those found in literature. The polarized spectra were collected for 30 s with 2 accumulations at a power density of $1.32 \times 10^4$ W/cm$^2$.

Igor Pro 6.36 (Wavemetrics, Lake Oswego, OR) was used to correct for background and to analyze the Raman spectra. The spectra were fit with a linear baseline and to a Gaussian function from 1250 to 1550 cm$^{-1}$ with Igor Pro’s batch fitting macro. The full-width at half-maximum (FWHM) and peak amplitudes were extracted from the fits.

**Results and Discussion**
**Steady-state fluorescence measurements**

Spano, Barnes, and coworkers have shown that two vibronic transitions in the steady-state fluorescence spectra of P3HT are exquisitely sensitive to the state of aggregation of the polymer chains: the 0-0 transition at \(~650\) nm and the 0-1 transition at \(~720\) nm.\(^{50}\) In particular, the ratio between the intensities of these bands (\(S_r = I_{0-0}/I_{0-1}\)) is indicative of the resultant H-coupling strength in the polymer chain.\(^{51}\) In H-aggregation, the Columbic interaction arising from the side-by-side stacking of the chromophores between the chains of the crystalline films is suggested to suppress the 0-0 transition, yielding \(S_r < 1\).\(^{51}\) In contrast, in J-aggregation, the head-to-tail conformation of chromophores is suggested to enhance a one-dimensional intrachain interaction, increasing the intensity of the 0-0 band, yielding \(S_r > 1\).\(^{51,52}\) In addition, emission spectra exhibit red shifts for H-aggregation; blue shifts, for reduction of effective H-aggregation strength.

Polarized emission spectra of neat P3HT films are presented in Figure 2. The results are summarized in Table I. For emission collected parallel to the excitation polarization (Figure 2a), the 0-0 peak of the normalized steady-state spectra decreased with increasing angle of the applied E-field, and was always less than 1. Such low values of \(S_r\), coupled with the spectral red-shift with increasing E-field angle, suggest H-aggregation. In contrast, for emission collected perpendicular to the excitation polarization, \(S_r\) was consistently higher than for the parallel case. This suggests an decrease of apparent H-coupling strength, which is consistent with the attendant spectral blue shift with E-field angle (Figure 2b).\(^{53}\) Thus, the polarized emission spectra are sensitive to the extent of H- and J-aggregation of the film, induced by the applied electric
field. The values of excitonic coupling \((J_0)\) in the different films are also given in Table I.\(^{53,54}\)

**Figure 2:** Polarized fluorescence emission spectra of P3HT thin films: (a) emission parallel, and (b) perpendicular to the polarization of the 520-nm excitation beam. The spectra are normalized at the 0-1 vibronic transition. \(S_r = \frac{I_{0,0}}{I_{0,1}}\). For (a) \(S_r = 0.81, 0.77, 0.76\) and 0.89 for angles of 0°, 45°, and 90° and for the control (\(E = 0\)), respectively. Changing the electric field orientation from 0° to 90° decreases \(I_{0,0}\), and hence \(S_r\), as indicated by the direction of the vertical arrow. This change in electric field also induces a red shift in the spectra, as indicated by the direction of the arrow. For (b) \(S_r = 0.98, 0.88, 0.85,\) and 0.71, for angles of 0°, 45°, and 90° and for the control (\(E = 0\)), respectively. From reference (\(E = 0\)) film to the films exposed to E-field, \(I_{0,0}\) increases, and hence \(S_r\), as indicated by the direction of the vertical arrow. This change in electric field also induces a blue shift in the spectra, as indicated by the direction of the arrow. (The orientation of the polarizers with respect to the electric field is given in Figure S2 for further clarification.)
Table I: Ratio of the Intensity of the Emission of the 0-0 to 0-1 Vibronic Bands of P3HT, Sr, as a Function of Electric Field Orientation for Emission Collected Parallel and Perpendicular to the Excitation Polarization.\(^a\)

<table>
<thead>
<tr>
<th>Sr, parallel</th>
<th>Sr, perpendicular</th>
<th>(J_0) (cm(^{-1}))(^b)</th>
<th>Electric field angle (\circ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.89 ± 0.02</td>
<td>0.71 ± 0.01</td>
<td>267</td>
<td>No field (E = 0)</td>
</tr>
<tr>
<td>0.81 ± 0.01</td>
<td>0.98 ± 0.02</td>
<td>307</td>
<td>0°</td>
</tr>
<tr>
<td>0.77 ± 0.01</td>
<td>0.88 ± 0.02</td>
<td>273</td>
<td>45°</td>
</tr>
<tr>
<td>0.73 ± 0.01</td>
<td>0.85 ± 0.02</td>
<td>288</td>
<td>90°</td>
</tr>
</tbody>
</table>

\(^a\) Data summarized from the polarized fluorescence spectra presented in Figure 2.

\(^b\) The excitonic coupling, \(J_0\) is calculated using the equation, \(J_0 = J_{k=0}/2\), where the excitonic shift of the \(k = 0\) exciton (\(J_{k=0}\)) is given by:

\[
\frac{J_{0-0}}{J_{0-1}} = \left(1 - 0.48 \frac{\omega_{k=0}}{\omega_0}\right) \frac{(1+0.146 \frac{\omega_{k=0}}{\omega_0})^2}{(1-0.48 \frac{\omega_{k=0}}{\omega_0})^2}.
\]

\(^c\) Angles are defined for the applied electric field (E ≠ 0) as described in Figure 1.

Several optical methods have been used for studying the orientation of units in polymers, for example: polarized UV-Vis absorption,\(^{17,26}\) polarized electroluminescence,\(^{32}\) and polarized emission.\(^{55}\) We note, however, that while these orientational measurements often are discussed in terms of the “anisotropy” of the sample, the anisotropy is not measured in the sense of equation 1. Because simple polarization measurements are not subject to theoretical upper and lower bounds, this renders comparisons between different experiments difficult. A good example of this difficulty is an attempt to compare our results with those of Lobov et al.\(^{26}\)
are differences in the methods of sample preparation (we subject P3HT films to an electric field while they are drying; they place a P3HT nanofiber solution between two electrodes), nevertheless, we only use an electric field of 5.88 kV/m while they use a field of 600 kV/m. One would expect the higher field strength to yield a greater degree of orientation, but they report very small orientational effects. It is difficult to determine the origin of this discrepancy because of the arbitrariness which simple polarization measurements are subjected to.

Also, while polarized absorption provides some information that is comparable to our fluorescence anisotropy measurements, absorption is much more subject to artifacts arising from scattering in solid samples. Scattering can become even more problematic in very heterogeneous samples. Polarized electroluminescence is limited to semiconductor materials, and it does not address the possibility of losing anisotropy in other processes, such as molecular rotation and coupling between chromophores. Also, a nonuniform electric field, an anisotropic distribution of trap states, and molecular reorientation will directly alter the electroluminescence intensity. Finally, while emission anisotropy is a powerful tool (especially if time-resolved data are acquired and if care is taken to quantify rigorously the anisotropy) it is most useful when coupled with the excitation anisotropy.

**Figure 3 (right ordinate)** presents the fluorescence excitation spectrum (with parallel orientation of excitation and emission polarizers) of a P3HT film in the absence of an applied electric field. The maximum of the 0-0 transition is ~615 nm. The fluorescence excitation anisotropy spectra, constructed as described above, of P3HT films prepared at angles of 0°, 45°, and 90° with respect to the E-field, are presented in **Figure**
In all cases, the anisotropy decreases from 0.35-0.40 (0.40 being the theoretical maximum\textsuperscript{39}) at the reddest edge of the excitation spectrum (~690 nm), to 0.10-0.17 at the bluest part of the excitation spectrum that we excited (400 nm). Our ability to attain an anisotropy near the theoretical upper limit confirms the proper alignment of our apparatus and good extinction of the excitation and analyzer polarizers. Most importantly, however, there is a clear and reproducible decrease in the anisotropy of the entire spectrum in going from an angle of the applied electric field of 0° to 90°. The lowest values of the anisotropy occur when there is no applied electric field. Thus, the 0°-film exhibits the maximum anisotropy, that is, preferential orientation of the polymeric units in the plane parallel to the substrate. This is consistent with measured hole mobility in P3HT-based transistors, which showed an enhancement: 12.1×10\textsuperscript{-3} cm\textsuperscript{2} V\textsuperscript{-1} s\textsuperscript{-1} for the 0°-film, as opposed to 7.13×10\textsuperscript{-3} cm\textsuperscript{2} V\textsuperscript{-1} s\textsuperscript{-1} for the film that was not exposed to electric field.\textsuperscript{29}

\textbf{Figure 3:} Fluorescence excitation spectrum of a P3HT film collected with parallel orientation of excitation and emission polarizers) (dotted curve, right ordinate).
Fluorescence excitation anisotropy of P3HT films prepared under different orientations of the applied electric field (left ordinate). $\lambda_{em} = 720$ nm.

**Time-resolved fluorescence measurements: fluorescence lifetime and anisotropy decays**

Time-resolved polarized emission of P3HT films is presented in Figure 4. The parameters for the decay of the fluorescence lifetime and anisotropy of the P3HT films are summarized in Table II. The average fluorescence lifetimes are 0.30, 0.25, 0.32, and 0.28 ns for the films made with E-field at $0^\circ$, $45^\circ$, $90^\circ$, and with no E-field, respectively. Time-resolved anisotropies of the films yield $r(0)$ values, that is, the anisotropies at $t = 0$, similar to those obtained from the steady-state measurements (Table II), as expected. This result provides another check on the accuracy of the steady-state anisotropy measurements presented in Figure 3. The fluorescence depolarization times, i.e., the decay of the anisotropy, are on the order of a nanosecond. This is not attributed to rotational motion of the polymer film but rather to electronic coupling between the chromophores in the polymer, for which there is precedent for organic molecules.$^{44,56}$
Figure 4: Time-resolved polarized emission of P3HT films prepared under (a) 0°, (b) 45°, (c) 90°, (d) and E = 0 with the emission polarizer parallel to the excitation polarizer (black), and the emission polarizer perpendicular to the excitation polarizer (gray). $\lambda_{ex} = 425 \pm 10$ nm, and $\lambda_{em} = 720 \pm 5$ nm.
Table II: Fluorescence Anisotropy Parameters for Oriented P3HT Films ($\lambda_{ex} = 425$ nm and $\lambda_{em} = 720$ nm).

<table>
<thead>
<tr>
<th>E-field direction a</th>
<th>$r_0^b$</th>
<th>$r(0)^c$</th>
<th>$\tau_D$ (ns) c</th>
<th>$\tau_F$ (ns) d</th>
</tr>
</thead>
<tbody>
<tr>
<td>0˚</td>
<td>0.17 ± 0.01</td>
<td>0.18 ± 0.02</td>
<td>1.6 ± 0.4</td>
<td>0.30 ± 0.05</td>
</tr>
<tr>
<td>45˚</td>
<td>0.15 ± 0.01</td>
<td>0.16 ± 0.01</td>
<td>1.3 ± 0.4</td>
<td>0.25 ± 0.03</td>
</tr>
<tr>
<td>90˚</td>
<td>0.13 ± 0.01</td>
<td>0.12 ± 0.01</td>
<td>0.5 ± 0.3</td>
<td>0.32 ± 0.03</td>
</tr>
<tr>
<td>Reference (i.e., $E = 0$)</td>
<td>0.11 ± 0.02</td>
<td>0.09 ± 0.02</td>
<td>0.7 ± 0.3</td>
<td>0.28 ± 0.05</td>
</tr>
</tbody>
</table>

a See Figure 1 for the definitions of the angles specifying the E-field orientations.

b $r_0$ is the steady-state anisotropy: $-0.2 \leq r_0 \leq 0.4$

c Fluorescence anisotropy decays are constructed from equation 1 and fit to a single exponential of the form: $r(t) = r(0)\exp(-t/\tau_D)$. $r(0)$ is the anisotropy at time zero (i.e., the limiting anisotropy): $-0.2 \leq r(0) \leq 0.4$. At the same excitation wavelength, $r_0$ should equal $r(0)$. $\tau_D$ is the fluorescence depolarization time, i.e., the 1/e time at which the parallel and perpendicular curves coalesce. Factors that contribute to depolarization are molecular motion (such as rotational diffusion) or nonradiative events such as interactions between electronic states of different polarization.

d $\tau_F$, the average fluorescence lifetime, i.e., $\langle \tau_F \rangle = A_1\tau_1 + A_2\tau_2$, where the $A_i$ and the $\tau_i$ are the amplitudes and lifetimes of the two components in the double-exponential fit used to fit the fluorescence decay. The $\tau_1$ and $\tau_2$ are ~0.20 ns and ~0.62 ns, respectively in the reference film, which is consistent with the reported values in the literature. The values of the two lifetime components are similar in the films exposed to electric field.

Raman measurements
Raman spectroscopy can be used to characterize polymer-based organic photovoltaic device morphology by measuring changes in the full-width at half-maximum (FWHM) and the resulting polarization of the scattered light.\textsuperscript{47,48,57-60} Extensive work on P3HT aggregation has been reported by Grey et al.\textsuperscript{61,62} They classify P3HT films with a ratio of the peak intensities for aggregated and unaggregated chains \((I_{1450 \text{ cm}^{-1}}/I_{1470 \text{ cm}^{-1}})\) greater than 1.5 as highly aggregated chains with correlated planarity and an average intrastack chain-to-chain spacing of approximately 3.8 Å. Table III presents measured parameters for the P3HT carbon-carbon double bond peak at 1450 cm\(^{-1}\) for films prepared in the absence of an external electric field, or with an electric field oriented in the noted directions. These parameters were also measured for a P3HT crystal. Representative spectra are presented in Figure 5. All films have statistically similar peak maxima and FWHM values. The films have \(I_{1450 \text{ cm}^{-1}}/I_{1470 \text{ cm}^{-1}}\) values for both s and p polarized light ranging from 1.73 ± 0.01 to 1.923 ± 0.007. Based on the classification of Gray et al.,\textsuperscript{61,62} these are highly aggregated chains with intra- and inter-chain order and long conjugation lengths.
Table III: Average Peak Maximum, FWHM and Ratio of the p- to s-Polarized Scattered Light Intensity ($I_p/I_s$) for the 1450 cm$^{-1}$ Band of P3HT

<table>
<thead>
<tr>
<th>P3HT</th>
<th>Peak Max (cm$^{-1}$)$^a$</th>
<th>FWHM (cm$^{-1}$)$^a$</th>
<th>$I_p/I_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>film, 0$^\circ$</td>
<td>1450.1 ± 0.1</td>
<td>31.6 ± 0.3</td>
<td>0.490 ± 0.010</td>
</tr>
<tr>
<td>film, 45$^\circ$</td>
<td>1449.8 ± 0.2</td>
<td>31.9 ± 0.4</td>
<td>0.490 ± 0.009</td>
</tr>
<tr>
<td>film, 90$^\circ$</td>
<td>1449.9 ± 0.1</td>
<td>31.5 ± 0.2</td>
<td>0.499 ± 0.008</td>
</tr>
<tr>
<td>film, E = 0</td>
<td>1449.7 ± 0.2</td>
<td>32.1 ± 0.4</td>
<td>0.521 ± 0.007</td>
</tr>
<tr>
<td>crystal, E = 0</td>
<td>1453.5 ± 0.1</td>
<td>31.3 ± 0.3</td>
<td>0.512 ± 0.009</td>
</tr>
</tbody>
</table>

$^a$ The p- and s-polarized excitation spectra were averaged, as there was no statistically significant difference measured between the spectra collected with different polarizations.

The ratio of the polarized Raman scattered light is statistically lower for the 0$^\circ$, 45$^\circ$, and 90$^\circ$ films (Table III). Based on the work of Kleinhenz et al. and the polarized Raman data, there is an increasing order of the axis of the polymer backbone toward the orientation of the polarization of the excitation light for the 0$^\circ$, 45$^\circ$, and 90$^\circ$ films. The film prepared in the absence of an electric field (E = 0) has a statistically similar ratio of the polarized Raman scattered light as the P3HT crystal. Both fluorescence anisotropy and polarized Raman measurements show altered polymer orientation for the samples prepared in the electric field. The polarized Raman measurements, however, show no distinction between the 0$^\circ$, 45$^\circ$, and 90$^\circ$ films, indicating the fluorescence anisotropy measurement is a more sensitive technique in these cases.
Figure 5: Example polarized Raman spectra for P3HT films oriented under an electric field. Peak location and FWHM values do not change. The relative intensities of $I_p/I_s$, however, do change for the samples prepared in an external electric field as reported in Table 3.

Conclusions

We have shown that the P3HT polymer units can be oriented when the films are subjected to a unipolar electric field of ~5.88 kV/m generated by Van de Graaff dome as they dry and that this orientation can be probed effectively by steady-state and time-resolved fluorescence anisotropy measurements. It is important to note that the degree of orientation is weak, which is likely a consequence of the relatively poor regio-regularity (92%) and the MW (which is well above the MW threshold for polymer self-folding).\textsuperscript{17,33} Though electric fields have been used previously to align nanofibers, they were performed under a very controlled experimental conditions and in a microchannel.
between two electrodes. Ours, however, is an easy and efficient method to use in conjunction with thin films prepared directly from P3HT solution where amorphous domains are present (degree of crystallinity is 39%), though the study by Srinivasarao and co-workers strongly suggest that this ordering is mediated by a liquid crystalline phase. The highest degree of ordering, as quantified by the limiting anisotropy \( r_0 \) for the steady-state measurement; \( r(0) \), for the time-resolved measurement), is attained when the electric field is parallel to the film, as depicted in Figure 1. In agreement with the anisotropy measurements, hole mobility in P3HT-based transistors increases when the films are exposed to electric field. The 0˚-film shows a 1.7-fold enhancement over control film (E = 0). The polarized emission spectra are also sensitive to the orientation of the electric field (Figure 2 and Table I) as quantified by the ratio of the first two vibronic transitions, which are in turn related to the extent of H- or J-aggregation. Finally, polarized Raman experiments suggest differences between the samples in the presence and absence of electric field. Taken as a whole, these results suggest that the polymeric units of P3HT can be ordered with an electric field, that this ordering can be probed and quantified by spectroscopies using polarized light, and that applying an electric field more than 5.88 kV/m to drying films of P3HT could be beneficial in improving the performance of organic solar cells—or in systems where in-plane mobility is important.
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Supporting Information

![Absorption Spectrum](image)

**Figure S1:** Absorption spectrum of reference P3HT film \((E = 0)\). The absorption spectrum observed around 500-650 nm can be explained by a weakly interacting H-aggregate model\(^1\); and the remaining absorption at around 450 nm is largely attributed to amorphous domains present in the film. From the absorption ratio between the crystalline and amorphous regions, the degree of crystallinity, \(\chi_c\) has been calculated using the equation:

\[
\chi_c = \frac{\left(\frac{\varepsilon_{460}}{\varepsilon_{600}}\right)_{A_{600}} - \left(\frac{\varepsilon_{460}}{\varepsilon_{600}}\right)_{A_{600}+A_{460}}^2}{\left(\frac{\varepsilon_{460}}{\varepsilon_{600}}\right)_{A_{600}+A_{460}}},
\]

where \(\left(\frac{\varepsilon_{460}}{\varepsilon_{600}}\right)\) (the extinction coefficient ratio) is 0.719,\(^1\) \(A_{460}\) and \(A_{600}\) are the optical densities at 460 and 600 nm.
Figure S2: The orientation of the polarizers with respect to the electric field and the film.

The excitation polarization is oriented along the same direction of the electric field (0°).
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