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NOMENCLATURE

a  function appearing in model, Eq. (3.8); also exponent of the power law for specific heat

$a_1, a_2$  empirical constants or functions

A  channel cross sectional area, $\pi(r_2^2 - r_1^2)$

$A_1, A_2, A_3$  defined in Eqs. (D.5-D.6)

$A^+$  damping constant for velocity fluctuations

b  function appearing in model, Eq. (3.8)

B  log law constant

$B^+$  damping constant for temperature fluctuations

c  exponent of wall-to-inlet temperature ratio used to correlate Nusselt number

$C_1, C_2, C_\beta, C_\mu$  empirical constants or functions

$C_f, C_{f_w}$  wall skin-friction coefficient; see Eq. (2.73)

$C_f$  overall skin-friction coefficient for the annulus, see Eq. (2.74)

$C_m$  constant for overall mass conservation

$C_p$  specific heat

d  height of a parallel wall duct

$D_1, D_2$  viscous dissipation functions

$D_h$  hydraulic diameter, $2(r_2 - r_1)$

e  instantaneous value of any quantity

E  Eckert number; see page 32

f  an arbitrary function

$f_1$  function appearing in Eq. (2.16)
\( f_P \) friction factor; see Eq. (1.4)
\( f_x \) body force in x-direction
\( f_y \) body force in y-direction
\( F_x \) dimensionless body force in x-direction
\( g \) acceleration due to gravity
\( Gr \) Grashof number; see Eq. (4.3)
\( h \) heat transfer coefficient; see Eq. (2.85)
\( H \) enthalpy
\( H \) shape factor, \( \delta^* / \theta \)
\( k \) turbulence kinetic energy per unit mass
\( K \) see Eq. (1.5)
\( \ell \) mixing length
\( \ell_w \) mixing length in the wall regions
\( \ell_o \) mixing length in the outer regions of the shear layers
\( \ell_o^* \) average of the outer region mixing lengths
\( L \) turbulent length scale
\( L^\star \) relaxation length, \( C_m \delta / u_T \)
\( \dot{m} \) mass flow rate
\( n_k \) coefficient for diffusion of \( k \)
\( n_T \) coefficient for diffusion of heat
\( n_u \) coefficient for momentum diffusion
\( N \) equals (NY+1)
\( N_k \) dimensionless coefficient for diffusion of \( k \)
\( N_T \) dimensionless coefficient for diffusion of heat
\( N_u \) dimensionless coefficient for momentum diffusion
N\_\phi \quad \text{coefficient for diffusion of } \phi \\
NY \quad \text{number of Y-grid spacings} \\
p \quad \text{static pressure} \\
p^+ \quad \text{pressure defect, } (p_0 - p)/\rho u_0^2 \\
P \quad \text{dimensionless static pressure} \\
Pe \quad \text{Peclet number, } Re Pr \\
Pr \quad \text{molecular Prandtl number, } \mu C_p/\lambda \\
Pr_k \quad \text{Prandtl number for the diffusion of } k \\
Pr_T \quad \text{Prandtl number for turbulent diffusion of heat} \\
PSA, PSB, PSC, PSD, PTA, PTD \{ \text{defined in Appendix E} \\
Q \quad \text{heat flux} \\
\dot{Q} \quad \text{dimensionless heat flux} \\
r \quad \text{radial coordinate} \\
r^* \quad \text{radius ratio, } r_1/r_2 \\
r_h \quad \text{hydraulic radius, } (r_2 - r_1) \\
r_w^+ \quad \text{dimensionless radius, } r_w u / \nu \\
R \quad \text{dimensionless radial coordinate} \\
R_g \quad \text{gas constant} \\
R_h \quad \text{dimensionless hydraulic radius} \\
Ra \quad \text{Rayleigh number; see Eq. (4.2)} \\
Re \quad \text{Reynolds number based on } D_h, \rho u_b D_h / \mu \\
Re_x \quad \text{Reynolds based on } x, \rho u_b x / \mu \\
Re_\theta \quad \text{Reynolds number based on } \theta, \rho u_b \theta / \mu \\
Re^* \quad \text{unit Reynolds number, } u_m / \nu_m
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>RS</td>
<td>ratio of the successive cross stream spacings near the inner wall</td>
</tr>
<tr>
<td>RT</td>
<td>ratio of the successive cross stream spacings near the outer wall</td>
</tr>
<tr>
<td>s</td>
<td>guessed value of inner wall shear stress used in the iterative shooting method</td>
</tr>
<tr>
<td>S</td>
<td>source term appearing in the model, Eq. (3.8)</td>
</tr>
<tr>
<td>$S_s$</td>
<td>finite-difference representation of source term</td>
</tr>
<tr>
<td>$S_L$</td>
<td>&quot;actual&quot; shear layer thickness, see Fig. 2.4</td>
</tr>
<tr>
<td>t</td>
<td>time</td>
</tr>
<tr>
<td>$t_0$</td>
<td>reference time</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>increment in time</td>
</tr>
<tr>
<td>T</td>
<td>absolute temperature</td>
</tr>
<tr>
<td>$T^*$</td>
<td>dimensionless temperature</td>
</tr>
<tr>
<td>u</td>
<td>axial velocity</td>
</tr>
<tr>
<td>$u_\tau$</td>
<td>friction velocity, $\sqrt{\tau_w/\rho}$</td>
</tr>
<tr>
<td>$u^+$</td>
<td>dimensionless velocity, $u/u_\tau$</td>
</tr>
<tr>
<td>$\overline{u}_r$</td>
<td>characteristic turbulence velocity</td>
</tr>
<tr>
<td>U</td>
<td>dimensionless axial velocity</td>
</tr>
<tr>
<td>v</td>
<td>radial velocity</td>
</tr>
<tr>
<td>$\overline{v}$</td>
<td>equals $(\rho v+p'v')/\rho$</td>
</tr>
<tr>
<td>$v_L$</td>
<td>turbulent transport velocity</td>
</tr>
<tr>
<td>$v_T$</td>
<td>characteristic velocity of turbulence, $C_p k^{1/2}$</td>
</tr>
<tr>
<td>w</td>
<td>circumferential velocity component</td>
</tr>
<tr>
<td>x</td>
<td>coordinate along the annulus</td>
</tr>
</tbody>
</table>
x^+ \quad \text{dimensionless distance along the annulus, } x/D_{hRePr} \\
X \quad \text{dimensionless coordinate along the annulus} \\
\Delta x_+ \quad x^{m+1}_-x^m_+ \\
\Delta X_- \quad x^m-x^{m-1}_- \\
y \quad \text{coordinate normal to the inner wall, } r-r_1 \\
y_w \quad \text{distance from the wall, } |r-r_w| \\
yw_+ \quad \text{dimensionless distance from the wall, } y_w u_{\tau w} /\nu \\
Y \quad \text{dimensionless coordinate normal to the inner wall, } R-R_1 \\
\Delta Y_+ \quad Y_{j+1}-Y_j \\
\Delta Y_- \quad Y_j-Y_{j-1} \\
Z_1, Z_2, Z_3, Z_4 \quad \text{constants} \\

\textbf{Greek symbols:} \\
\alpha \quad \text{function appearing in Eq. (2.56)} \\
\beta \quad \text{coefficient of thermal expansion, } -\frac{1}{\rho} \frac{\partial \rho}{\partial T} |_{\rho} \\
\gamma \quad \text{intermittency factor} \\
\delta \quad \text{boundary layer thickness} \\
\delta_{995} \quad \text{boundary layer thickness defined such that } u(x, \delta) = 0.995 u_m \\
\delta^* \quad \text{displacement thickness} \\
\delta^*_{\text{Int}} \quad \text{displacement thickness for the inner wall; see Eq. (2.75)} \\
\delta^*_{\text{Ext}} \quad \text{displacement thickness for the outer wall; see Eq. (2.76)} \\
\delta^*_{\text{Kin}} \quad \text{kinematic displacement thickness} \\
\Gamma \quad \text{function appearing in Eq. (3.23)}
Δ denotes a measure of extent of transition; see Eq. (2.62)

ε denotes dissipation rate of turbulence kinetic energy

η denotes function appearing in Eq. (3.24)

θ denotes momentum thickness

θ₁ denotes momentum thickness for the inner wall; see Eq. (2.77)

θ₂ denotes momentum thickness for the outer wall; see Eq. (2.78)

λ denotes thermal conductivity

λₜ denotes turbulent conductivity

μ denotes dynamic viscosity

μₜ denotes turbulent viscosity

ν denotes kinematic viscosity

ξ denotes defined in Eq. (2.61)

Π denotes transformed temperature used in fluid property relations

ρ denotes density

σ denotes iteration number

τ denotes shear stress

ψ denotes defined in Eq. (A.2)

ϕ denotes model dependent variable; represents U, T* or k

ϕ̅ denotes space-averaged value of ϕ

χ denotes velocity at the outer wall predicted by the iterative shooting method

Ω denotes function appearing in Eq. (3.24)
Subscripts:

b  bulk conditions

c  corresponds to the value of a variable in inviscid core region

e  entrance value

fd  fully developed

j  mesh index corresponding to Y

m  refers to radius of maximum velocity

o  refers to radius of zero shear

tr  transition initiation point

t  transition completion point

w  refers to wall value; w = 1, 2 for the inner and outer walls respectively

0  refers to bulk value at the inlet

∞  asymptotic value

Superscripts:

m  mesh index corresponding to X

(¬)  denotes time mean quantity

( )'  denotes fluctuation component of a quantity

(^)  dimensionless quantity
I. INTRODUCTION

A. The Problem

The problem considered in the present study is that of the flow of a Newtonian fluid in an annular passage (Fig. 1.1) whereby heat may be supplied or removed from either or both walls of the passage. Annular geometries are found in many important engineering applications. Fuel assemblies in nuclear reactors are one such application since annular test sections are often used to evaluate the heat transfer performance of various types of fuel elements. The differences in configuration in this case are often accounted for by use of Hall's transformation [1]. Even when the fuel elements consist of a bundle of rods, it has been shown by Sutherland [2] that the flow around each rod can be approximated as annular flow provided that the pitch/diameter ratio is greater than 1.1 and that there are at least 20 rods per bundle. In addition, the poison rods (which are subjected to high heat flux due to neutron absorption) have annular flow around them since they are contained in guide tubes which form annuli. Other applications of annuli are found in some propulsion systems and in many areas of the thermal process and other industries which utilize fluid flow equipment. In these applications, equipment is often designed to operate in the turbulent flow regime, however, it is possible that laminar flow be employed at low circulation rates, at low power operation, or obtained unintentionally following an accident.
Fig. 1.1. A concentric annular passage
Because of the high temperatures involved in many of these applications, property variations may greatly influence the temperature and velocity distributions. In many situations, predictions based on constant property assumptions do not yield sufficiently accurate results for design purposes. Few, if any, variable property analyses or prediction methods have been proposed to date which appear capable of reliably and accurately treating the variety of possible hydrodynamic and thermal boundary conditions which occur in annular flows.

In the limiting cases of very small and very large radius ratios ($r^* \to 0$ and $r^* \to 1$, respectively), the annular geometry is reduced to the circular pipe and parallel plate channel, respectively. However, in general, annular flow is characterized by markedly asymmetric distribution of the flow parameters. This alone provides enough motivation for a researcher to study this somewhat complicated geometry since several features of the flow structure remain concealed in simple duct flows by virtue of symmetry.

In the present study, a finite-difference method is developed for the prediction of laminar and turbulent heat transfer in straight annular passages whereby the governing partial differential equations for conservation of mass, momentum, and energy are solved numerically. Although this type of computational approach has been used for a number of years [3-5], few definitive studies have been noted (particularly for turbulent flows) whereby predictions have been compared with experimental data for flows in the annular geometry with
heat transfer. The lack of well-tested prediction methods may be partly attributed to the difficulties associated with accurately modeling the turbulent transport mechanism in asymmetric flows where thermal boundary conditions force temperature and velocity profiles to be quite dissimilar. In any event, it would appear unwise to assume that prediction methods and turbulence models applicable to pipe flows would also be satisfactory for the annular geometry without careful verification.

B. Previous Studies in Annular Passages

A brief review of the earlier studies made for laminar and turbulent flow heat transfer is given below.

1. **Laminar flow and heat transfer**
   
   a. **Theoretical work** Numerous theoretical studies have been made for flow and heat transfer in annular passages; most of these assumed that the fluid properties were constant. Lamb [6] was the first to solve the hydrodynamic problem to obtain an analytical expression for the fully developed velocity profile. The first known analytical attempt to solve the annulus heat transfer problem was made by Jakob and Rees [7]. For thermally developed flow they were able to integrate the energy equation directly for constant wall heat flux at the inner wall with the outer wall insulated.

   Reynolds et al. [8] generalized the problem of constant property heat transfer in annular passages for hydrodynamically developed flow.
They suggested that solutions to problems having rather complex thermal boundary conditions can be obtained just by superimposing a variety of simpler solutions. Four kinds of fundamental solutions were considered necessary to handle most types of boundary conditions. The boundary conditions for these solutions are

1. Fundamental solution of the first kind
   Wall 1 - Uniform wall temperature with a step change occurring at the start of heating.
   Wall 2 - Maintained at inlet temperature.

2. Fundamental solution of the second kind
   Wall 1 - Uniform wall heat flux.
   Wall 2 - Insulated.

3. Fundamental solution of the third kind
   Wall 1 - Uniform wall temperature with a step change occurring at the start of heating.
   Wall 2 - Insulated.

4. Fundamental solution of the fourth kind
   Wall 1 - Uniform wall heat flux.
   Wall 2 - Maintained at inlet temperature.

Since the boundary conditions on Wall 1 and Wall 2 can be interchanged, there are actually a total of eight sets of boundary conditions. Lundberg et al. [9] presented solutions to all four fundamental problems along with their combinations. Their solution for large \( x^+ = x/D_{H\text{RePr}} \) utilized separation of variables and an eigenfunction expansion procedure [10]. For small values of \( x^+ \), the above solution converges
very slowly, hence the Lévéque [11] approximation was used near the point of start of heating.

The underlying assumption in the Lévéque method is that since for small $x^+$ the thermal boundary layer is thin compared to the momentum boundary layer, it can be assumed that the velocity distribution is linear instead of that given by Lamb [6] but having the same slope at the wall. Another assumption in this method is that the effect of curvature is small in the thin thermal boundary layer so that the diffusion term in the energy equation (see next chapter) can be approximated as

$$\frac{1}{r} \frac{\partial}{\partial r} \left( r \lambda \frac{\partial T}{\partial r} \right) \approx \lambda \frac{\partial^2 T}{\partial r^2}$$

The solutions presented by Lundberg et al. [9] are restricted to constant property flow. Further, it is noted that the concept of superposition suggested in [8] is mathematically invalid for variable property flows since property variation causes the energy equation to become nonlinear.

The problem of simultaneous development of velocity and temperature fields in laminar flow was considered by Heaton et al. [12]. The solution was obtained first for the hydrodynamic problem, and then for the combined hydrodynamic and thermal problem by an integral method. Thermal boundary conditions corresponded to the fundamental solution of second kind. Coney and El-Shaarawi [13-14] presented a finite-difference analysis of the problem with one wall isothermal and the other wall adiabatic. They used an implicit finite-difference
Shumway and McEligot [15] were the first to study the problem of variable property heat transfer in laminar flow through an annular passage. They employed an implicit finite-difference method based on the control volume approach used by Bankston and McEligot [4]. Solutions for developing flow with boundary conditions corresponding to all four kinds of fundamental problems were obtained for \( r^* = 0.25 \). A detailed account of their work is given by Shumway [16].

In all studies mentioned above, only forced flow was considered and buoyancy effects were assumed to be negligible. Sherwin and Wallis [17-19] studied laminar upward and downward flow with the effect of buoyancy employing the Boussinesq approximation (see, e.g., [20]) in which properties are assumed to be constant except for the density in the buoyancy term. They considered both fully developed and developing flow. By assuming a fully developed velocity profile at the entrance, Tanaka and Mitsuishi [21] solved the energy equation using the Crank-Nicolson method [22]. The velocity profile was calculated at each streamwise station by trial and error in order to take account of buoyancy and temperature dependence of viscosity.

A more detailed review of some of the earlier analytical studies for constant property flow and heat transfer is given by Shah and London in [23].

b. **Experimental work** Heaton et al. [12] took measurements (for \( Pr = 0.7 \)) in the simultaneous velocity and thermal development region in order to compare their predictions with experimental data.
Almost all other experimental work has been for fully developed flow, an account of which can be found in [16].

Sherwin and Wallis [19] obtained limited heat transfer data for combined natural and forced convection in a vertical annulus of \( r^* = 0.33 \) using water. In the experiment, the inner wall was heated while the outer wall was insulated. They also performed flow visualization studies in order to observe flow reversal near the unheated wall. Okuno and Sugita [24] measured temperature profiles in a vertical annulus (\( r^* = 0.3 \)) in which water was flowing upward. The inner wall was cooled while the outer wall was heated. The range of Reynolds number investigated was from 30 to 200. The flow at the start of heating was fully developed. The radial temperature profiles near the early thermal entrance region showed upward convex curvature near the inner wall. This they attributed to the possible flow reversal near the cooled inner wall.

Maitra and Subba Raju [25] obtained experimental data for a Reynolds number range of 200-1200 and Rayleigh numbers up to \( 2.5 \times 10^5 \) for water flowing in an annulus (\( r^* = 0.38 \)) with constant heat flux at the inner wall. Their results show a strong influence of buoyancy on heat transfer.

2. Turbulent flow and heat transfer

a. Theoretical work  The theoretical work performed for the hydrodynamic and thermal problem can be grouped according to the assumptions made for simulating turbulent transport of momentum and
heat. According to this classification, three groups can be formed in which the turbulence models employed were one of the following types:

(1) eddy viscosity type models
(2) mixing length models
(3) transport equation models

Most of the analyses made to date fall in the first category as they have, generally, used an assumed distribution for eddy viscosity in modeling turbulence quantities. Also, most of these have been for fully developed flow.

Kays and Leung [26] employed an eddy viscosity distribution in the turbulent core region which was a modification of the proposal made by Reichardt [27] for pipe flow. The modifications were purely empirical and were made to obtain a fit to the measured eddy viscosity. In the laminar sublayers, Kays and Leung used a modification of the eddy viscosity suggested by Deissler [28] for pipe flow. Eddy conductivity was related to eddy viscosity through a turbulent Prandtl number ($Pr_T$) which was assigned a value of 1 in the laminar sublayers. In the main stream, however, $Pr_T$ was calculated using the Jenkins model [29] and was divided by a constant factor of 1.2 so as to bring the calculated heat transfer results for air in a circular tube into line with the experiments. Their method consisted of solving the ordinary differential equation for a fully developed temperature profile employing a log-law velocity profile which was inconsistent with the assumed eddy viscosity distribution. This inconsistency was allowed in order to avoid zero eddy viscosity at the radius of maximum velocity, $r_m$. Quarmby and
Anand [30], assuming the same eddy viscosity distribution as suggested by Kays and Leung, presented a solution to the thermal entrance problem using an eigenfunction expansion method. In both of these studies, the location of maximum velocity was assumed to be known a priori and was calculated using the correlation due to Kays and Leung [26],

$$\frac{r_m - r_1}{r_2 - r_m} = r^* 0.343$$

(1.1)

Ying [31] calculated fully developed flow and heat transfer in annuli with roughened cores using an eddy viscosity which was prescribed by fitting simple ramp functions to the data of Jonsson and Sparrow [32] on each side of the radius of zero shear which was assumed to be the same as the radius of maximum velocity. This curve fitting allowed a discontinuity in the eddy viscosity at the radius of zero shear, which is unrealistic. His method was based on solving ordinary differential equations for fully developed velocity and temperature profiles using a Runge-Kutta integration technique [33]. Poor results for friction factors and temperature profiles for annuli with rough cores were obtained. Durst [34], later on, improved upon Ying's work and eliminated the discontinuity in the prescribed eddy viscosity. In both of these studies a constant value of $Pr_T(=0.9)$ was used. Lawn and Elliot [35] and Lawn [36] employed Ying's method in their studies.

Levy [37] derived a rather cumbersome expression for the velocity profile in fully developed turbulent annular flow. In his analysis Levy assumed that Reichardt's [27] expression for eddy viscosity in pipe flow was applicable in a modified form to the flow on both sides
of the radius of zero shear which was assumed to be the same as the radius of maximum velocity. The universal mixing length constant (or von Kármán constant), $\kappa$, appearing in Reichardt's eddy viscosity expression was assigned a value of 0.4 near the outer wall while for the inner wall, it was allowed to depend upon radius ratio and $r_m$ which was assumed to be known. Roberts [38], essentially following Levy's analysis, obtained a simpler empirical expression for the velocity profile.

One of the earliest attempts to solve for simultaneous growth of hydrodynamic and thermal boundary layers in the entrance region of an annulus is due to Wilson and Medwell [39]. Their analysis employed integral techniques to solve the momentum and energy equations while the eddy viscosity distribution used was based on the suggestion of Levy [37] for fully developed flow. However, $\kappa$ was assigned a value of 0.4 near both the inner and outer walls. Independently, Lee and Park [40] employed similar techniques to analyze the simultaneous growth of hydrodynamic and thermal boundary layers. Their turbulence model was also similar to that of Wilson and Medwell, the only difference being that $\kappa$ near the inner wall was allowed to vary in the streamwise direction. In order to be able to calculate $\kappa$ near the inner wall, the thickness ratio of the developing boundary layers was assumed equal to that of the fully developed flow, an assumption which is generally not true.

No heat transfer study has been noted which falls in the second group, namely the mixing length model approach. The studies which
employed the mixing length model for the hydrodynamic problem include those of Barrow et al. [41], Quarmby [42], and Sharma et al. [43]. All of these studies were for fully developed flow.

Barrow et al. [41] investigated the velocity distribution in fully developed turbulent annular flow using Goldstein's [44] extension of the similarity hypothesis of von Kármán [45]. According to Goldstein, for turbulent flows, the characteristic length, the stress and the rate of transfer of \((rt)\) are respectively given by

\[
\lambda = \kappa \frac{du}{dr} \sqrt{\left(\frac{d^2 u}{dr^2} - \frac{1}{r} \frac{du}{dr}\right)}
\]

\[
\tau = \rho \kappa^2 \left(\frac{du}{dr}\right)^2
\]

\[
\frac{1}{r} \frac{d}{dr} (rt) = \rho \kappa^2 \frac{du}{dr} \left(\frac{d^2 u}{dr^2} - \frac{1}{r} \frac{du}{dr}\right)
\]

Barrow et al. used these equations, along with the assumptions that the radius of maximum velocity for turbulent flow is the same as given by Lamb [6] for laminar flow to obtain integral relations for the velocity defect on both sides of the radius of maximum velocity. Their analysis showed poor agreement with the experimental data on the inside of the radius of maximum velocity.

Quarmby [42] used Deissler's [28] eddy viscosity expression in the sublayers. In the main stream, however, he employed the von Kármán similarity hypothesis which gives characteristic turbulence length scale as

\[
\lambda = \kappa \frac{du}{dy} \sqrt{\frac{d^2 u}{dy^2}}
\]
The shear stress was given as

\[ \tau = (\mu + \rho k^2 \left| \frac{du}{dy} \right|) \frac{du}{dy} \]

The solution was obtained using a Runge-Kutta technique after several assumptions were made about parameters such as the radius of maximum velocity, the points where the velocity profile was to be matched with the sublayer profiles, and the constants appearing in Deissler's eddy viscosity distribution.

Sharma et al. [43] studied the effect of a rotating core tube on the fully developed turbulent flow through an annulus using a mixing length model whereby the mixing length was assumed to vary linearly with the distance from the walls. Very close to the wall, van Driest's [46] damping function was employed while a constant level of the mixing length was assumed in the central region of the annulus. They used a calculation procedure similar to that described in [3].

Only two studies have been noted which employed turbulence models involving transport equations. Hanjalic [47] solved the transport equations for turbulence kinetic energy, its dissipation rate and shear stress along with the mean momentum equation to obtain a solution for fully developed flow in smooth and rough annuli. He used a modification of the Patankar and Spalding numerical procedure [3].

The very recent work of Heikal et al. [48], which appeared in the literature in the final stages of the present study, employed a two equation (k-ε) turbulence model for the prediction of simultaneously developing hydrodynamic and thermal boundary layers. This analysis
[48], which employed a Crank-Nicolson difference scheme and followed the procedure suggested by Briley [49] for determining streamwise pressure gradient, appears to be quite expensive in terms of computer time. They reported that typically 60 seconds were required on a CDC 7600 which is several times greater than the time required by the calculation scheme to be described in the present study.

Other theoretical studies of turbulent flow in an annulus with or without heat transfer include that of Clump and Kwasnoski [50], Lee [51], Wilson and Medwell [52], Lee and Park [53], and Chung et al. [54]. No study is known to the author which considered variable property turbulent heat transfer.

b. Experimental work Numerous experimental studies have been noted for turbulent flow in annular passages with and without heat transfer. In most of these investigations, gases (generally air) were used as the working fluid. Generally, mean velocity profiles, temperature profiles and Nusselt numbers were measured; however, some investigations also involved measurements of turbulence quantities. Below, an account of the experimental work is given separately in two groups. First, those studies will be discussed which dealt with only the hydrodynamic problem. Secondly, the studies which also involved heat transfer measurements will be described.

Hydrodynamic problem: Rothfus [55] made an extensive survey of the literature to 1948 dealing with friction factors for annular flow and measured both friction factors and velocity distributions for the flow of air in annuli at Reynolds numbers in the transition and
low turbulent range. It is generally believed that the transition Reynolds number for an annulus is about the same as for a circular tube. Lonsdale [56] made velocity measurements for the flow of water in nine vertical annuli whose radius ratio varied from 0.01 to 0.803. His measurements show that the transition Reynolds number for an annulus lies in the range of 2000 to 3000. Knudsen and Katz [57] also suggest a value of about 2000. However, in the entrance region, if the turbulence intensity is low and the inlet is smooth, laminar flow may persist for considerable distance even for Reynolds numbers much greater than 2000. Heaton et al. [12] report that, in a certain annulus, laminar flow was found to remain for 11 times the hydraulic diameter with a Reynolds number of over 29000 with transition occurring a little sooner on the inner wall than on the outer wall.

Brighton and Jones [58] studied fully developed turbulent flow in four annuli (r* = 0.0625, 0.125, 0.375 and 0.562) for a range of Reynolds numbers. They presented mean velocity profiles, friction factors and distributions of three components of turbulence intensity and Reynolds stress.

It was found that for the range of parameters studied, friction factors depend only on Reynolds number and not on radius ratio. The location of maximum velocity was found to be nearer to the inner wall than for laminar flow. Also the zero Reynolds stress and maximum velocity were found to occur at the same point. This last conclusion was contradicted in some later studies. As noted in the discussion of the paper [58], the expression suggested by Kays and Leung [26] for
radius of maximum velocity correlates data of Brighton and Jones within a few percent.

Quarmby [59] presented results of experiments carried out in fully developed turbulent flow in three smooth annuli (r* = 0.107, 0.178 and 0.347) with air as the working fluid and for the Reynolds number range of 6000 to 90,000. His measured velocity profiles did not show a universal logarithmic region except near the outer wall and then only for the smaller radius ratios at the higher Reynolds numbers. No effect of radius ratio on the friction factor could be identified in Quarmby's study. His data along with results from some earlier investigations lie between the parallel plate correlation,

\[ f_p = 0.087 (Re)^{-0.25} \tag{1.2} \]

and the well-known Nikuradse correlation for pipe flow,

\[ \frac{1}{\sqrt{f_p}} = 4.0 \log (Re \sqrt{f_p}) - 0.40 \tag{1.3} \]

for Reynolds numbers less than about 100,000, while for higher Reynolds numbers the data are close to the latter expression. The friction factor in these correlations is defined as

\[ f_p = - \frac{\Delta h}{2pu^2} \frac{dp}{dx} \tag{1.4} \]

Lawn [60] and Lawn and Elliot [35] have obtained extensive data for fully developed flow through annuli for three different radius ratios (r* = 0.088, 0.176 and 0.396). Significant deviations from the
universal law of the wall were noticed in the velocity profiles associated with the inner wall except for annulus with \( r^* = 0.396 \).

Also, it was found that the position of zero shear and maximum velocity do not coincide and that the position of zero shear, and not the radius of maximum velocity, can be accurately located by the correlation of Kays and Leung, Eq. (1.1). In the experiment, the position of zero shear was located using the x-wire technique as described in [35].

The structure of the turbulence of fully developed flow through three concentric annuli with small radius ratios \( (r^* = 0.0198, 0.0396 \) and 0.0998) was investigated by Rehme [61] for a Reynolds number range of \( 2 \times 10^4 \) to \( 2 \times 10^5 \). Turbulent shear stresses and all three turbulent intensities were measured. He found that the main difference between symmetrical and asymmetrical flows is that, for the latter, the diffusion of turbulent energy plays an important role and that this is the reason for noncoincidence of the positions of zero shear and maximum velocity. The results of Rehme [62] show a tendency for the zero shear position to be nearer to the inner wall than indicated by the experimental values of Lawn and Elliot [35]. A similar trend was noted for the radius of maximum velocity.

Contrary to most of the earlier investigations, Rehme reports that his results, even for large curvature at the inner wall, do not exhibit differences from the logarithmic velocity profile near the wall, especially for high Reynolds numbers.

Olson and Sparrow [63] carried out static pressure measurements in the entrance region of annuli with water as the working fluid. Both
square and rounded entrances were employed. Later Okiishi [64] undertook an investigation in the entrance region of two annuli (r* = 0.344 and 0.531) with square and rounded entrances. Air was used as a working fluid and developing axial velocity profiles were measured. In both of these studies, laminar-turbulent transition was observed to occur in the rounded entrance annuli.

Lee and Park [53] made some mean flow measurements in the entrance region of four annuli in order to make comparisons with their predictions. Boundary layers were tripped at the entrance so that flow was turbulent right from the beginning.

Thermal problem: Kays and Leung [26] made heat transfer measurements for air in four annuli (r* = 0.192, 0.255, 0.375 and 0.5) with the thermal boundary condition corresponding to the fundamental solution of second kind. The Reynolds number range was from 10,000 up to 160,000. Measurements in the thermal entrance region were taken in order to obtain the fully developed results by extrapolating. Later, Lee and Barrow [65] presented results for fully developed heat transfer from a uniformly heated core tube. The radius ratios studied were 0.258, 0.387 and 0.613 and Reynolds number ranged from 10,000 to 50,000. The results of these authors disagree with reference [26] by as much as 20 percent.

Quarmby [66] obtained results in the thermal entrance region for air flowing in annuli (r* = 0.109, 0.174, 0.347) with a Reynolds number range of 5000 to 270,000. The inner wall was heated uniformly while the outer wall was insulated. Quarmby correlated his data as.
\[ \log \text{Nu} = -K + 0.706 \log \text{Re} \quad (1.5) \]

where

\[ \log K = 0.1658 + 0.1056 \log r^* \]

Ball and Azer [67] measured velocity and temperature profiles for the flow of air in an annulus of radius ratio 0.25. Eddy viscosity and turbulent Prandtl number distributions were also calculated. Kuzay and Scott [68,69] also measured velocity and temperature profiles in an annulus with \( r^* = 0.556 \) whereby the outer wall of the annulus was heated. The core tube was allowed to rotate in order to study the effect of rotation on the axial flow and heat transfer. Eddy viscosity and turbulent Prandtl number distributions were calculated using measured velocity and temperature profiles. A detailed description of the experiment and results is given by Kuzay [70].

Furber et al. [71] performed experiments to determine local Stanton numbers and overall pressure drop for two annular channels of radius ratios 0.68 and 0.83. Tests were carried out with helium and nitrogen under high pressures and the effect of variable properties was identified. Dalle Donne and Meerwald [72] used air to study the effect of high heat fluxes on Nusselt number. The radius ratios used were 0.5 and 0.72 and inner heated wall temperatures up to 1000°C were obtained. They correlated their data for Nusselt number as

\[ \text{Nu}_b = 0.018 \ r^{0.16} \ \text{Re}_b^{0.8} \ \text{Pr}_b^{0.4} \left( \frac{T_w}{T_0} \right)^{-0.2} \quad (1.6) \]

Dwyer et al. [73] have obtained data for the fluid dynamics and heat transfer characteristics of mercury in fully developed turbulent flow
through annuli \( (r^* = 0.25, 0.36 \text{ and } 0.48) \) with heat supplied at the inner wall only. Reference [73] presents eddy conductivity profiles while the hydrodynamic results have been presented by Hlavac et al. [74] and Dwyer et al. [75]. The heat transfer data referred to in [73] have not been published to date.

Ornatskiy et al. [76] have obtained limited data for heat transfer to water flowing in an annulus under supercritical pressures.

Other heat transfer studies for hydrodynamically developed flow are those of Petukhov and Roizen [77], Michiyoshi et al. [78], and Nyamira and Vilyamas [79].

Relatively few experimental studies have been made for the simultaneous growth of hydrodynamic and thermal boundary layers. Roberts and Barrow [80] obtained local Nusselt number data for two internally heated annuli \( (r^* = 0.25 \text{ and } 0.476) \) with air as the working fluid. Lee and Park [40] also obtained data in the entrance region.

Recently, Heikal et al. [48] made measurements of turbulence characteristics, mean flow and heat transfer parameters in the entrance region of an annulus of radius ratio 0.25 over a range of Reynolds number from 13,000 to 190,000. The effect of varying free stream turbulence at the entrance on skin friction and heat transfer was studied. High turbulence intensities at the inlet were seen to produce an increase of friction and heat transfer in the entrance region.

In closing this section on experimental studies in turbulent flow through annular passages it seems appropriate to comment on the general validity of the two correlations (Eqs. (1.5) and (1.6)) presented
for Nusselt number. Table 1.1 gives a comparison of Nusselt numbers for four different radius ratios as predicted by the correlation suggested by Quarmby [66] and that due to Dalle Donne and Meerwald [72]. Comparisons are made for five different Reynolds numbers ranging from 20,000 to 300,000. It can be seen that the predictions of these two correlations, in general, do not agree well; the discrepancy being as large as 29 percent. Quarmby's measurements were made for \( r^* = 0.109, 0.174 \) and 0.347 while Dalle Donne and Meerwald used \( r^* = 0.5 \) and 0.72. The two correlations agree more closely at smaller radius ratios, i.e., the range in which Quarmby made his measurements; however, it can be concluded that such correlations cannot be used with a great deal of confidence in a variety of situations. Therefore, a general method for prediction of heat transfer with a wide range of applicability seems quite desirable.

C. Scope of the Present Study

As was indicated earlier, no significant analytical or numerical solution method has been noted to date which appears capable of treating variable property heat transfer in laminar and turbulent flow through annular passages. The major challenge, for turbulent flows, lies in modeling sufficiently accurately the transport of momentum and heat which takes place due to turbulence fluctuations. This seems particularly true for a geometry such as an annular duct because of the asymmetry involved which influence the flow structure. The prediction methods which have been proposed for constant property flows
Table 1.1. Comparison of Nusselt numbers as predicted by the correlation of Quarmby [66] and Dalle Donne and Meerwald [72]

<table>
<thead>
<tr>
<th>r*</th>
<th>Re</th>
<th>Quarmby</th>
<th>Dalle Donne and Meerwald</th>
<th>% Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>20,000</td>
<td>77.2</td>
<td>62.2</td>
<td>+24.1</td>
</tr>
<tr>
<td></td>
<td>50,000</td>
<td>147</td>
<td>129.6</td>
<td>+13.8</td>
</tr>
<tr>
<td></td>
<td>100,000</td>
<td>241</td>
<td>226</td>
<td>+6.6</td>
</tr>
<tr>
<td></td>
<td>200,000</td>
<td>392</td>
<td>393</td>
<td>-0.1</td>
</tr>
<tr>
<td></td>
<td>300,000</td>
<td>523</td>
<td>543</td>
<td>-3.8</td>
</tr>
<tr>
<td>0.25</td>
<td>20,000</td>
<td>59</td>
<td>53.7</td>
<td>+9.8</td>
</tr>
<tr>
<td></td>
<td>50,000</td>
<td>113</td>
<td>112</td>
<td>+0.8</td>
</tr>
<tr>
<td></td>
<td>100,000</td>
<td>184</td>
<td>195</td>
<td>-5.6</td>
</tr>
<tr>
<td></td>
<td>200,000</td>
<td>300</td>
<td>339</td>
<td>-11.6</td>
</tr>
<tr>
<td></td>
<td>300,000</td>
<td>400</td>
<td>469</td>
<td>-14.9</td>
</tr>
<tr>
<td>0.5</td>
<td>20,000</td>
<td>47.3</td>
<td>48.1</td>
<td>-1.7</td>
</tr>
<tr>
<td></td>
<td>50,000</td>
<td>90.4</td>
<td>100</td>
<td>-9.7</td>
</tr>
<tr>
<td></td>
<td>100,000</td>
<td>147</td>
<td>174</td>
<td>-15.5</td>
</tr>
<tr>
<td></td>
<td>200,000</td>
<td>240</td>
<td>304</td>
<td>-20.8</td>
</tr>
<tr>
<td></td>
<td>300,000</td>
<td>320</td>
<td>420</td>
<td>-23.8</td>
</tr>
<tr>
<td>0.75</td>
<td>20,000</td>
<td>41.3</td>
<td>45</td>
<td>-8.3</td>
</tr>
<tr>
<td></td>
<td>50,000</td>
<td>78.8</td>
<td>93.9</td>
<td>-16.1</td>
</tr>
<tr>
<td></td>
<td>100,000</td>
<td>128</td>
<td>163</td>
<td>-21.3</td>
</tr>
<tr>
<td></td>
<td>200,000</td>
<td>210</td>
<td>284</td>
<td>-26.2</td>
</tr>
<tr>
<td></td>
<td>300,000</td>
<td>279</td>
<td>393</td>
<td>-29.1</td>
</tr>
</tbody>
</table>
have generally been applied to specialized situations or have not been well tested and therefore are limited in scope.

In the present study an explicit finite-difference method is developed for the prediction of variable property laminar and turbulent flow heat transfer in annular passages. Both developing and fully developed flows are considered. As for turbulence modeling, the approach has been to identify the simplest turbulence models which will work satisfactorily for predicting both the hydrodynamic and thermal development. While use is made of the mixing length hypothesis to model the Reynolds stress term, \( -\bar{\rho}u'v' \), a one-dimensional length scale transport equation is proposed to calculate mixing length in the outer region of the boundary layers. This model predicts correctly the behavior of the interacting merging shear layers in an annular duct. Two other turbulence models are also developed. While one is just a simple modification of the length scale model, the other model employs a transport equation for turbulence kinetic energy.

The present report is organized mainly into five chapters. In Chapter II, the complete mathematical model is developed including turbulence modeling and the assumptions made are clearly identified. The mathematical model is general in that it is applicable to laminar or turbulent flow of any Newtonian fluid. Viscous dissipation and compression work terms are contained in the thermal energy equation while axial conduction is neglected. A brief account of the numerical method developed to solve the mathematical model is given in Chapter III. The finite-difference scheme employed has clear advantages, especially
for variable property flows. Although the scheme is explicit, fairly large streamwise steps can be taken.

In Chapter IV, the validity of the calculation procedure and the proposed turbulence model is tested by comparing the predictions with the available experimental data and the prediction of some other calculation methods. The main conclusions and recommendations are given in Chapter V.
II. ANALYSIS

In this chapter, partial differential equations derivable from basic conservation laws are described and the simplified versions of these equations, both for laminar and turbulent flows, actually to be solved are presented. A turbulence model is developed which utilizes a simplified transport equation for the characteristic mixing length scale in the outer (central) part of the flow. Another model which employs a turbulence kinetic energy transport equation along with the length scale is also described. The effect of large transverse curvature on turbulence and laminar-turbulent transition is also discussed.

Appropriate boundary conditions are provided to complete the mathematical model. Engineering parameters of interest, such as skin-friction coefficient and Nusselt number, are defined in the last section.

A. Governing Partial Differential Equations

1. Geometry and coordinate system

The coordinate system chosen for the present analysis is presented, along with the annular passage, in Fig. 2.1. It is assumed that the annulus is concentric and the flow in it is axisymmetric.

Axial and radial coordinates are denoted by $x$ and $r$ respectively. The domain of calculation is

$x > 0$

$r_1 \leq r \leq r_2$
Fig. 2.1. Coordinate system used for the analysis
where

\[ 0 < \frac{r_1}{r_2} < 1 \]

For convenience, another coordinate \( y \) can be defined such that

\[ y = r - r_1, \quad \frac{\partial}{\partial y} = \frac{\partial}{\partial r} \]

Wall boundary conditions will be specified at \( y = 0 \) (inner wall) and \( y = r_2 - r_1 = r_n \) (outer wall).

For the reasons which will become obvious later the distance from the walls is defined as

\[ y_w = |r - r_w| \]

where \( w = 1, 2 \) corresponds to the inner and outer walls of the annulus, respectively.

2. Basic conservation laws

Fluid flow with heat transfer is governed by three basic principles, namely: conservation of mass, momentum, and energy. Governing equations derivable from these principles are described below.

a. Conservation of mass

The principle of conservation of mass requires that the Lagrangian derivative of the mass of fluid contained in an element should be zero. This leads to the following partial differential equation, called the continuity equation, for an axisymmetric flow [81]:

\[ \frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x} (\rho u) + \frac{1}{r} \frac{\partial}{\partial y} (\rho v) = 0 \]  \hspace{1cm} (2.1)
b. **Conservation of momentum**  The principle of conservation of momentum, which in effect is an application of Newton's second law of motion to an element of the fluid, together with the constitutive relation for a Newtonian fluid yields the well-known Navier-Stokes equations which for axisymmetric flow are given as [81]

\[ \rho \left( \frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} \right) = \frac{1}{r} \frac{\partial}{\partial y} \left( r \mu \frac{\partial u}{\partial y} \right) + \frac{1}{r} \frac{\partial}{\partial y} \left( r \mu \frac{\partial v}{\partial x} \right) \]

\[ + 2 \frac{\partial}{\partial x} \left( \frac{\partial u}{\partial x} \right) - \frac{\partial p}{\partial x} + f_x \]  

\[ \rho \left( \frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} \right) = 2 \frac{\partial}{\partial y} \left( \frac{\partial v}{\partial y} \right) + 2\mu \frac{\partial v}{\partial r} \]

\[ + \frac{\partial}{\partial x} \left( \frac{\partial v}{\partial x} \right) + \frac{\partial}{\partial x} \left( \frac{\partial u}{\partial y} \right) - \frac{\partial p}{\partial y} + f_y \]  

(2.2)

(2.3)

where the terms containing the second viscosity coefficient [82] have been neglected which is exactly the case for constant density flows while, for the variable density case, the neglect of these terms can be justified [83] under the boundary layer approximation to be described in Section A.3.

c. **Conservation of energy**  The principle of conservation of energy amounts to an application of the first law of thermodynamics to a fluid element in motion. This leads to the following partial differential equation, called the energy equation, for an axisymmetric flow [81, 84]:

...
\[ \rho C_p \left( \frac{\partial T}{\partial t} + u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} \right) = \frac{1}{r} \frac{\partial}{\partial y} \left( r\lambda \frac{\partial T}{\partial y} \right) + \frac{\partial}{\partial x} \left( \lambda \frac{\partial T}{\partial x} \right) \]

\[ + D_1 + \beta T \left( \frac{\partial p}{\partial t} + u \frac{\partial p}{\partial x} + v \frac{\partial p}{\partial y} \right) \]

(2.4)

where, internal heat generation and radiative heat transfer have been neglected. The viscous dissipation function \( D_1 \) is given as

\[ D_1 = \mu [2 \left( \frac{\partial v}{\partial y} \right)^2 + \left( \frac{v}{r} \right)^2 + \left( \frac{\partial u}{\partial x} \right)^2 + \left( \frac{\partial v}{\partial x} + \frac{\partial u}{\partial y} \right)^2] \]

(2.5)

It can be shown that all terms but one can be neglected in \( D_1 \) on the basis of an order of magnitude analysis for boundary layer flows to give the simplified viscous dissipation function as

\[ D_1 = \mu \left( \frac{\partial u}{\partial y} \right)^2 \]

Eq. (2.4), then, becomes

\[ \rho C_p \left( \frac{\partial T}{\partial t} + u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} \right) = \frac{1}{r} \frac{\partial}{\partial y} \left( r\lambda \frac{\partial T}{\partial y} \right) + \frac{\partial}{\partial x} \left( \lambda \frac{\partial T}{\partial x} \right) \]

\[ + \mu \left( \frac{\partial u}{\partial y} \right)^2 + \beta T \left( \frac{\partial p}{\partial t} + u \frac{\partial p}{\partial x} + v \frac{\partial p}{\partial y} \right) \]

(2.6)

\( \beta \), the coefficient of thermal expansion, appearing in the compression work term is defined as

\[ \beta = - \frac{1}{\rho} \left. \frac{\partial \rho}{\partial T} \right|_p \]

which, obviously, will be zero for a constant density flow and will equal \( \frac{1}{T} \) for an ideal gas.
3. Laminar flows

The equations (2.1-2.3) and (2.6) described in the previous section govern all axisymmetric transient laminar flows. These can be simplified considerably by using Prandtl's boundary-layer approximation [82] which is also frequently referred to as the thin shear layer approximation. This approximation is applicable to the flow in annular passages at all but very small Re as long as the passage is straight or does not have large longitudinal curvature or sudden enlargements or contractions.

In essence, Prandtl's boundary-layer approximation depends on the assumption that gradients of quantities such as $u$ across the principal flow direction $x$ are at least an order of magnitude larger than gradients along $x$. This assumption permits the neglecting of some terms in Eq. (2.2), while Eq. (2.3) reduces to the statement that, for no cross-stream body forces, pressure is constant in the radial direction. The energy equation, Eq. (2.6), is also simplified under this assumption.

The boundary layer form of the governing equations for steady laminar flows with variable properties can be written as

**continuity:**

\[
\frac{\partial}{\partial x} (\rho u) + \frac{1}{r} \frac{\partial}{\partial y} (\rho v) = 0
\]  

(2.7)

**momentum:**

\[
\rho u \frac{\partial u}{\partial x} + \rho v \frac{\partial u}{\partial y} = \frac{1}{r} \frac{\partial}{\partial y} (r \mu \frac{\partial u}{\partial y}) - \frac{dp}{dx} + f_x
\]

(2.8)
Neglecting the term \( \frac{\partial}{\partial x}(\lambda \frac{\partial T}{\partial x}) \) in Eq. (2.9) implies that axial conduction of heat in the fluid is insignificant. This assumption needs some attention. In laminar flow, a measure of the relative magnitudes of heat transfer by convective transport and by molecular diffusion is given by the Peclet number \( (Pe = RePr) \). When the Peclet number is large, convective transport is large relative to molecular diffusion and it can be expected that axial conduction will be negligible. Hennecke [85] analyzed the effect of axial conduction on heat transfer in the thermal entrance region of a circular pipe using a fully developed laminar velocity profile whereby the (elliptic) energy equation was solved numerically by a finite-difference method. He found that the influence of axial conduction was more pronounced in the case of uniform wall temperature than in the case of uniform heat flux and suggested that in the former case, axial conduction may be neglected if \( Pe > 50 \) and in the latter if \( Pe > 10 \). Schneider [86] employed a slug flow approximation in his analysis along with a constant wall temperature boundary condition and suggested a critical value for Peclet number of 100 under which the effect of axial conduction will become significant.

Nonmetallic (moderate and high Prandtl number) fluids in laminar

\[
\frac{1}{\rho C_p} u \frac{\partial T}{\partial x} = \frac{1}{r} \frac{\partial}{\partial y} \left( r \lambda \frac{\partial T}{\partial y} \right) + \lambda \frac{\partial}{\partial x} \left( \frac{\partial T}{\partial x} \right).
\]
flow will rarely have Peclet numbers less than 100. With liquid metals (low Prandtl number fluids), however, Peclet numbers less than unity are not unexpected and the neglect of axial heat conduction may not be justified. In the present study this effect has been neglected as there is little if any technological interest in the forced convection laminar flow of liquid metals.

It should also be noted that the viscous dissipation term, \( u \left( \frac{\partial u}{\partial y} \right)^2 \), and compression work, \( BTu \frac{dp}{dx} \), are kept in the energy equation, Eq. (2.9). Dissipation increases the temperature of the fluid and consequently alters the temperature gradient distribution for heating and cooling in opposite direction. A parallel argument holds for the effects of compression work, which behaves as a thermal energy sink. Usually, viscous dissipation can be regarded as negligible when the Eckert number \( E = \frac{u_b^2}{2C_p(T_w - T_b)} \ll 1 \); otherwise the viscous dissipation must be taken into account [87]. Madejski [88] has shown that compression work must be taken into account if viscous dissipation is not negligible as both these terms are of the same order and neglect of one will lead to inaccuracies in the predicted temperature profile.

4. **Turbulent flows**

It is well-known that turbulence is the most complicated kind of fluid motion. Turbulent motion can be assumed to consist of the superposition of eddies of various sizes and vortices with distinguishable upper and lower limits. The upper size limit of the eddies is determined mainly by the characteristic dimension of the flow, whereas the lower
limit is determined by viscosity effects. Within these smallest eddies the flow is of a strong viscous nature, where molecular effects are dominant but still the continuum flow assumption is applicable.

It is generally accepted that turbulence in Newtonian fluids is described by the full Navier-Stokes equations (3-D form of Eqs. (2.2) and (2.3)) which cannot be solved analytically even for simple flow geometries. Any numerical calculation must employ a mesh size smaller than the size of the smallest eddies and the time step used should be much smaller than the turbulent time scale. Such a calculation is far beyond the reach of present day computers. To get an idea about the time required for calculating turbulent flows from the first principles, Emmons [89] considered turbulent flow through a circular pipe of diameter $D_h$. For $Re = 5000$, he estimates the computing time for a length equal to $10 D_h$ to be 100 years. For a large-scale flow, $Re = 10^7$, he estimates $10^{10}$ years, or about the age of the universe.

All present day computations of turbulent flows make use of the concept, first adopted by Reynolds [90], that turbulent motion can be decomposed into a mean motion and a fluctuation, or eddying motion. Denoting the time-average of a quantity $e$ by $\bar{e}$ and its fluctuation by $e'$, it can be written that

$$e = \bar{e} + e' \quad (2.10)$$

where

$$\bar{e} = \lim_{\Delta t \to \infty} \frac{1}{\Delta t} \int_{t_0}^{t_0 + \Delta t} e(t) dt \quad (2.11)$$
Clearly, the time average is meaningful only if it is independent of \( t_0 \); a random process whose time averages are all independent of \( t_0 \) is called "statistically stationary". Turbulent flow through an annular passage with a constant supply pressure at the inlet is an example of a "statistically stationary" flow.

Using Eq. (2.10), the following relations can be written for velocity components, pressure, density, and temperature:

\[
\begin{align*}
  u &= \bar{u} + u' \\
  v &= \bar{v} + v' \\
  p &= \bar{p} + p' \\
  \rho &= \bar{\rho} + \rho' \\
  T &= \bar{T} + T'
\end{align*}
\]  

(2.12)

Substituting these relations in Eqs. (2.1-2.3) and (2.6), time averaging, and employing the usual boundary layer assumption results in the following set of equations for axisymmetric steady turbulent flow [83]:

\textit{continuity:}

\[
\frac{\partial}{\partial x} (\bar{\rho}u) + \frac{1}{r} \frac{\partial}{\partial y} (\bar{\rho}v) = 0
\]  

(2.13)

\textit{momentum:}

\[
\begin{align*}
  \bar{\rho}u \frac{\partial \bar{u}}{\partial x} + \bar{\rho}v \frac{\partial \bar{u}}{\partial y} &= \frac{1}{r} \frac{\partial}{\partial y} (r \frac{\partial \bar{u}}{\partial y} - \bar{\rho}u \bar{v}) - \frac{dp}{dx} + f_x
\end{align*}
\]  

(2.14)
In the above,

\[ \tilde{\nu} = \frac{(\tilde{\rho}v + \tilde{\rho}'v')}{\rho} \]

The terms \(-\tilde{\rho}u'v'\) and \(-\tilde{\rho}C_p v'T'\), appearing in Eqs. (2.14) and (2.15), represent the apparent turbulent shear stress and turbulent heat flux, respectively, and must be modeled using empirical information obtained by studying the behavior of turbulent shear flows. Turbulence modeling will be discussed in the next section.

Again, axial conduction has been neglected in the energy equation as was done in the case of laminar flows. With nonmetallic fluids in turbulent flow, Peclet numbers will generally be very large; with liquid metals, however, Peclet numbers can be as small as 10. Stein [91] states that an examination of Schneider's [86] results suggests that, even with Peclet numbers as small as 10, the loss of accuracy in predicting overall heat transfer rates will not be too serious when axial diffusion is neglected. He extended Schneider's analysis to the uniform wall heat flux boundary condition and concluded that, with this boundary condition, axial heat diffusion can be neglected for all Peclet numbers, except at extremely small length to diameter ratios.

Both viscous dissipation and compression work have been included
in the energy equation. Blanco and Gill [92] studied the importance of these terms and concluded that the contribution of dissipation and compression work to the temperature distribution in gaseous flow is significant unless the Eckert number is very small. The net effect of dissipation alone in constant density flows and of dissipation and compression work in variable density flows is that of increasing the heat flux when the fluid is hotter than the wall, and decreasing it when the fluid is cooler than the wall. They suggest that including dissipation only in the energy equation (for variable density flows) will lead to inaccuracies in the temperature distribution. Consequently, both terms have been employed in the present study.

B. Turbulence Modeling

1. Physics of turbulent flow in an annular passage

Figure 2.2 schematically depicts the flow configuration in an annulus. For the present, it can be assumed that the flow is turbulent at the inlet and that the effect of inlet shape can be neglected. This effect will be discussed in Section B.7.

Three flow regimes can be identified in Fig. 2.2. Region I is the initial length where the two "external like" boundary layers interact with the inviscid core; this region is also known as the "displacement interaction" region [93] because the blocking effect of the growing wall boundary layers affects the flow speed in the inviscid core. For short passages, this may be the only flow regime. A much more complex inter-
Fig. 2.2. A schematic of the turbulent flow in the entrance region of an annulus showing three flow regimes.
action starts to occur at the beginning of region II, the "shear layer interaction" region. Stress containing eddies of one sign penetrate into the shear layer of opposite sign and this penetration grows before a mutual balance is established which characterizes fully developed flow, Region III. It should be noted that, in an annular duct, the position where the shear stress changes sign may not be the same as the position where the velocity gradient changes sign which makes the situation in the region of interaction between the two shear layers obviously more complicated as compared to that in a symmetrical duct flow.

Fully developed flow is unique to internal flows and it is, by definition, a flow type that is independent of the inlet or outlet states and one where conditions are statistically identical at each axial position. The flow in an annular duct becomes fully developed after about 50 hydraulic diameters from the entrance. Region II can be considered as a "transition region" as, in it, the flow undergoes a transition from an "external like flow" (Region I) to "fully developed flow" (Region III).

It will be useful for the discussion in the following sections to introduce some of the terminology commonly used in the turbulent flow literature. Fig. 2.3 shows a typical mean velocity distribution across a turbulent boundary layer. It is the usual practice to treat a turbulent boundary layer as a composite layer consisting of inner and outer regions, as shown in the figure.

The inner region of a turbulent boundary layer is much smaller than
Fig. 2.3. Semilogarithmic and linear plots of mean velocity distribution across a typical turbulent boundary layer.
the outer region, with a thickness of about 10 to 20% of the entire boundary layer thickness. It is generally assumed that the mean velocity distribution in this region is completely determined by the wall shear \( \tau_w \), density \( \rho \), viscosity \( \mu \), and the distance \( y \) from the wall. It is given by the following expression known as the "law of the wall":

\[
\frac{u^+}{u'_T} = f_1(y^+)
\] (2.16)

Here \( u'_T = (\tau_w/\rho)^{1/2} \) is a parameter having the dimensions of velocity, and called the friction velocity. The parameter \( y^+ \) is a Reynolds number defined as \( y^+ = yu'_T/\nu \). \( u^+ \) and \( y^+ \) are known as law of the wall coordinates.

The inner region can be divided into three layers as indicated in Fig. 2.3: (1) the viscous sublayer, (2) the buffer layer, and (3) the fully turbulent region.

In the viscous sublayer, the stresses are mainly viscous, since turbulent fluctuations, like mean velocities, become zero at the wall. The predominantly viscous region is neither uniform according to time nor according to distance along the wall. If one measures the instantaneous velocity profile instead of the time-mean profile the sublayer is revealed to have a spatial and time-dependent flow structure [94], "continuously disturbed by small-scale velocity fluctuations of low magnitude and periodically disturbed by fluid elements which [penetrate] into this region from positions further removed from the wall" [95].
However, at any section a time-mean value of the thickness of the region may be distinguished which at the most extends to $y^+ = 4$. In this region, mean velocity varies linearly with the distance from the wall, i.e.,

$$u^+ = y^+ \quad (2.17)$$

hence the name "linear sublayer" is also used sometimes for this region.

In the region $y^+ > 4$ in Fig. 2.3, the effect of viscosity on the flow decreases gradually with increasing distance from the wall. Ultimately, a region is reached where the flow is completely turbulent and the effects of molecular viscosity on the shear-stress-producing eddies are small. The intermediate region, where the total stress is partly viscous and partly turbulent, is called the buffer layer (it is sometimes called the transitional region which should not be confused with the standard laminar-turbulent boundary layer transition). In general, the thickness of either the viscous sublayer or the buffer layer is quite small in comparison with that of the fully turbulent region. The buffer layer roughly lies in the range $4 < y^+ < 50$. The velocity profile in the fully turbulent region ($y^+ > 50$) of the inner layer can generally be given as

$$u^+ = \frac{1}{\kappa} \log y^+ + B \quad (2.18)$$

where $\kappa$ and $B$ are constants.

The outer region of a turbulent boundary layer contains 80-90% of
the boundary layer thickness (see Fig. 2.3). This region is characterized by large eddies which contribute at least 50% to the turbulent energy associated with the u- and v-fluctuations and about 80% to the Reynolds stress [96]. Whether the large eddies arise in the outer layer because of some form of interfacial instability near the edge of the boundary layer [97], or result from the ejection of bursts from the inner region [98], or both, is still an open question.

In case of turbulent flow through an annular passage, two inner regions can be identified associated with the two walls of the passage. Also in Region I of the flow (Fig. 2.2), there are two corresponding outer regions. In Regions II and III, where the two shear layers have merged, the central core region may also be considered as an outer region as it is composed of the outer regions of the two shear layers. In the discussion to follow, "outer region", "central core region", or simply "central region" will be synonymous.

2. Apparent turbulent viscosity and conductivity

Time averaging of the Navier-Stokes equations results in a second order symmetric tensor for the apparent turbulent stresses known as Reynolds stresses. These must be specified before the governing equations can be solved for the mean velocity distribution. Proper weighting of the Navier-Stokes equations before time averaging will give exact "transport" equations for the Reynolds stresses. However, additional unknowns appear in these equations and therefore the set of equations must be closed by empirical assumptions.
In the flow configuration under study, only one of the six stress components, namely \( -\rho \overline{u'v'} \), is of significance. The exact equation for the transport of \( -\rho \overline{u'v'} \) contains additional unknown quantities. Hanjalic and Launder [99] developed a model involving two additional transport equations, one for turbulence kinetic energy and another for its dissipation rate, along with the transport equation for \( -\rho \overline{u'v'} \) whereby some of the terms appearing in the equations were modeled empirically. The main objection to such an approach is that the terms appearing in the shear stress transport equation are less understood than the shear stress itself. Also, three more PDE's have to be solved in addition to the basic conservation equations which means a significant increase in the computation cost. It is, therefore, always wise to develop turbulence models which are less complicated, and thus less expensive, for the practical calculation of turbulent flows.

The simplest and currently most common modeling approach follows a concept originally advanced by Boussinesq in 1877 (see, e.g., [100]), that the turbulent shearing stress can be related to the rate of mean strain as

\[
-\rho \overline{u'v'} = \nu_T \frac{\partial \overline{u}}{\partial y}
\]  

(2.19)

where \( \nu_T \) is an apparent turbulent (or eddy) viscosity yet to be defined. The implied assumption in Eq. (2.19) is that the stress-strain law for time-averaged turbulent flows is of the same form as that for a Newtonian fluid in laminar motion.
In a circular pipe or parallel plate duct, the velocity profile is symmetric about the centerline and shear stress also goes to zero there. In an asymmetric flow (asymmetry may be due to difference in curvature, like in a smooth annulus, or due to a difference in surface roughness), however, there is no reason to believe that radius of maximum velocity and that of zero shear will coincide; measurements [35, 61] have shown that these two are not the same.

Any turbulence model involving the turbulent viscosity concept, Eq. (2.19), is inherently incapable of differentiating between the maximum velocity and zero shear radius. However, the discrepancy between the two radii only becomes significant for very small radius ratios and even in those cases it is possible to predict overall flow characteristics quite accurately. Exact knowledge of the radius of zero shear is not very crucial for the present method, which employs Eq. (2.19), since it will not be used to calculate wall shear stresses, nor is the proposed turbulence model tied to it in any direct sense contrary to the case of some of the earlier eddy viscosity models [26, 39].

As suggested by Prandtl [101] in 1925, turbulent viscosity can be interpreted by analogy with kinetic theory of gases in general sense as

\[ \mu_T = \rho v_T \ell \]  \hspace{1cm} (2.20)

where \( v_T \) and \( \ell \) can be thought of as characteristic velocity and length scales, respectively. These scales must be expected to vary from place
to place, and to have values influenced by the particular pattern and velocity of the mean flow.

For heat transfer calculations, a modeled equation for the transport of \(-\rho C_p \bar{v'}T'\) can be developed. However, such an attempt is considered unnecessary for nonbuoyant flows [102]. The term \(-\rho C_p \bar{v'}T'\) represents an additional transport of heat which is caused by the turbulent motion and can be modeled by assuming that this transport is of diffusive type so that the Fourier's law applies, i.e.,

\[
-\rho C_p \bar{v'}T' = \lambda_T \frac{\partial T}{\partial y}
\]  

(2.21)

where \(\lambda_T\) is an apparent turbulent (or eddy) conductivity which can be related to turbulent viscosity \(\mu_T\) by defining a turbulent Prandtl number such as

\[
Pr_T = \frac{\mu_T C_p}{\lambda_T}
\]  

(2.22)

In general, the turbulent Prandtl number may vary throughout the flow, although quite accurate results can be obtained by using a constant value of \(Pr_T\). Further discussion on \(Pr_T\) will be found later in a separate section.

3. Length scale transport equation model

One of the simplest ways to calculate the turbulent viscosity is through Prandtl's mixing length hypothesis as a consequence of which \(v_T = \lambda |\frac{\partial u}{\partial y}|\) in Eq. (2.20) so that

\[
\mu_T = \rho \lambda^2 |\frac{\partial u}{\partial y}|
\]  

(2.23)
where \( \ell \), the mixing length, is yet to be specified. Physically, \( \ell \) can be interpreted as the transverse distance over which lumps of fluid can maintain their original momentum.

It is generally believed that the mixing length in the inner region of a turbulent boundary layer varies linearly with distance \( y \) from the wall. This is confirmed by experiments [103] and can also be justified by dimensional reasoning [104,105]. In the regions very close to the walls, however, turbulent fluctuations are damped due to viscous effects which can be taken into account by use of van Driest's hypothesis [46]. Therefore, for the two "inner regions" of an annular duct, mixing length can be specified as

\[
\ell_{i,w} = \kappa y_w [1 - \exp \left( -\frac{y_w^+}{A^+} \right)]
\]  

(2.24)

Here \( w = 1,2 \) corresponds to inner and outer wall of the annulus respectively and \( \kappa \) is von Kármán constant taken to be 0.41 while \( A^+ \) is a damping constant having a value of 26. Whether or not \( \kappa \) and \( A^+ \) are affected by large transverse curvature will be discussed later.

In the outer region of a turbulent boundary layer, the mixing length remains approximately constant and can be specified as

\[
\ell_o = C_l L
\]  

(2.25)

Where \( C_l \) is a constant and \( L \) is a characteristic length scale of turbulence yet to be specified. It can be assumed to be equal to the local shear layer thickness for flows which are changing slowly so that the dynamics of turbulent fluctuations can "track" the development of
the mean velocity profile. For that case $C_1 \approx 0.085$. Fletcher [106] and many others have successfully used such a model for the prediction of turbulent boundary layers. However, this model is based on the implicit neglect of the transport terms which, in general, can not be justified.

In the outer region, the length scale transported from upstream is significant since the large eddies which characterize that region travel a streamwise distance of several shear-layer thicknesses in their lifetimes. The rate at which large eddy structure changes, which determines changes in the length scale, is often quite slow relative to the mean flow development. So $L$, in Eq. (2.25), can be assumed to lag $\delta$ (shear layer thickness) in a manner controlled by the relaxation time for the large eddy structure, which is assumed to be proportional to $\delta/\overline{u_\tau}$ where $\overline{u_\tau}$ is a characteristic turbulence velocity. If it is further assumed that fluid in the outer part of the boundary layer travels at velocity $u_m$, the streamwise distance traversed by the flow during the relaxation time is $L^* = C_2 u_m \delta/\overline{u_\tau}$. A rate equation can be developed by assuming that $L$ will tend towards $\delta$ according to

$$\frac{dL}{dx} = \frac{\delta - L}{L^*}$$

or

$$u_m \frac{dL}{dx} = \frac{\overline{u_\tau}(\delta - L)}{C_2 \delta}$$

By a proper choice of $C_2$, this can also be written as
\[ u_m \frac{dL}{dx} = \frac{u_\tau}{C_2} \left( \frac{\delta - L}{\delta} \right) \] (2.26)

where \( u_\tau \) is the friction velocity.

It can be shown that the above equation is a one-dimensional \( \frac{\partial}{\partial y} = 0 \) specialization of a more general transport equation for length scale such as the one proposed by Bradshaw [107]:

\[ \frac{dL}{d\xi} = a_L \frac{\partial \bar{u}}{\partial y} - \gamma \frac{\partial \bar{v}}{\partial y} + a_2 (\bar{u} \bar{v})^{1/2} \]

advection generation diffusion destruction

where \( \bar{v} \) is a turbulent transport velocity.

By assuming that at a certain streamwise station a uniform level of length scale exists in the outer region so that \( \frac{\partial L}{\partial y} = 0 \), and that diffusion of length scale can be neglected leads to the following equation for steady flow if it is further assumed that fluid in the outer region moves with a velocity of \( u_m \):

\[ u_m \frac{d\bar{L}}{d\xi} = a_1 \frac{\partial \bar{u}}{\partial y} + a_2 (\bar{u} \bar{v})^{1/2} \] (2.27)

Now when \( \frac{dL}{d\xi} = 0 \) (i.e., when the turbulence and the mean flow are in local equilibrium), Eq. (2.27) reduces to

\[ L = -\frac{a_2}{a_1} (\bar{u} \bar{v})^{1/2} / \left( \frac{\partial \bar{u}}{\partial y} \right) \]

Writing this value of \( L \) as \( \delta \) and rearranging gives the following relation between \( a_1 \) and \( a_2 \):

\[ a_1 = -a_2 (\bar{u} \bar{v})^{1/2} / (\delta \frac{\partial \bar{u}}{\partial y}) \] (2.28)

Equation (2.27), then, becomes
Now, by proper choice of $C_2$, $a_2\frac{u_t}{\tau}(-u'_v v')^{1/2}$ can be replaced by
$\frac{u_t}{\tau}C_2$ if a lumped value of $(-u'_v v')^{1/2}$ is taken in the outer region, so that

$$u \frac{dL}{m \, dx} = \frac{u_t}{C_2} \left( \frac{\delta-L}{\delta} \right)$$

which is the same as Eq. (2.26).

a. Determination of $C_1$ and $C_2$ Consider turbulent flow in the entrance region of a parallel plate duct as shown in Fig. 2.4. A turbulence model, such as $\lambda_o = 0.085 S_{\lambda}$ (with $S_{\lambda} = \delta$), can describe the flow quite accurately in the region where the shear layers have not merged since the flow is more like an external boundary layer flow under favorable pressure gradient which has been calculated previously very successfully by a simple mixing length model [106]. However, such a model is unable to correctly describe the interaction of the two shear layers if $S_{\lambda} = \delta$, where $\delta = \frac{d}{2}$ is taken as the "apparent" shear layer thickness after they merge. As stated in Section B.1, eddies from one shear layer penetrate into the other and the interaction grows as the flow tends towards its fully developed state. Although the phenomenon is intermittent, it can be assumed that the shear layers grow into each other as shown in Fig. 2.4. If the "actual" shear layer thickness, $S_{\lambda}$, is known, then the model $\lambda_o = 0.085 S_{\lambda}$ ($S_{\lambda} \neq \delta$) can be used to describe quite accurately the shear layer interaction.
Fig. 2.4. Flow configuration in the entrance region of a parallel wall duct showing shear layer interaction
which causes the centerline velocity overshoot. Dean (see [108]), by a boundary layer sampling technique, observed that the interaction in a parallel plate duct is confined to within ±0.2d of the centerline. This means that, in the fully developed state,

\[ S_\delta \approx 1.4\delta \]

therefore

\[ \ell_0 \approx 0.085 \times 1.4\delta \approx 0.12\delta \] (2.29)

Now, in the fully developed state \( \frac{dL}{dx} = 0 \), \( L = \delta \) from Eq. (2.26); so from Eqs. (2.25) and (2.29) \( C_1 = 0.12 \).

Two forms for \( C_2 \) were considered; \( C_2 = 0.92 \) and \( C_2 = 0.92 \frac{\delta}{L} \). The latter choice gave slightly better results and was adopted. The restriction imposed for determination of the constant 0.92 was that \( \ell_0/\delta \) should remain of the order of 0.085 in the "displacement-interaction" region.

Once \( C_1 \) and \( C_2 \) are known, Eqs. (2.25) and (2.26), for the shear layers in an annular passage, can be written as

\[ \ell_{0,w} = 0.12 \frac{L}{w} \] (2.30)

and

\[ \frac{dL}{dx} = 1.09 \frac{L_w}{\delta_w} \left[ \frac{L}{\delta} - \left( \frac{L}{\delta_w} \right)^2 \right] \] (2.31)

where \( w = 1,2 \) corresponds to the inner and outer wall of the annulus respectively.

The switch between inner and outer region models is made whenever

\[ \ell_{0,w} < \ell_{i,w} \]
The mixing length given by Eq. (2.30) will eventually become discontinuous at the radius of maximum velocity after the growing boundary layers have merged as they tend towards the fully developed state. To overcome this, an average of the outer length scale \( \bar{l}_o = (l_{o,1} + l_{o,2})/2 \) predicted for the flow along each wall was used for the central core region after the viscous layers had merged. This implies that in the fully developed state (\( \frac{dL}{dx} = 0 \)), the mixing length in the "outer" region will be given as

\[
\bar{l}_o = 0.12(r_2-r_1)/2
\]  

(2.32)

The model described in Eqs. (2.23), (2.24), (2.30) and (2.31) will be seen to predict most hydrodynamic features of the annular flow quite accurately. Fletcher [109] has utilized a similar model, with \( C_2 = 0.8 \delta/L \), for calculation of flows containing regions of recirculation using an inverse finite-difference method to solve the boundary layer equations; but in that application \( \delta \) was defined as \( \delta_{99} \), whereas in the present method it is defined as \( \delta_{995} \) (the distance from the wall where \( u = 0.995 u_m \)), partially accounting for the difference in the numerical constant.

The scheme suggested by Fletcher [110] to take account of the low Reynolds number effect is employed for some distance downstream of the entrance. When the low Reynolds number effect becomes negligible, a switch is made to the length scale transport model.
4. **Bridging**

It should be noted that after the boundary layers have merged, Eq. (2.23) will give zero turbulent viscosity at the radius of maximum velocity ($\frac{\partial u}{\partial y} = 0$). This implies zero turbulent conductivity there, which is unrealistic when asymmetric thermal boundary conditions exist; use of this model will likely lead to an inaccurate prediction of the temperature profile. This shortcoming, however, is not associated only with this model; Bradshaw's shear layer interaction model [111], for example, will also predict zero turbulent heat transport at the radius of zero shear.

An improvement in the predicted temperature distribution has been noted for fully developed flow when the turbulent viscosity (thus, the turbulent conductivity) profile predicted by Eq. (2.23) is "bridged" just by assuming a linear distribution between the peaks (see Fig. 4.12). Similar schemes for treating the eddy viscosity near the point of zero velocity gradient in the wall mixing zone of a wall jet have been suggested by Pai and Whitelaw [112] and by Dvorak [113]. In the latter study, a cosine fairing was used for the eddy viscosity. No studies of this type have been noted to date for annular flows.

5. **Turbulence kinetic energy equation model**

A more general remedy for the problem of predicting unrealistically small values of $\mu_T$ (thus, $\lambda_T$) in the central core can be provided by assuming $\nu_T = C \mu^{1/2}$ in Eq. (2.20), so that
\[ \nu_T = \frac{c_m \rho k^{1/2}}{\lambda} \]  

(2.33)

where \( k \) is turbulence kinetic energy defined as

\[ k = \frac{1}{2}(u'^2 + v'^2 + w'^2) \]

An exact transport equation for turbulence kinetic energy for axisymmetric boundary layer flows, derivable from the Navier-Stokes equations, is of the following form [83]:

\[ \frac{-\mu}{\rho} \frac{\partial k}{\partial x} + \rho \frac{\partial}{\partial y} \left( \frac{\partial k}{\partial y} \right) = \frac{1}{r} \left( \frac{\partial (r \frac{\partial k}{\partial y})}{\partial y} - \frac{1}{r} \frac{\partial}{\partial y} \left( r(\rho \nu'k' + \nu'p') \right) \right) \]

\[ -\mu \nu' v' \frac{\partial u}{\partial y} - D_2 \]  

(2.34)

In the above equation, the turbulent (kinetic and pressure) diffusion term can be modeled as given in [114], i.e.,

\[ -\frac{1}{r} \frac{\partial}{\partial y} \left( r(\rho \nu'k' + \nu'p') \right) = \frac{1}{r} \frac{\partial}{\partial y} \left( r \frac{\nu_T}{Pr_k} \frac{\partial k}{\partial y} \right) \]

where \( Pr_k \) is turbulent Prandtl number for the diffusion of \( k \).

The generation term, \(-\mu \nu' v' \frac{\partial u}{\partial y}\), is modeled by use of Eq. (2.19) and is given by

\[ -\mu \nu' v' \frac{\partial u}{\partial y} = \nu_T \left( \frac{\partial u}{\partial y} \right)^2 \]

The dissipation term, \( D_2 \), is modeled as

\[ D_2 = \frac{C_D \rho k^{3/2}}{\lambda} \]

\[ \nu_T = \frac{c_m \rho k^{1/2}}{\lambda} \]  

(2.33)

where \( k \) is turbulence kinetic energy defined as

\[ k = \frac{1}{2}(u'^2 + v'^2 + w'^2) \]

An exact transport equation for turbulence kinetic energy for axisymmetric boundary layer flows, derivable from the Navier-Stokes equations, is of the following form [83]:

\[ \frac{-\mu}{\rho} \frac{\partial k}{\partial x} + \rho \frac{\partial}{\partial y} \left( \frac{\partial k}{\partial y} \right) = \frac{1}{r} \left( \frac{\partial (r \frac{\partial k}{\partial y})}{\partial y} - \frac{1}{r} \frac{\partial}{\partial y} \left( r(\rho \nu'k' + \nu'p') \right) \right) \]

\[ -\mu \nu' v' \frac{\partial u}{\partial y} - D_2 \]  

(2.34)

In the above equation, the turbulent (kinetic and pressure) diffusion term can be modeled as given in [114], i.e.,

\[ -\frac{1}{r} \frac{\partial}{\partial y} \left( r(\rho \nu'k' + \nu'p') \right) = \frac{1}{r} \frac{\partial}{\partial y} \left( r \frac{\nu_T}{Pr_k} \frac{\partial k}{\partial y} \right) \]

where \( Pr_k \) is turbulent Prandtl number for the diffusion of \( k \).

The generation term, \(-\mu \nu' v' \frac{\partial u}{\partial y}\), is modeled by use of Eq. (2.19) and is given by

\[ -\mu \nu' v' \frac{\partial u}{\partial y} = \nu_T \left( \frac{\partial u}{\partial y} \right)^2 \]

The dissipation term, \( D_2 \), is modeled as

\[ D_2 = \frac{C_D \rho k^{3/2}}{\lambda} \]

The modeled form of the turbulence kinetic energy, then, is
\[
- \frac{\rho u}{\partial x} \frac{\partial k}{\partial x} + \frac{\rho v}{\partial y} \frac{\partial k}{\partial y} = \frac{1}{r} \frac{\partial}{\partial y} \left( r \left( \mu + \frac{u_T}{Pr_k} \right) \frac{\partial k}{\partial y} \right) + \mu_T \left( \frac{\partial u}{\partial y} \right)^2 - C_D \frac{\partial k}{\partial y}^{3/2}/l \tag{2.35}
\]

The above equation is valid only where flow is fully turbulent. For that reason, the boundary conditions for Eq. (2.35) are not specified at the walls where flow is largely influenced by laminar viscosity. Instead, they are specified at some distance from the walls. The boundary conditions employed were

\[
k(x, y^+) = -\frac{\rho u v}{C_D} \frac{1}{r} (x, y^+) / 2^{3/2}
\tag{2.36}
\]

A value of \( y^+ \approx 60 \) is suggested.

The above boundary conditions follow from a specialization of Eq. (2.35) under the usual assumption that in the fully turbulent region near the wall the generation and dissipation terms balance one another and the Prandtl's mixing length formula, Eq. (2.23), holds in that region.

Two more boundary conditions for \( k \) are needed in Region I (Fig. 2.2) as the method to be described in Chapter III treats the two shear layers separately in that region. These are

\[
k(x, \delta_1) = k(x, \delta_2) = \left( \frac{u_0}{u} \right)^2 k_0
\tag{2.37}
\]

where \( k_0 \) is the free stream turbulence kinetic energy specified at the inlet.

An initial distribution of \( k \) is provided by initially using Eq. (2.23) up to some distance downstream of the inlet where the low Reynolds number modification [110] is no longer needed and then assuming
that the turbulent viscosity predicted by both Eqs. (2.23) and (2.33) are equal, i.e.,

\[ k(\text{initial}) = \varepsilon^2 \left| \frac{\partial u}{\partial y} \right|^2 / c_\mu^2 \]  

(2.38)

The length scale needed in Eq. (2.33) is provided by using the model described in Section B.3.

\[ \frac{u_T^2}{\partial y} = C_D \rho k^{3/2} / \varepsilon \]

\[ but, from Eqs. (2.23) and (2.33), \]

\[ \frac{\left( -\rho u'v' \right)^2}{\mu_T} = \frac{\left( -\rho u'v' \right)^2}{c_\mu \rho k^{1/2} / \varepsilon} \]

therefore,

\[ \frac{\left( -\rho u'v' \right)^2}{c_\mu \rho k^{1/2} / \varepsilon} = C_D \rho k^{3/2} / \varepsilon \]

or

\[ \frac{-u'v'}{k} = (C_D c_\mu)^{1/2} \]  

(2.39)

In fully developed pipe flow, it has been found experimentally that over a considerable portion of the radius,

\[ \frac{-u'v'}{k} \approx 0.3 \]
So,

\[ C_\mu C_D = 0.09 \]  (2.40)

Now from Eqs. (2.19) and (2.23),

\[ -\rho u'v' = -\rho \frac{\partial \rho}{\partial y} \left| \frac{\partial u}{\partial y} \right| \frac{\partial u}{\partial y} \]

or

\[ -u'v' = \frac{\rho \frac{\partial u}{\partial y} \frac{\partial u}{\partial y}}{\rho \frac{\partial^2 y}{\partial^2 y}} \frac{\partial u}{\partial y} \]

or

\[ \mu_T^2 = \rho \frac{\partial}{\partial y} (-u'v') \]

or

\[ \mu_T = \sqrt{\rho \partial (-u'v')} \]

Comparing this with Eq. (2.33) gives

\[ C_\mu = \left( \frac{-u'v'}{k} \right)^{1/2} \]

So from Eq. (2.39),

\[ C_\mu = (C_\mu C_D)^{1/4} \]

or, from Eq. (2.40),

\[ C_\mu = (0.09)^{1/4} = 0.548 \]  (2.41)

Also,

\[ C_D = \frac{0.09}{C_\mu} = 0.164 \]  (2.42)

\[ Pr_k, \] turbulent Prandtl number for diffusion of \( k \), was assigned a value of 1.47 which has earlier been used for turbulent flow in parallel
plate channels as given in [115].

6. **Turbulent Prandtl number**

   Turbulent Prandtl number was defined in a previous section as
   \[
   \text{Pr}_T = \frac{\mu_T c_p}{\lambda_T} \tag{2.22}
   \]

   A strict application of the Reynolds analogy by assuming that heat and momentum are transferred by the same process, leads to a turbulent Prandtl number of unity. However, experiments frequently show that \text{Pr}_T, in general, varies throughout the flow and also depends upon molecular Prandtl number. The literature discusses the value of \text{Pr}_T at great length (see, e.g., Reynolds [116]) without definite conclusions. Any model developed for the prediction of turbulent Prandtl number has to rely upon experiments in order to determine the empirical constants. The dilemma is that the experiments do not agree among themselves and no consensus exists, at least for the region very close to the wall, about the variation of \text{Pr}_T across a shear layer.

   Two methods are generally used to calculate turbulent Prandtl number from the measurable quantities namely \( \overline{u}, \overline{T}, -\overline{u'v'} \) and \( -\overline{v'T'} \). These are described below briefly in order to develop an appreciation for the uncertainty involved in the determination of \text{Pr}_T even if the quantities measured were of sufficient accuracy.
a. The eddy correlation method

From Eqs. (2.19) and (2.21):

\[
\frac{u'^{'}v'^{'} \overline{}}{v'^{'}T'^{'} \overline{}} = \frac{\mu \lambda_{T}}{\lambda_{T}} \frac{\partial \overline{u}}{\partial y} \frac{\partial \overline{T}}{\partial y}
\]

Using the definition of \( \text{Pr}_{T} \) from Eq. (2.23), this gives

\[
\text{Pr}_{T} = \frac{u'^{'}v'^{'} \overline{}}{v'^{'}T'^{'} \overline{}} \frac{\partial \overline{T}}{\partial y} \frac{\partial \overline{u}}{\partial y} \quad (2.43)
\]

It can be seen that the process of determining \( \text{Pr}_{T} \) will involve differentiation of experimentally determined profiles of \( \overline{u} \) and \( \overline{T} \) which is not very straightforward. The uncertainty involved will be particularly large when the gradients are small; for example near the edge of a flat plate boundary layer or near the radius of maximum velocity in an annulus.

b. Integration method

Total (laminar and turbulent) shear stress and heat flux can be written as

\[
\tau = (\mu + \mu_{T}) \frac{\partial \overline{u}}{\partial y}
\]

\[
\dot{q} = -(\lambda + \lambda_{T}) \frac{\partial \overline{T}}{\partial y}
\]

These two equations can be rearranged to give

\[
\mu_{T} = \tau / \frac{\partial \overline{u}}{\partial y} - \mu
\]

\[
\lambda_{T} = -\dot{q} / \frac{\partial \overline{T}}{\partial y} - \lambda
\]
So that,

\[ \text{Pr}_T = \frac{\mu C_p}{\lambda T} = C_p \left\{ \frac{\tau / \frac{\partial \bar{u}}{\partial y} - \mu}{-\dot{q} / \frac{\partial \bar{T}}{\partial y} - \lambda} \right\} \]  

(2.44)

Here, again, \( \frac{\partial \bar{u}}{\partial y} \) and \( \frac{\partial \bar{T}}{\partial y} \) can be determined by numerical differentiation of \( \bar{u} \) and \( \bar{T} \) profiles respectively. In order to determine \( \tau \) and \( \dot{q} \), Eqs. (2.14) and (2.15) will have to be integrated (after they have been closed using the assumptions given in Eqs. (2.19) and (2.21)).

For the case of fully developed annular flow, the momentum equation (2.14) can be written as

\[ \frac{1}{r} \frac{\partial}{\partial r} (r \tau) = \frac{dp}{dx} \]

Integration gives

\[ \tau(r) = - \left. \frac{1}{2} \frac{dp}{dx} \right|_d \left( \frac{r^2 - r'^2}{m} \right) \]  

(2.45)

where \( r_m \), the radius of maximum velocity, can be determined from the measured velocity profile or by direct measurement of shear stress at one of the walls forming the annulus.

The energy equation (2.15) can be written as (after neglecting viscous dissipation and compression work)

\[ \frac{1}{r} \frac{\partial}{\partial r} (r \dot{q}) = -\frac{\rho C_p}{p} \frac{\partial \bar{T}}{\partial x} \]

Integrating this, \( \dot{q} \) can be written as

\[ \dot{q}(r) = \frac{1}{r} \int_{r_1}^{r} \frac{\rho C_p}{p} \frac{\partial \bar{T}}{\partial x} \, dr \]
If the constant heat flux boundary condition is applied at one of the walls then, on full development,

\[ \frac{\partial \bar{T}}{\partial x} = \left. \frac{\partial \bar{T}}{\partial x} \right|_{b} \]

Therefore, for constant \( \bar{\rho} \) and \( C_p \),

\[ q(r) = \frac{\bar{\rho} C_p}{r} \frac{d\bar{T}}{dx} \int_{r_1}^{r} \bar{u} r dr \]

(2.46)

The integral appearing in the above equation can be evaluated using numerical techniques. Generally, numerical integration schemes are quite accurate while numerical differentiation schemes (needed to evaluate \( \frac{\partial \bar{u}}{\partial y}, \frac{\partial \bar{T}}{\partial y} \)) are not.

The experimental studies made to date have employed both eddy correlation and integration method for determining turbulent Prandtl number. There is fair amount of agreement among these studies on that the turbulent Prandtl number attains a value of 0.9 in the fully turbulent part of the inner region of a shear layer. Rotta [117], based on the measurements of Ludwieg [118] and Johnson [119], has suggested following formula for \( Pr_T \) across a flat plate boundary layer:

\[ Pr_T = 0.9 - 0.4(y/\delta)^2 \]

(2.47)

According to this formula, the value of turbulent Prandtl number is fairly uniform near the wall but falls to 0.5 at the edge of the layer. The reduction in \( Pr_T \) as the edge is approached was also observed by Blom [120] in his investigation of a flat plate boundary layer. For channel and pipe flow studies, the results are not so conclusive.
A number of experiments show a gradual reduction in $\Pr_T$ toward the centerline while others show quite the reverse (see, e.g., Kestin and Richardson [121]).

The results of Kuzay and Scott [69] and Ball and Azer [67] for an annular duct show a decrease in turbulent Prandtl number as the radius of maximum velocity is approached. These results might have been influenced by large uncertainties associated with the calculation of $\Pr_T$ in this region; however, one would expect a small value ($\approx 0.7$) of $\Pr_T$ since a "wake like flow" exists near the maximum velocity radius and, in fact, a value of $\Pr_T = 0.7$ is commonly used for free shear flows [122].

At present, there seems to be no consensus about the value of turbulent Prandtl number very near the wall, say, $y^+ < 50$. Kuzay and Scott [69] report that very close to the wall $\Pr_T$ has a low value (0.4 to 0.6). Measurements of Ball and Azer [67] and Blom [120] seem to confirm this conclusion. However, data taken at Stanford University (see Kays and Moffat [123]) shows that turbulent Prandtl number goes well above unity very close to the wall.

How the wall value of $\Pr_T$ affects the models proposed for turbulent Prandtl number can be shown by considering Cebeci's model [124]. Cebeci, by applying van Driest's concept [46] to temperature fluctuations, proposed following model for turbulent Prandtl number:

$$\Pr_T = \frac{\kappa [1-\exp(-y^+/\delta^+)]}{\kappa_n [1-\exp(-y^+/B^+)]}$$

(2.48)
where $B^+$ is a damping constant for temperature fluctuations and $\kappa_h$ is mixing length constant for heat.

At the wall, $Pr_T$ is given by

$$ (Pr_T)_w = \frac{\kappa}{\kappa_h} \frac{B^+}{A^+} \quad (2.49) $$

Note that as $y^+$ becomes larger the exponential terms in Eq. (2.48) approach zero. The turbulent Prandtl number then becomes

$$ (Pr_T)_\infty = \frac{\kappa}{\kappa_h} \quad (2.50) $$

In the logarithmic region, $Pr_T \approx 0.9$. So that,

$$ \frac{\kappa}{\kappa_h} = 0.9 \quad (2.51) $$

Now from Eqs. (2.49) and (2.51), for $A^+ = 26$,

$$ B^+ = 28.9(Pr_T)_w \quad (2.52) $$

For a wall value of turbulent Prandtl number more than unity, say 1.5,

$$ B^+ = 43.4 \quad (2.53) $$

If $(Pr_T)_w = 0.6$ (the upper limit of the value suggested by Kuzay and Scott), then

$$ B^+ = 17.3 \quad (2.54) $$

The two values of $B^+$ given by Eqs. (2.53) and (2.54) are significantly different and if used in Eq. (2.48) will give drastically different variation of turbulent Prandtl number near the wall.

In view of the absence of reliable data, a constant value of
Pr$_T$ = 0.9 is used throughout this study unless otherwise mentioned. Generally, this value gives sufficiently accurate predictions of heat transfer. This seems to suggest that

... if ignorance prevails for a long time about something in which many are interested, it is often an indication that exact knowledge is not necessary; for otherwise a false assumption would bring such startling divergences between predictions and experiments that its falsity would be at once apparent [114].

7. Transverse curvature effect

In flow through annuli of very small radius ratios, the boundary layer developing around the core is relatively thick, i.e., $\delta_1/r_1$ is large, which may affect the turbulence structure causing the heat transfer and skin friction to be different from that predicted by the usual turbulence models due to changes in the turbulence structure itself not accounted for by the models.

The effect of transverse curvature on axisymmetric turbulent boundary layers has been studied theoretically and experimentally in many investigations [125-130]. In a thick axisymmetric boundary layer, Rao [125] argued that the logarithmic law in the classical two-dimensional coordinates does not hold since the constant stress layer is no longer present. He proposed that the logarithmic law of the wall in axisymmetric flow around a cylinder of radius $r_1$ should be taken as

$$u^+ = \frac{1}{\kappa} \log(r_1^+ \log \frac{r}{r_1}) + B \quad (2.55)$$
where $\kappa$ and $B$ are as defined earlier but may have different values. Rao and Keshavan [126] undertook an experimental investigation of axisymmetric turbulent boundary layers in zero pressure gradient and concluded that both $\kappa$ and $B$ are not universal constants. Afzal and Narasimha [128], however, expressed skepticism about the validity of the conclusion drawn in [126] as the flow may not have been in the fully turbulent state in some of those experiments. They (Afzal and Narasimha) further argued that a logarithmic law in classical two-dimensional coordinates does exist and that only $B$ is a nonuniversal constant.

Huffman and Bradshaw [129] show by data analysis that the viscous sublayer is more strongly affected by transverse wall curvature than is the rest of the inner region. This will suggest that only $B$ (or equally van Driest's damping constant $A^+$, as $B$ depends on $A^+$) is significantly affected by transverse curvature, a conclusion which is in line with the findings of Afzal and Narasimha. Huffman and Bradshaw do not suggest any explanation for the apparent curvature effect except that it is a real effect of curvature on the sublayer.

Cebeci [130], using Rao's log law coordinates [125], suggested a modified mixing length distribution for the inner region. He, however, stated that this modification did not change the results (velocity profiles, skin friction) from those obtained by the usual mixing length distribution. According to him, the real effect comes by the use of a variable $\alpha$ in his eddy viscosity distribution for the
outer region, i.e.,

\[ \mu_T^{(\text{outer})} = \alpha \bar{\rho} u_m \delta_k^* \]  

(2.56)

where \( \delta_k^* \) is the kinematic displacement thickness, and the \( \alpha \) function includes any intermittency effects or Reynolds number dependence as given in [130]. In view of the discussion presented above, however, it is hard to believe that transverse curvature will significantly affect the outer region eddy viscosity. Such a model seems particularly inappropriate for the use in annular passages.

Experimental investigation of turbulent flow in annuli of very small radius ratios have been performed by Brighton and Jones [58], Lawn and Elliot [35], and Rehme [62]. Both of the former investigations indicate that the velocity at the edge of the sublayer on the inner wall falls below the universal logarithmic velocity profile. This evidence suggests that transverse curvature does affect the sublayer. According to Rehme [62], however, his results did not exhibit any difference from the usual logarithmic velocity profile near the inner wall, even for large curvature.

It is assumed here that the sublayer thickness around the inner wall of the annulus decreases as the curvature increases. This is because the sublayer on a convex surface seems more likely to be influenced by the fluid elements which penetrate into it periodically from positions further removed from the wall as opposed to the sublayer on a concave surface. In other words, large convex curvature helps turbulent eddies tear apart the viscous sublayer so that the effective
time-mean thickness is decreased. A measure of the sublayer thickness is \( A^+ \), the van Driest's damping constant. On the basis of the available data of various authors \([35, 58]\), \( A^+ \) was assumed to differ from its value of 26 for the inner wall, in the case of small radius ratios, according to:

\[
A^+ = 26(r^*)^{0.1}
\]  

(2.57)

A similar approach was used by Hanjalic \([47]\) to account for the transverse curvature effect in calculating fully developed flow in an annulus of \( r^* = 0.088 \) using a three equation differential model of turbulence. In the calculation procedure of Patankar and Spalding \([2]\), which he employed, the near wall boundary conditions are determined by use of "wall functions". In order to calculate the velocity boundary condition near the inner wall, the constant \( B \) in Eq. (2.18) was modified which is equivalent to modifying \( A^+ \) as done in the present study.

8. Laminar-turbulent transition

The boundary layer in the entrance region of a duct depends, along with other factors, upon the shape of the entrance. In a rounded entrance, (see Fig. 2.5), the boundary layers will generally start as laminar, even though the duct Reynolds number is high enough to characterize turbulent flow, and will undergo a transition to turbulent flow at some distance downstream of the entrance. In a square-edged entrance (Fig. 2.5) a small separated flow region may even exist, as
Figure 2.5. Two possible entrance shapes
was observed by Olson and Sparrow [63].

In some of the experiments with which the present predictions will be compared in Chapter IV, the boundary layers were tripped at the entrance so that the flow was turbulent from the beginning. However, trips may not be present in practical circumstances and one would like to be able to predict the flow under actual conditions which may involve laminar-turbulent transition.

Considerable interest has been shown in the stability of laminar shear flows and the eventual transition from a laminar state to a turbulent state of fluid motion because of the fundamental importance of being able to make a realistic prediction of where and if transition will occur in a given configuration under a given environment. The location of the point of transition depends upon many factors such as, Reynolds number, the streamwise pressure gradient, free stream turbulence, the curvature and roughness of the surface, the surface temperature, etc. Several correlations have been suggested for the relatively simple case of two-dimensional constant property boundary layers. One such correlation is given by Cebeci et al. (see [83]) as

\[ \text{Re}_{0, \text{tr}} = 1.174(1 + \frac{22400}{\text{Re}_x})^{0.46} \]  

for \( 1 \times 10^5 \leq \text{Re}_x \leq 40 \times 10^6 \).

The above correlation was not found suitable for prediction of the onset of transition in the configuration under study. Transition in internal flows, perhaps, largely depends upon the shape of the entrance
and it becomes difficult to predict its initiation point by use of a general correlation.

In some calculation procedures (see, for example, Cebeci and Chang [131]), the experimental location of transition is used. This point is often taken as the point of minimum Stanton number obtained from heat transfer measurements. It should be noted, however, that the actual transition process begins somewhat upstream of the location where the wall heat transfer shows an upward trend. In STAN5 (A Program for Numerical Computation of Two-Dimensional Internal/External Boundary Layer Flows), Crawford and Kays [132] assumed that transition will occur whenever \( \text{Re}_\theta = 200 \). Cebeci and Chang [131] used a value of critical \( \text{Re}_\theta = 320 \) for pipe flow whenever the experimental transition location was not available.

The transition region is characterized by the appearance of turbulent "spots" outside of which the flow still remains laminar. While moving downstream, these spots grow and merge with one another until the flow becomes fully turbulent. These spots were identified first by Emmons [133] and the existence of them in the boundary layer flow has been confirmed experimentally by Schubauer and Klebanoff [134] and others. The calculation of flow through the transition region can be made by use of an intermittency function \( \gamma \) which was first introduced by Emmons such that \( \gamma = 0 \) for fully laminar flow and \( \gamma = 1 \) for fully turbulent flow. If \( \mu_T \) is the turbulent viscosity in the fully turbulent flow, then the effective turbulent viscosity in the
transition region can be calculated as

\[ (\mu_T)^{\text{tr}} = \gamma \mu_T \]  

(2.59)

In the present study, the Dhawan and Narasimha correlation \[135\] for \( \gamma \), which was obtained by using the source density function of Emmons \[133\], was used. According to this the intermittency function, \( \gamma \), in the streamwise direction is

\[ \gamma = 1 - \exp(-0.412 \xi^2) \]  

(2.60)

where

\[ \xi = \frac{x - x^{tr}}{\Delta} \]  

(2.61)

for \( x^{tr} \geq x \geq x_t \) and \( \Delta \) is a measure of the extent of the transition taken as

\[ \Delta = x \bigg|_{\Delta=0.75} - x \bigg|_{\Delta=0.25} \]  

(2.62)

according to \[135\].

\( x_t \), in the above, is the location where transition is complete (or flow becomes fully turbulent). This location can be given by the following approximate relation:

\[ \frac{\text{Re}_{x,t}}{\text{Re}_{x,\text{tr}}} \approx 2 \]  

(2.63)

Another correlation for determining the extent of transition region, which is incorporated in the present computer code, is that due to Dhwan and Narasimha \[135\] and can be reduced to
where Re* is the local unit Reynolds number, \( u_m / \nu_m \).

C. Complete Mathematical Model

1. Governing equations

Under the assumptions given in Eqs. (2.19) and (2.21), Eqs. (2.13-2.15) have the same form as Eqs. (2.7-2.9) which apply to laminar flow. So the model equations, both for laminar and turbulent flow, can be written as

**continuity equation:**

\[
\frac{\partial}{\partial x}(\rho u) + \frac{1}{r} \frac{\partial}{\partial y}(\rho v) = 0 \tag{2.65}
\]

**momentum equation:**

\[
\rho u \frac{\partial u}{\partial x} + \rho v \frac{\partial u}{\partial y} = \frac{1}{r} \frac{\partial}{\partial y}(rn_u \frac{\partial u}{\partial y}) - \frac{dp}{dx} + f_x \tag{2.66}
\]

where \( n_u \), the coefficient for momentum diffusion, is given as:

- \( n_u = \mu \) for laminar flows

and

- \( n_u = \mu + \mu_T \) for turbulent flows

**energy equation:**

\[
\rho C_p u \frac{\partial T}{\partial x} + \rho C_v v \frac{\partial T}{\partial y} = \frac{1}{r} \frac{\partial}{\partial y}(rn_T \frac{\partial T}{\partial y}) + n_u \left( \frac{\partial u}{\partial y} \right)^2 + \beta Tu \frac{dp}{dx} \tag{2.67}
\]
where \( n^T \), the coefficient for diffusion of heat, is given as

\[
\frac{n^T}{\lambda} = \lambda \text{ for laminar flows}
\]

and

\[
\frac{n^T}{\lambda + \lambda T} = \lambda + \lambda T \text{ for turbulent flows}
\]

In the above, \( u = \bar{u}, v = \bar{v}, p = \bar{p}, T = \bar{T} \) and \( \rho = \bar{\rho} \) for turbulent flows.

Note that Eqs. (2.65) and (2.67) have four unknowns, namely, \( u, v, p, \) and \( T \) after the properties of the fluid have been specified. An additional equation, therefore, is needed which, for confined flows, is specified through the requirement that, for no blowing or suction through the walls, overall mass flow should be conserved, i.e.,

\[
\dot{m} = \int_A \rho udA = 2\pi \int_0^{r_h} \rho ur dy = \text{constant} \quad (2.68)
\]

This equation will be used to determine \( \frac{dp}{dx} \) as described in the next chapter.

2. Boundary conditions

To complete the mathematical model, appropriate boundary conditions need to be specified which for the present geometry are given as

\[
u(x,0) = u(x, r_h) = 0
\]

i.e., no slip at the walls,

\[
v(x,0) = v(x, r_h) = 0,
\]

i.e., no blowing or suction through the walls, and
\[ T(x,0) = T_1(x), \quad T(x, r_h) = T_2(x); \]

where \( T_1(x) \) and \( T_2(x) \) are the specified wall temperature distributions, or

\[ \dot{q}(x,0) = \dot{q}_1(x), \quad \dot{q}(x, r_h) = \dot{q}_2(x); \quad (2.69) \]

where \( \dot{q}_1(x) \) and \( \dot{q}_2(x) \) are the specified wall heat flux distributions, or a combination of these.

Also,

\[ u(0,y) = u_e(y) \]
\[ p(0,y) = p_e \]
\[ T(0,y) = T_e(y) \quad (2.70) \]

Boundary conditions are not needed at the downstream end of the duct. This is a consequence of the use of the boundary layer approximation which has rendered the governing equations parabolic in nature. Eqs. (2.65-2.70), thus, present the complete mathematical model for laminar and turbulent flow and heat transfer in axisymmetric annular passages.

3. Fluid properties

The properties of the fluid, namely, density, viscosity, thermal conductivity, and specific heat, are, in general, assumed to vary with temperature and pressure. Their values need to be specified before the set of governing equations can be solved. Specific property relations used in the present study will be given in Appendix F.
D. Engineering Parameters

It seems appropriate to define the engineering parameters of interest for the annular geometry since some of these differ from the well-known definitions for flat plate or tube flow.

1. Shear stress

Shear stress at any point in the flow can be determined by

$$\tau = (\mu + \mu_T) \frac{\partial u}{\partial y}$$

where $\mu_T = 0$ in laminar flow. In case of turbulent flow, the laminar contribution to the shear stress away from the walls is negligibly small. At the walls, however, turbulent viscosity vanishes and wall shear stress can be calculated as

$$\tau_w = \mu_w \frac{\partial u}{\partial y} \bigg|_w$$

2. Skin-friction coefficient

Skin-friction coefficients at the two walls are defined as

$$C_f = \frac{\tau_w}{\frac{1}{2} \rho_b u_b^2}$$

where $w = 1, 2$ corresponds to the inner and outer wall respectively.

An overall skin-friction coefficient for the annulus can be defined as

$$C_f = \frac{C_{f_2} + r^* C_{f_1}}{1 + r^*}$$
3. Displacement thickness

The displacement thickness, $\delta^*$, is a measure of the mass flow defect due to the presence of viscous boundary layer. It is defined as the distance which the inviscid flow would need to be displaced from the wall to yield the same flow rate as in the actual flow with the boundary layer included. For the shear layer on the inner wall, it can be given as

$$
(\delta^*_1 + r_1)^2 - r_1^2 = 2\int_{r_1}^{r_1 + \delta_1} (1 - \frac{\rho u}{\rho_m u_m}) r dr
$$

or

$$
\delta^*_1 = \sqrt{r_1^2 + \int_{r_1}^{r_1 + \delta_1} (1 - \frac{\rho u}{\rho_m u_m}) r dr} - r_1 \tag{2.75}
$$

Similarly for outer shear layer, the displacement thickness can be given as

$$
r_2^2 - (r_2 - \delta_2)^2 = 2\int_{r_2 - \delta_2}^{r_2} (1 - \frac{\rho u}{\rho_m u_m}) r dr
$$

or

$$
\delta^*_2 = r_2 - \sqrt{r_2^2 - \int_{r_2 - \delta_2}^{r_2} (1 - \frac{\rho u}{\rho_m u_m}) r dr} \tag{2.76}
$$

4. Momentum thickness

The momentum thickness, $\theta$, is defined as the thickness of a layer of reference velocity fluid carrying a momentum flow rate equal to the momentum defect caused by the presence of boundary layer. For the inner shear layer, the momentum thickness can be given by the following
relation:

\[(\theta_1 + r_1)^2 - r_1^2 = 2 \int_{r_1}^{r_1 + \delta_1} \frac{u}{u_m} (1 - \frac{\rho u}{\rho_m u_m}) r dr\]

or

\[\theta_1 = \sqrt{\frac{\delta_1}{r_1} + 2 \int_{r_1}^{r_1 + \delta_1} \frac{u}{u_m} (1 - \frac{\rho u}{\rho_m u_m}) r dr - r_1}\]  (2.77)

For the outer shear layer, the momentum thickness is given as

\[r_2^2 - (r_2 - \theta_2)^2 = 2 \int_{r_2 - \delta_2}^{r_2} \frac{u}{u_m} (1 - \frac{\rho u}{\rho_m u_m}) r dr\]

or

\[\theta_2 = r_2 - \sqrt{\frac{r_2^2 - 2 \int_{r_2 - \delta_2}^{r_2} \frac{u}{u_m} (1 - \frac{\rho u}{\rho_m u_m}) r dr}{r_2 - \delta_2}}\]  (2.78)

5. Bulk mean temperature

The bulk temperature at any cross section can be calculated once the bulk enthalpy at that location is known. The bulk enthalpy is defined as

\[H_b = \frac{\int \rho u H dA}{A}\]

\[= \frac{\int \rho u dA}{A}\]  (2.79)

Now

\[dH = C_p dT\]  (2.80)

The equality sign in the above equation holds exactly for a perfect gas; while for any other fluid, it holds only approximately.

Integration of Eq. (2.80) reduces it to
If functional dependence of $C_p$ is known, then an explicit relation between $T$ and $H$ can be obtained. Assuming, for example, that $C_p$ varies as

$$\frac{C_p}{C_{p0}} = \left(\frac{T}{T_0}\right)^a$$

(2.82)

Equation (2.81) can be reduced to:

$$H-H_0 = \frac{C_{p0}}{a} \int_{T_0}^{T} T^a dT$$

or

$$H = H_0 + \frac{C_{p0} T_0}{(a+1)} \left[\left(\frac{T}{T_0}\right)^{a+1} - 1\right]$$

(2.83)

This relation can be substituted into Eq. (2.79) to determine the bulk enthalpy from the calculated temperature profile.

Eq. (2.83) can be rearranged as

$$T = T_0 \left[1 + \left(\frac{(a+1)(H-H_0)}{C_p T_0}\right)^{(a+1)}\right]$$

Bulk temperature, $T = T_b$, can be calculated when $H = H_b$, i.e.,

$$T_b = T_0 \left[1 + \left(\frac{(a+1)(H_b-H_0)}{C_p T_0}\right)^{(a+1)}\right]$$

(2.84)
6. Heat transfer coefficient

The heat transfer coefficient is defined as

\[ h = \frac{\dot{q}_w}{T_w - T_b} \]

(2.85)

where, for the case of specified wall temperature, \( \dot{q}_w \) is calculated as

\[ \dot{q}_w = \lambda_w \frac{\partial T}{\partial y}\bigg|_w \]

(2.86)

The Nusselt number is a useful nondimensional parameter for heat transfer at the wall and is defined as

\[ Nu = \frac{hD}{\lambda_b} \]

(2.87)

Another useful nondimensional parameter for wall heat transfer is the Stanton number which is defined as

\[ St = \frac{h}{\rho_b u_b C_p_b} \]

(2.88)
III. NUMERICAL METHOD

This chapter describes the numerical method used to solve the governing partial differential equations. The finite-difference scheme employed is a modification of the explicit Dufort-Frankel [136] method which allows fairly large streamwise steps. A computer code, "ANNULUS", is developed which is introduced in the last section.

A. Nondimensional Form of the Governing Equations

It is generally useful to write the governing equations in dimensionless form before attempting to obtain a solution. In the present study, the variables are nondimensionalized as follows:

\[ U = \frac{u}{u_0}, \quad V = \frac{v}{v_0}, \quad P = \frac{p}{\rho_0 u_0^2}, \quad X = \frac{\rho_0 u_0^3}{\mu_0}, \quad Y = \frac{\rho_0 u_0^3}{\mu_0} \]

\[ R = \frac{\rho_0 u_0 r}{\mu_0}, \quad T^* = \frac{C_p T}{u_0^2}, \quad \dot{\theta} = \frac{\dot{\theta}}{\rho_0 u_0^3}, \quad \dot{\beta} = \frac{\dot{\beta}}{\rho_0 u_0^3}, \quad \dot{\varrho} = \frac{\dot{\varrho}}{\rho_0}, \quad \dot{\vartheta} = \frac{\dot{\vartheta}}{C_p u_0}, \quad \dot{\gamma} = \frac{\dot{\gamma}}{C_p u_0}, \quad \dot{n} = \frac{n}{\mu_0}, \quad \dot{n_T} = \frac{n_T}{\mu_0 C_p} \]

The governing equations [Eqs. (2.65-2.68)] then become

\[ \frac{\partial}{\partial X}(\hat{\rho} U) + \frac{1}{R} \frac{\partial}{\partial Y}(R \hat{\beta} V) = 0 \]  \hspace{1cm} (3.1)

\[ \hat{\beta} U \frac{\partial U}{\partial X} + \hat{\beta} V \frac{\partial U}{\partial Y} = \frac{1}{R} \frac{\partial}{\partial Y}(R \hat{n} \frac{\partial U}{\partial Y}) - \frac{\partial P}{\partial X} + F_X \]  \hspace{1cm} (3.2)
The nondimensional boundary and initial conditions are:

**Boundary conditions:**

\[ U(X,0) = U(X,R_h) = V(X,0) = V(X,R_h) = 0 \]

and

\[ T_*(X,0) = T_*(X), T_*(X,R_h) = T_*(X) \]

or

\[ Q(X,0) = Q(X), Q(X,R_h) = Q(X) \]

or a combination of these. \(3.5\)

**Initial conditions:**

\[ U(0,Y) = U_e(Y) \]

\[ P(0,Y) = P_e \]

\[ T_*(0,Y) = T_*(Y) \]

The turbulence kinetic energy equation (2.34) can also be nondimensionalized, if used, as follows:

\[ \hat{\rho} \hat{u} \frac{\partial \hat{k}}{\partial X} + \hat{\rho} \hat{v} \frac{\partial \hat{k}}{\partial Y} = \frac{1}{R} \frac{\partial}{\partial Y}(RN_k \frac{\partial \hat{k}}{\partial Y}) + (N_u - \hat{\mu})(\frac{\partial \hat{u}}{\partial Y})^2 - C_D \hat{\rho} \hat{k}^{3/2} / \hat{k} \]

where
where
\[
\hat{k} = \frac{k}{u_0^2}, \quad \hat{\mu} = \frac{\mu}{\mu_0}, \quad \hat{\chi} = \frac{\rho_0 u_0}{\mu_0},
\]
\[
N_k = \frac{n_k}{\mu_0} = (\mu + \frac{\mu_T}{Pr_k})/\mu_0.
\]

Note that Eqs. (3.2), (3.3) and (3.7) all have the same form. If \( \phi \) stands for \( U \), \( T^* \) or \( \hat{k} \), then any one of these equations can be modeled as
\[
a \frac{\partial \phi}{\partial X} + b \frac{\partial \phi}{\partial Y} = \frac{1}{R} \frac{\partial}{\partial Y} (RN \frac{\partial \phi}{\partial Y}) + S \tag{3.8}
\]
where \( a, b, N, \phi \) and \( S \) are, in general, functions of \( X, Y \) and \( \phi \).

B. Finite-Difference Formulation

The model equation, Eq. (3.8), is parabolic in nature, so a marching finite-difference method can be employed. The present analysis has made use of an explicit three level finite-difference scheme of the Dufort-Frankel [136] type which has earlier been used for predicting flow in wall boundary layers [137], circular pipe [138] and jet flow [139]. This scheme does not have severe stability constraints and permits the use of fairly large streamwise steps.

1. The difference equations

Fig. 3.1 shows the finite-difference grid utilized in the present calculation method. The mesh size generally varies throughout the flow. The finite-difference form of Eq. (3.8) for a variable grid can be
Fig. 3.1. Finite-difference grid
written as

\[
\frac{\phi_{m+1}^j - \phi_j^m}{\Delta X_+ + \Delta X_-} + b_j \frac{\phi_{j+1}^m - \phi_{j-1}^m}{\Delta Y_+ + \Delta Y_-} = \frac{2}{R_j(\Delta Y_+ + \Delta Y_-)} \left[ R_j^{j+1/2} N_j^m \frac{\phi_{j+1/2}^m - \phi_j^m}{\Delta Y_+} \right. \\
\left. - R_j^{j-1/2} N_j^m \frac{\phi_{j-1/2}^m - \phi_j^m}{\Delta Y_-} \right] + \bar{S}_j^m
\]  

(3.9)

where

\[
( )_{j+1/2} = [( )_j + ( )_{j+1}] / 2
\]

\[
( )_{j-1/2} = [( )_j + ( )_{j-1}] / 2
\]

and

\[
\phi_j^m = \Delta X_+ \phi_{j+1}^m + \Delta X_- \phi_{j-1}^m
\]  

(3.10)

Special consideration needs to be given to the source term, \( \bar{S}_j^m \). In the case of the momentum equation (3.2), it is written as

\[
\bar{S}_j^m = - \frac{p_{m+1}^j - p_{m-1}^j}{\Delta X_+ + \Delta X_-} + p_j^m
\]  

(3.11)

while for energy equation (3.3), it is written as

\[
\bar{S}_j^m = N_j^m \left( \frac{u_{j+1}^m - u_{j-1}^m}{\Delta Y_+ + \Delta Y_-} \right)^2 + \frac{\dot{\beta}_T^m u_j^m p_{m+1}^j - p_{m-1}^j}{\Delta X_+ + \Delta X_-}
\]  

(3.12)

In the case of the turbulence kinetic energy equation (3.7), the finite-difference representation of the source term was not as straight-
forward because of the presence of $\hat{k}^{3/2}$ in the dissipation term. At first, $\bar{S}_j^m$ was written as

$$\bar{S}_j^m = (N_{i,j}^m - \hat{\mu}) \left( \frac{U_{i+1,j}^m - U_{i-1,j}^m}{\Delta Y_+ + \Delta Y_-} \right)^2 - C_D \rho_j k_j \frac{\hat{k}_j^m}{\hat{\gamma}_j^m}$$

This representation, however, caused the solution to become unstable when $\hat{k}^{3/2}$ was evaluated at $(\cdot)_j^m$. Note that in the diffusion term, $k_j^m$ (also $U_j^m$ and $T_j^m$ in the momentum and energy equation respectively) is taken to be the weighted average of $\hat{k}_j^{m+1}$ and $\hat{k}_j^{m-1}$ to avoid instability as is required by the Dufort-Frankel differencing. The same remedy can be used for the dissipation term but, then, $\hat{k}_j^{m+1}$ will be nonlinear and an iterative solution will be required at each grid point which will increase the computational cost considerably. In order that a noniterative solution still be possible, the dissipation term in $\bar{S}_j^m$ was represented as

$$-C_D \hat{\gamma} \hat{k}^{3/2} = -C_D \hat{\gamma}^{1/2} \frac{\hat{k}}{\hat{\gamma}}$$

$$= -C_D \rho_j \left( \frac{\Delta Y_+ k_j^{m+1} + \Delta Y_- k_j^{m-1}}{\Delta Y_+ + \Delta Y_-} \right)^{1/2} \left( \frac{\Delta X_+ k_j^{m+1} + \Delta X_- k_j^{m-1}}{\Delta X_+ + \Delta X_-} \right) / \hat{\gamma}_j^m$$

(3.13)

This provided a stable solution (see the next section for details on stability analysis). It will be shown in Appendix C that the above representation of the dissipation term is mathematically consistent.

The finite-difference form of the continuity equation (3.1), employed in the present solution method, is given as
2. Consistency, stability and convergence

Consistency and stability are both major concerns arising in the use of finite-difference methods. It is only when these conditions are satisfied that there is a hope of obtaining a converged solution, according to Lax's equivalency theorem (see, e.g., Roache [140]). Convergence here means that the solution to the finite-difference equations approaches the true solution to the partial differential equations having the same initial and boundary conditions.

Consistency deals with the degree to which the finite-difference equations approximate the partial differential equations. The difference between a partial differential equation and its finite-difference representation is known as truncation error. A finite-difference scheme is said to be consistent if the truncation error vanishes as the mesh is refined. Consistency is generally studied by expanding the dependent variables in Taylor series and observing the difference between the partial differential equations and the finite-difference representation. It will be shown in Appendix C that the finite-difference representation, Eq. (3.9), of the model equation (3.8) is mathematically consistent.
Stability is a very important consideration since even the very best finite-difference schemes in terms of truncation error can be unstable and hence give a solution which is entirely different from that of the partial differential equations, rendering the results useless. The essence of stability is that round off errors, or errors from any other source, do not grow as the solution is advanced. No general theory exists for the stability analysis of nonlinear partial differential equations. For linear PDE's, the theory of Von Neumann (see e.g., Richtmyer and Morton [141]) can generally be applied in order to obtain stability restriction on the axial step size. Madni [139] applied this theory to study the stability of Dufort-Frankel formulation of the nonlinear boundary layer equations by treating the coefficients of the convective terms locally as constants. The stability criterion developed thereby is for "local" stability as the coefficients can be considered constant only in a small neighborhood of each grid point; but if the requirement is checked at each grid point then it can be reasoned that an instability could not originate.

Following the analysis given in [139], the stability constraint for Eq. (3.9) can be given as, with $\Delta Y_+ = \Delta Y_- = \Delta Y$,

$$\Delta X_+ \leq \min_{j=2,N-1} \left[ \frac{a_j^m \Delta Y}{N_j^m - N_{j+1}^m - N_{j-1}^m} \right]$$

(3.15)

This restriction, however, is valid only if the source term in Eq. (3.8) is not a function of $\phi$. In case of turbulence kinetic energy
equation, this is not the case as \( S \) contains \( k^{3/2} \) in the dissipation term. The Dufort-Frankel scheme was always found to be unstable whenever \( \hat{k}^{3/2} \) was written as \( (\hat{k}_j^m)^{3/2} \). This should have not been unexpected since the finite-difference scheme (Eq. (3.9)) is unstable if in the diffusion term \( \hat{\phi}_j^m \) is taken equal to \( \hat{\phi}_j^m \) instead of the expression given in Eq. (3.10). Averaging over \((m+1, m-1)\) was the idea originated by Dufort and Frankel [136] which made the central difference scheme stable. In order to obtain a stable representation for the turbulence kinetic energy equation, \( \hat{k}^{3/2} \) appearing in the dissipation term was written as

\[
\left( \frac{\Delta Y \hat{k}_{j+1}^m + \Delta Y \hat{k}_{j-1}^m}{\Delta Y_{+} \Delta Y_{-}} \right)^{1/2} \left( \frac{\Delta X \hat{k}_{j+1}^{m+1} + \Delta X \hat{k}_{j-1}^{m-1}}{\Delta X_{+} \Delta X_{-}} \right)
\]

With this modification, the solution of the kinetic energy equation was always stable as long as the condition given in Eq. (3.15) was satisfied for the momentum equation. A rigorous stability analysis for the finite-difference representation of the turbulence kinetic energy equation was therefore not warranted.

C. Solution Procedure

As the finite-difference formulation employed is explicit in nature, unknown quantities at the \((m+1)\) level can be calculated just by using the known values at the \((m-1)\) and \((m)\) levels. A complete flow diagram will be presented at the end of this section. First, some of the important features of the program are described.
Before the calculation can be started, the ΔY-grid should be carefully specified. For laminar flows, an evenly spaced grid has been found to be satisfactory in most cases. However, for flows where steep gradients might exist near the walls, of which high Prandtl number flow with variable properties is an example, an unequal grid will be desirable with the smallest ΔY used nearest the walls. The present method includes the option of using unequal grid spacing for laminar flows.

For turbulent flows where at least one point would lie in the viscous sublayer, a variable grid is a must if the calculation scheme is to be of any practical value. In the present analysis, the annular gap is divided into NY unequal spacings; NY/2 on each side of the radius of maximum velocity which is estimated by using the Kays and Leung correlation, Eq. (1.1). The knowledge of the radius of maximum velocity, however, is not essential and the grid can be generated arbitrarily without knowing its location a priori.

A very small value ΔY is specified nearest the walls so that the first point outwards from the walls will lie within the viscous sublayer (y^+<4). The cross stream spacing increases in a geometric progression away from the walls towards the radius of maximum velocity such that

\[ \Delta Y_{j+1} = R_x \times \Delta Y_j \] (for the inner wall), j = 1,2,3...

and

\[ \Delta Y_{j-1} = R_t \times \Delta Y_j \] (for the outer wall), j=N, N-1, N-2, ...

(3.16)
A value of RS and RT between 1.05-1.15 has been found suitable.

Since the thickness of the boundary layers on the walls of an annulus is generally (except for large radius ratios) quite different, specifying an equal number of grid points on each side of the radius of maximum velocity will result in a large sudden change in ΔY at R_m. The ΔY-grid in the central region was therefore altered arbitrarily in these cases in order to smooth out this discontinuity.

While 70-100 cross stream grid spacings were needed to fill the annular gap for turbulent flows, 50 spacings were found sufficient for laminar flow calculations.

2. Initial profiles

For hydrodynamically developing flow, a uniform velocity profile is specified at the inlet. However, if the flow is fully developed and laminar, the initial velocity profile is specified using the analytical expression obtained by Lamb [6]:

\[
U = 2 \left[ \frac{R^2 - R^2_m - 2R^2_m \ln(R/R_m)}{R^2 + R^2_m - 2R^2_m} \right]^{1/2} \quad (3.18)
\]

where R_m, radius of maximum velocity for laminar flow, is given by

\[
R_m^2 = \frac{R^2 - R_1^2}{2 \ln(R_2/R_1)} \quad (3.19)
\]

It was found necessary to use double precision on the IBM 360/158 in order to obtain axial velocity profiles for large radius ratios,
using Eqs. (3.18) and (3.19).

For turbulent heat transfer cases which require hydrodynamically developed flow as an initial condition, the momentum equation (3.2) can be solved first to obtain a fully developed velocity profile. Alternatively, Eq. (3.2) can be specialized to a fully developed form and solved as an ordinary differential equation. This was done for cases where a mixing length model was used. In that case, Eq. (3.2) can be reduced to the following set of ordinary differential equations:

$$\psi = \frac{dU}{dY}$$ \hspace{1cm} (3.20)

and

$$\frac{d\psi}{dY} = \frac{dP}{dX} - \frac{R \beta^2}{R^2} \left( \frac{2 \beta Y}{R} + 2 \beta \frac{dY}{dY} \right) \psi \left| \psi \right|$$ \hspace{1cm} (3.21)

with

$$U(0) = U(R_h) = 0$$ \hspace{1cm} (3.22)

which was solved by use of a fourth order Runge-Kutta procedure using an iterative "shooting" method to satisfy the boundary condition at the outer wall.

More details on the derivation of the Equations (3.20-3.21) and the solution procedure will be given in Appendix A.

In all the test runs made, the initial temperature profiles were assumed to be uniform; however, any initial temperature distribution can be specified.

The Dufort-Frankel method which was employed in the present study
is a three level differencing scheme (see Fig. 3.1) requiring information at the \((m-1)\) and \(m\)th levels. In order to start the solution, therefore, the initial profiles are yet to be specified at \(m\)th level. This is done by using a simple explicit method (see Appendix B) for one step before the calculations are started using Dufort-Frankel method.

3. Solution of the finite-difference equations

The solution of the finite-difference equations can be initiated after the cross stream grid has been specified and initial profiles of the dependent variables are known at two upstream locations. Equation (3.9) then can be written in terms of known quantities at the \((m-1)\) and \(m\)th levels as

\[
\phi_{j}^{m+1} = \Gamma_{j}(X,Y,\phi_{j}^{m-1},\phi_{j}^{m},\phi_{j-1}^{m},\phi_{j+1}^{m})
\]  

(3.23)

Since \(\Gamma_{j}\) in general is a known function at all \(j\)'s, \(\phi_{j}^{m+1}\) can be calculated. In case of momentum Equation (3.2), however, \(\Gamma_{j}\) contains the pressure, \(p_{j}^{m+1}\), which needs to be determined before the momentum equation can be solved explicitly for \(U_{j}^{m+1}\). The pressure can be determined from the global conservation of mass constraint, Eq. (3.4), in a fashion described below.

Equation (3.9), for \(\phi = U\), can be written in the following form:

\[
U_{j}^{m+1} = \eta_{j}(X,Y,U_{j-1}^{m},U_{j+1}^{m}) + p_{j}^{m+1} \Omega_{j}(X,Y,U_{j}^{m})
\]  

(3.24)

where \(\eta_{j}\) and \(\Omega_{j}\) are known functions.

Now from Eq. (3.4),
\[
\int_{R}^{R} \hat{\rho} U R dY = \text{constant} = C_m
\]

where the constant \( C_m \) is known once the mass flow rate is specified.

The above equation can be written, using Eq. (3.24), as

\[
\int_{0}^{R} \hat{\rho}^m U^{m+1} R_j dY = \int_{0}^{R} \hat{\rho}^m \eta_j R_j dY + \int_{0}^{R} \hat{\rho}^m \Omega_j R_j dY = C_m
\]

or

\[
\hat{\rho}^{m+1}_j = \left( C_m - \int_{0}^{R} \hat{\rho}^m \eta_j R_j dY \right) / \int_{0}^{R} \hat{\rho}^m \Omega_j R_j dY
\]  

(3.25)

Strictly speaking, \( \hat{\rho} \) appearing in the above equation (3.25) should be evaluated at \((m+1)\)th level. But for small streamwise density variations, the above formulation provides satisfactory results.

Integrals appearing in Eq. (3.25) can be evaluated numerically using Simpson's rule which is given in Appendix D for a variable grid.

Once \( \hat{\rho}^{m+1} \) is known, Eq. (3.24) can be used to calculate \( U^{m+1} \) for all \( j \). For developing flows, the program treats the boundary layers growing on the two walls separately until they merge, thus saving unnecessary calculations in the inviscid core region. The velocity in that region is obtained using Euler's equation:

\[
\hat{\rho} U \frac{\partial U}{\partial x} = -\frac{dP}{dx}
\]  

(3.26)

which is written in the finite-difference form as

\[
\hat{\rho} \frac{U^{m+1} - U^{m-1}}{c \Delta X_+ + \Delta X_-} = -\frac{p^{m+1} - p^{m-1}}{\Delta X_+ + \Delta X_-}
\]  

(3.27)
where the subscript $c$ refers to the values of the variables in the inviscid core region.

Since $P^{i+1}$ is known, $U_c^{i+1}$ can be calculated from the above equation. In Region I of Fig. 2.2, Eq. (3.14) is solved out from each wall until $\frac{1}{U_c^{i+1}} > 0.995$. Alternatively, the momentum equation can be solved across the annular gap starting from one wall and proceeding to the other; however, computing out from each wall saves computer time by reducing the number of grid points at which the full equations need to be solved. After the boundary layers have merged, the momentum equation is solved across the annular gap starting at the inner wall. A similar procedure is employed to solve the turbulence kinetic energy equation.

It was found necessary to solve the continuity equation (3.14) starting from both walls towards the central region of the annulus. If instead, the continuity equation is solved starting from one wall, say the inner wall, then the values predicted for the cross stream velocity near the outer wall were generally too large very near the inlet which affects the predicted shear stress and heat transfer coefficient at the outer wall. Likewise, near the inlet large $V$ values were predicted near the inner wall if the solution is started at the outer wall. No completely satisfactory explanation could be found to this effect although the differences in the numerical integration schemes used in enforcing the global and pointwise conservation of mass are suspected of contributing to the observed phenomenon.
When both walls are heated, the energy equation is solved in the entire annular gap starting at the inner wall. However, if only one wall is heated, then the energy equation is solved only near the heated wall. The edge of the thermal boundary layer is determined by the requirement that the difference in calculated temperatures at two adjacent cross stream stations be very small. However, it was found necessary to solve the energy equation across the entire annulus after the thermal boundary layer had penetrated well within the viscous boundary layer of the unheated wall because of the difficulty of numerically distinguishing the edge of the growing thermal boundary layer.

After the governing equations have been solved, engineering parameters of interest such as wall shear stress and heat transfer coefficient can be calculated. The wall derivatives required for this purpose are evaluated employing polynomial fits to the U and T* profiles. More details on the evaluation of wall derivatives can be found in Appendix E.

A computer code, "ANNULUS", has been developed to solve the finite-difference form of the governing equations. Fig. 3.2 gives the flow diagram which illustrates briefly the solution procedure employed in ANNULUS. A listing of the computer code is given in Appendix G.
Figure 3.2. Flow chart for the computer code "ANNULUS"
IV. RESULTS AND DISCUSSION

The finite-difference method developed has been applied to predict laminar and turbulent flows with and without heat transfer. Comparisons have been made with the available experimental data and the predictions of the other methods in order to establish the validity of the present calculation method and the proposed turbulence models.

A. Laminar Flow and Heat Transfer

1. Forced convection

Some constant property test cases have been run in order to establish the validity of the proposed finite-difference method. Very limited experimental data are available in the literature for laminar flow heat transfer in annular passages. Comparisons have been made therefore with the predictions of Shumway and McEligot [15] for flow of air in an annulus (with \( r^* = 0.25 \)) using an implicit finite-difference procedure.

Fig. 4.1 and 4.2 show the predicted axial pressure drop and the friction parameter \( f \Re \) respectively. It can be seen that the agreement between the predictions of the present explicit method and the implicit method of [15] is excellent.

Fig. 4.3 shows the predicted Nusselt numbers on the inner and outer wall of the annulus for simultaneously developing flow and heat transfer with thermal boundary conditions corresponding to the fundamental solution of first kinds. Fig. 4.4 gives the Nusselt number for the inner
Fig. 4.1. Pressure defect in laminar flow through an annulus ($r^* = 0.25$)
Fig. 4.2. Variation of friction factor parameter $f_p \text{Re}$ in the entrance region of an annulus ($r^* = 0.25$)
Fig. 4.3. Variation of Nusselt number for hydrodynamically developing flow through an annulus ($r^* = 0.25$)
Fig. 4.4. Variation of Nusselt number for hydrodynamically developed flow through an annulus (r* = 0.25)
wall for fully developed flow at the inlet with thermal boundary conditions corresponding to the fundamental solution of fourth kind. Both of these figures indicate that the present results are in good agreement with the predictions of [15]. Several other comparisons were also made which are not shown here. It can thus be concluded that the predictions of the explicit finite-difference method proposed in the present study are reliable. It was also found that the weighted average over \((m-1)\) and \((m+1)\)th levels (see Eq. (3.10)), instead of simple averaging, used in the diffusion term of Eq. (3.9) helps in the energy balance and permits larger streamwise steps to be taken.

2. Combined forced and free convection in asymmetrically heated vertical ducts

Heating (or cooling) may affect the flow pattern in a duct because of the induced density gradients. For a horizontal duct, there even may be secondary flows rendering the assumption of axisymmetry, employed in the present study, invalid. However, for a vertical duct the flow still remains axisymmetric because the body forces in this case are parallel to the main flow direction. The present method can be applied to study this flow configuration since the body force term \(f_x\) is retained in the momentum equation (2.8). Here a problem is studied where the flow is in an upward direction in a vertical annular duct. In that case,

\[
f_x = -\rho g \quad (4.1)
\]
Two test cases were run; one for the flow of water using the Boussinesq approximation with properties of the water assumed constant and a second case for flow of ethylene glycol where all properties were varied. The properties of ethylene glycol used are given in Appendix F. In the calculations, only one wall was heated (uniform heat flux) while the other was assumed to be insulated and the flow was assumed to be fully developed at the inlet.

Figure 4.5 shows the predicted Nusselt number variation along an annular duct of radius ratio 0.38. The experimental data of Maitra and Subba Raju [25] for upward flow of water in an annulus ($r^* = 0.38$) is also shown along with the constant property prediction (buoyancy neglected) of Lundberg et al. [9] which is for $r^* = 0.4$. The data of [25] is shown for two different Rayleigh numbers where this non-dimensional parameter was defined as

$$\text{Ra} = \frac{\beta g \rho C_p^4}{\mu} \frac{dT_w}{dx}$$

(4.2)

Apparently the experimental values of Ra shown in the Fig. 4.5 are the "fully developed" values since Ra will be expected to vary in the thermal entrance region according to Eq. (4.2). The reported value of Ra for the present prediction is the fully developed value. It can be seen that neglecting buoyancy underpredicts Nusselt number. This is because in upward flow the buoyant forces are in the direction of main flow causing an increased flow near the heated wall which enhances heat transfer. The apparent tail up behavior of experimental Nusselt number for higher Rayleigh numbers at $x_0^+ = 0.02$ might be linked
Fig. 4.5. Effect of buoyancy on heat transfer in a vertical annulus ($r^* = 0.38$) with upflow of water (inner wall heated uniformly)
to the onset of instability to be discussed below.

Axial velocity profiles at four different streamwise locations, including the one at the start of heating, are shown in Fig. 4.6. It can be seen that the velocities near the heated wall increase while they decrease near the unheated wall because of density variations in the fluid. This results in increased radial flow (see Fig. 4.7) along the duct. The increased velocities near the heated surface are the main cause of higher Nusselt number as compared to that predicted with only forced flow. At some streamwise station, the radial flow increases to such an extent that local flow reversal occurs near the outer unheated wall. This flow instability may eventually lead to an unsteady flow if a sufficient length of duct is available for the disturbance to grow. For a particular fluid, the location of flow reversal depends upon Gr, Re and \( x/D_h \). For the present case, flow reversal occurred at \( x_0^+ \approx 0.02 \) which coincides with the tail-up behavior of the experimental Nusselt number. This leads one to suspect that flow mechanism downstream of the onset of reversal is such that further increases in heat transfer might occur.

The tail-up behavior was not predicted in the present calculation. This is perhaps because the properties of the fluid were assumed constant except the density appearing in the buoyancy term. In another test run made for upward flow of ethylene glycol in an annulus of \( r^* = 0.99 \), properties were varied. Ethylene glycol, which has a high Prandtl number, is often used as a model fluid for transformer cooling. Its viscosity is a strong function of temperature and it was thought that a
Fig. 4.6. Distortion of axial velocity profile due to buoyancy in upward flow through an annulus ($r^* = 0.38$)
Fig. 4.7. Buoyancy-induced radial flow in an annulus ($r^* = 0.38$)
constant property solution will not yield accurate results. Figure 4.8 shows the Nusselt number variation for two different heat fluxes, one being almost four times the other. At the lower heat flux, flow reversal did not occur in the length of the duct studied (see Figs. 4.9 and 4.10 for velocity and temperature profiles respectively). The Nusselt numbers are compared for this heat flux with the data of Joshi (see [142]) taken in a high aspect ratio rectangular duct with one wall heated. The predictions are within the scatter of the data. At the higher heat flux, the flow reversal was predicted near the unheated wall at $x_b^+ \approx 0.013$ and a tail-up behavior of Nusselt number was also predicted. For flows of this type it is believed that all the properties need to be taken as variable in order to predict the heat transfer characteristics accurately.

Figure 4.11 shows the variation of the parameter $C_f R_e b$ for two different heat fluxes. The parameter is scaled by a factor of 24; its value for isothermal flow in a parallel wall duct. It can be seen that the streamwise location where outer wall shear stress goes to zero (the onset of reverse flow) is determined by $Gr/Re^2$. Earlier investigations for upward flow of water in a vertical tube [143] and in a vertical annulus [19] have used $Gr/Re$ as a parameter. But it is this author's feeling that $Gr/Re^2$ is a better correlation parameter, at least for ethylene glycol, since $Gr/Re$ varies along the duct, because of strong viscosity variations, while $Gr/Re^2$ does not if Grashof number is defined as
Fig. 4.8. Predicted Nusselt numbers for upward flow of ethylene glycol in a large radius ratio annular duct ($r^* = 0.99$); comparison with the data of Joshi taken in a plane duct with one wall heated.
Fig. 4.9. Predicted axial velocity profiles for flow of ethylene glycol in an asymmetrically heated annulus ($r^* = 0.99$)
Fig. 4.10. Predicted temperature profiles for flow of ethylene glycol in an annulus ($r^* = 0.99$)
Figure 4.11. Effect of buoyancy on skin-function parameter for upward flow of ethylene glycol in an asymmetrically heated annulus ($r^* = 0.99$)
Scheele and Hanratty [143] studied the effect of natural convection on the stability of flow in a vertical pipe. They noted that velocities near the heated wall increase while they decrease near the centerline and that the flow first becomes unstable when the velocity profiles develop points of inflexion. Transition to unsteady flow involves the gradual growth of small disturbances and whether or not transition occurs depends upon the length of the tube.

B. Turbulent Flow and Heat Transfer

Comparisons with experimental data and the predictions of other calculation methods were made to show the validity of the proposed turbulence models and the calculation procedure. In all the calculations, buoyancy effects were neglected since these are expected to be small in turbulent flows. However, buoyancy effects may become significant at lower Reynolds numbers. Some studies [144-146] have shown that the apparent effect of buoyancy on turbulent heat transfer is in an opposite sense to that found in laminar flows; i.e., in upward turbulent flow, heating causes a deterioration in heat transfer coefficient while the reverse is true for downward flow. For ease of discussion, the three turbulence models evaluated will be referred to as:
1) Model A: Length scale equation model.

2) Model B: Bridging.

3) Model C: Turbulence kinetic energy model with length scale.

Before discussing the hydrodynamic and heat transfer results, some sample turbulent viscosity profiles, as predicted by the models, are presented below.

Figure 4.12 compares the fully developed turbulent viscosity profile predicted by Model A with the measurements of Ball and Azer [67] and of Jonsson and Sparrow [32]. The numerical method employed in the present study utilizes a value of $\mu_T$ in the difference scheme which has been averaged over three grid points to enhance numerical stability. This partially explains why the predicted turbulent viscosity at the radius of maximum velocity, though small, is nonzero. The concept of linear bridging (Model B) is also demonstrated in the figure.

Figure 4.13 compares the turbulent viscosity profiles predicted by Models A, B, and C for an annulus of $r^* = 0.25$.

1. Hydrodynamic results

To test the turbulence models, calculations were first made for an annulus of $r^* = 0.99$ (which approximates a parallel wall duct) because of the lack of experimental data for developing annular flows.

Figure 4.14 shows mean velocity profiles at two streamwise stations as predicted by Model A. The predictions seem to compare fairly well with the experimental data of Dean [147] taken in a high aspect ratio rectangular duct. The symmetry of the predicted profiles shows that
Fig. 4.12. Predicted and measured distribution of turbulent viscosity in fully developed flow through an annulus.
Fig. 4.13. Predicted fully developed turbulent viscosity profiles in an annulus ($r^* = 0.25$) for Re = $1.9 \times 10^5$
Fig. 4.14. Predicted velocity profiles in an annulus \( r^* = 0.99 \); comparison with measurements of Dean in a plane duct.
$r^* = 0.99$ is a good approximation for the parallel plate duct. Velocity profiles as predicted by Model A at two streamwise stations are drawn on "law of the wall" coordinates in Fig. 4.15. The experimental data of Dean is also shown in the figure. The predicted slope and the intercept of the logarithmic region compares fairly well with his data. The predicted shear stress profiles at two streamwise stations are compared with Dean's data in Fig. 4.16. Predictions based on shear layer interaction model proposed by Bradshaw et al. [111] and given by Dean [147] are also shown.

Figure 4.17 shows the development of the boundary layers on the two walls of the duct where $\delta_{995}$ has been used to represent the edge of the boundary layer. In the present calculations, a uniform velocity profile was assumed at the inlet. The discrepancy between the predictions and Dean's data [147] at the lower values of $x/D_h$ suggests that the uniform velocity assumption does not match experimental conditions existing at the inlet of the duct and that the flow might have been partially developed in his experiment. The present predictions suggest that the two shear layers begin to merge after about $x/D_h = 16$.

Figure 4.18 shows the comparison made between the predictions of Model A for an annulus of $r^* = 0.99$ with the measurements of Dean [147] and Byrne et al. [148] for centerline velocity development in a high aspect ratio rectangular duct. The proposed length scale model predicts the velocity "overshoot" in fair agreement with Dean's data. The
Fig. 4.15. Predicted and measured velocity profiles on law of the wall coordinates.
Fig. 4.16. Predicted and measured shear stress profiles
Fig. 4.17. Predicted and measured boundary layer growth in the entrance region of a plane duct.
Fig. 4.18. Maximum velocity development in an annulus ($r^* = 0.99$) compared with the results for a parallel wall duct.
overshoot in the velocity is a consequence of the interaction between the shear layers and this was also observed in the data of Barbin and Jones [149] for pipe flow. The same phenomenon will be expected in annuli. Okiishi [64] noted that "... the velocities near the radius of maximum velocity decreased with axial distance in portions of [the] annulus ..." with $r^* = 0.531$. Model A predicts this overshoot in annuli. Predictions based on the shear layer interaction model proposed by Bradshaw et al. [111] and that of the k-ε model as reported by Stephenson [150] are also shown.

Comparison with the data of Comte-Bellot [151] for centerline velocity development is made in Fig. 4.19. Predictions of Emery and Gessner [152] and Cebeci et al. [153] are also shown. It is interesting to note that the present results are similar to that of [152] which employed an algebraic formulation of the mixing length with 12 constants. In both cases, calculations were started assuming a uniform profile at the inlet. This was not the case in the actual experiment. Results of [153] seem to compare better with the experimental results, but it should be noted that their predictions are based on matched initial conditions at $x/D_h = 10$ (Fig. 4.19). Figure 4.20 shows predictions of velocity development at four different cross stream locations (including the centerline) in a parallel wall duct. Experimental data of Byrne et al. [148] and predictions of k-ε model as reported by Stephenson [150] are also given. The present predictions generally compare better with the experimental data. It can be
Fig. 4.19. Maximum velocity development in an annulus \((r^* = 0.99)\) compared with the results for a parallel wall duct.
Fig. 4.20. Velocity development in the entrance region of an annulus ($r^* = 0.99$)
concluded that nonmonotonic development of centerline velocity in a plane duct is well-predicted by the proposed length scale transport model.

Prediction of flow development by Model A is further tested by the comparisons shown in Figs. 4.21-4.23 for displacement and momentum thicknesses. In general, the present predictions are in fair agreement with the experimental data and compare better than the predictions of some of the more complicated turbulence models. It should be noted that the predictions using Bradshaw's model [111] were initiated at $x/D_h = 13.25$ using the measured velocity profile at this station. This applies to all the results labeled as "Bradshaw's model".

In Fig. 4.24 the present predictions for skin friction coefficients are compared with the data of Dean [147] and Byrne et al. [148], along with the predictions of [111] and [150]. The wall shear stress values in [148] were evaluated by indirect means involving velocity profile integration via the momentum integral equation, while Dean employed a Preston tube which is a more direct means of measuring wall shear stress. It is therefore reasonable to expect that Dean's experimental results are more reliable of the two. This conclusion can be further justified by noting that values of $\tau_w$ based on the momentum integral equation exhibit unacceptable tail-up behavior when $x/D_h > 30$. The predictions of Model A are generally in good agreement with Dean's results.

The effect of bridging (Model B) on flow development was also studied. In these cases, the turbulent viscosity profile was bridged
Fig. 4.21. Predicted displacement and momentum thicknesses along with shape factors for an annulus ($r^* = 0.99$) compared with the results for a parallel wall duct.
Fig. 4.22. Displacement and momentum thicknesses in the entrance region of an annulus ($r^* = 0.99$)
Fig. 4.23. Displacement and momentum thicknesses in an annulus (r* = 0.99)
Fig. 4.24. Predicted distribution of skin-friction coefficient in an annulus ($r^* = 0.99$) compared with the results for a parallel wall duct.
right after the shear layers had merged. Figure 4.25 shows the centerline velocity development as predicted by Model B. The experimental data of [147] and [148] along with the prediction of Model A are also shown. A sudden drop in the centerline velocity is observed when bridging is used in this manner which cannot be justified. Similar behavior is observed for displacement thickness and momentum thickness (see Fig. 4.26). It can be concluded, therefore, that linear bridging is not appropriate for hydrodynamic development. However, it will be shown later that for fully developed flow, it is a good approximation.

Calculations were also made using the turbulence kinetic energy equation model (Model C). Figure 4.27 shows predicted turbulence kinetic energy profiles as compared to the data of Comte-Bellot [151]. Her data were taken in a high aspect ratio rectangular duct. In the present calculation which is for $r^* = 0.99$, a free stream turbulence level of 0.02% was specified at the inlet.

The predicted mean velocity distribution is shown in Fig. 4.28 along with the data of Comte-Bellot. The present predictions compare very well with her data. Calculations were also made using Model A. The predictions of Model A (not shown) were too close to that of Model C to draw on the figure. It can be concluded that for hydrodynamic development, at least, employing a turbulence kinetic energy equation has no real advantage and that the length scale transport model predicts the flow development sufficiently accurately.

Figure 4.29 shows the predicted variation of inner and outer wall
Fig. 4.25. Effect of bridging on maximum velocity development in an annulus ($r^* = 0.99$)
Fig. 4.26. Effect of bridging on displacement and momentum thickness in an annulus ($r^* = 0.99$)
Fig. 4.27. Predicted turbulence kinetic energy profiles in an annulus ($r^* = 0.99$); comparison with measurements of Comte-Bellot in a plane duct.
Fig. 4.28. Predicted velocity profiles in an annulus ($r^* = 0.99$); comparison with measurements of Comte-Bellot in a plane duct.
Fig. 4.29. Distribution of skin-friction coefficients along the walls of an annulus ($r^* = 0.25$)
skin-friction coefficients along an annular duct \((r^* = 0.25)\). The experimental data of Heikal et al. [48] using a Preston tube and their predictions using the \(k-\varepsilon\) model are also shown. The variation predicted by Model A is qualitatively similar to that of the \(k-\varepsilon\) model and the fully developed values are well-predicted. The measured skin-friction coefficients in the entrance region are somewhat higher than the calculated values. The variation of measured skin friction in the entrance region suggests that Heikal's experiment is not a representative test case for a developing turbulent flow in an annulus with uniform flow at the inlet and that laminar-turbulent transition might have taken place in the entrance region. The mismatch of the inlet conditions between the experiment and the calculation is further suggested by the comparisons shown in Figs. 4.30 and 4.31 for turbulence kinetic energy profiles at four streamwise stations. The predicted and measured profiles do not compare well in the entrance region but the agreement becomes better farther downstream.

The predicted variation of mean velocity at particular radii along the duct is compared in Fig. 4.32 with the experimental data of Heikal et al. and predictions using the \(k-\varepsilon\) model. All results are for a free stream turbulence level of 0.02\% at the inlet. The calculations of Heikal et al. [48] were started as laminar and a switch to turbulent flow calculation was made at a particular "boundary-layer thickness Reynolds number" (not mentioned). They do not give any reason as to why this was necessary.
Fig. 4.30. Turbulence kinetic energy profiles in an annulus ($r^* = 0.25$)
Fig. 4.31. Turbulence kinetic energy profiles in an annulus ($r^* = 0.15$)
Fig. 4.32. Velocity development in an annulus ($r^* = 0.25$)
Figure 4.33 shows the fully developed velocity profile in an annulus of radius ratio 0.556 predicted by Model A along with the experimental data of Kuzay [70]. Another such comparison is made for an annulus of radius ratio 0.25 where predictions were made using both Models A and B and are compared with the data of Ball and Azer [67] in Fig. 4.34. Predictions of Model B seem to be only slightly better than those of Model A. Reynolds stress profiles were also calculated for an annulus of \(r^* = 0.25\) using Models A and C. In Figs. 4.35 and 4.36 these profiles are compared at two streamwise locations \((x/D_h = 32, 44.5)\) with the experimental data of Heikal et al. [48]. The predicted profiles are within the scatter of the experimental data and the difference between the predictions of Model A and C is negligible. The reason for this negligible difference is that, from Eq. (2.19), shear stress is zero whenever \(u\) is zero even if \(\nu_T\) is not zero there. So improvements in the turbulent viscosity profile provided by Model C have little effect on the Reynolds stress profile. This further confirms the conclusion arrived at earlier that Model A predicts the flow development in ducts sufficiently accurately and no more sophistication in the turbulence model is needed for such flows.

Another comparison between the predictions of Models A, B, and C is given in Table 4.1 where the predicted fully developed shear stresses at the inner and outer wall are compared with the experimental data of Kuzay [70] taken in an annulus of radius ratio 0.556. Kuzay evaluated the shear stress by three methods namely,
Fig. 4.33. Fully developed velocity profile in an annulus ($r^* = 0.556$)
Fig. 4.34. Fully developed velocity profile in an annulus ($r^* = 0.25$)
Fig. 4.35. Reynolds stress profile in an annulus ($r^* = 0.25$)

\[ \frac{r - r_1}{r_2 - r_1} \]

- MODEL A
- MODEL C

○ HEIKAL ET AL.

$Re = 1.9 \times 10^5$, $x/D_h = 32$
Fig. 4.36. Reynolds stress profile in an annulus ($r^* = 0.25$)
Table 4.1. Predicted inner and outer wall shear stresses in an annulus \((r^* = 0.556)\) as compared to the data of Kuzay [70]

<table>
<thead>
<tr>
<th>Method</th>
<th>(\tau_1) Newtons/m(^2)</th>
<th>(\tau_2) Newtons/m(^2)</th>
<th>Effective stress Newtons/m(^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Measurements</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Force balance</td>
<td>0.1968</td>
<td>0.1798</td>
<td>0.1860</td>
</tr>
<tr>
<td>Clauser plot</td>
<td>0.2077</td>
<td>0.1626</td>
<td>0.1790</td>
</tr>
<tr>
<td>Preston tube</td>
<td>0.2222</td>
<td>0.1926</td>
<td>0.2033</td>
</tr>
<tr>
<td><strong>Predictions</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Re = 32285</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model A</td>
<td>0.2204</td>
<td>0.1863</td>
<td>0.1987</td>
</tr>
<tr>
<td>Model B</td>
<td>0.2226</td>
<td>0.1913</td>
<td>0.2027</td>
</tr>
<tr>
<td>Model C</td>
<td>0.2189</td>
<td>0.1857</td>
<td>0.1977</td>
</tr>
</tbody>
</table>

1) Fully developed region force balance between the wall and the radius of zero shear.

2) Clauser plot technique.

3) Preston tube method.

The present predictions are closest to the values measured by Preston tube. While the use of Preston tubes to measure wall shear in annular passages has been a matter of controversy [154-156], it is reasonable to assume that for this radius ratio \((r^* = 0.556)\) the
results given by it will be reliable.

Figure 4.37 shows the predicted inner and outer wall velocity profiles drawn on the "law of the wall" coordinates, as compared with the results of Lawn and Elliot [35] for $r^* = 0.396$. At this radius ratio the predictions agree quite well with their data and seem to suggest that a universal logarithmic region with Patel's [157] suggested constants exists near each wall. However, at very small radius ratios, it has been suggested that the universal log law does not hold at least near the inner wall. For such cases, a modification in the turbulence model was suggested earlier in order to account for large transverse curvature (see Eq. (2.57)). Calculations with and without the curvature correction were made for an annulus ($r^* = 0.088$) and are shown in Fig. 4.38. It can be seen that with the proposed modification in the damping constant, $A^*$, the predictions agree well with the data of [35]. Table 4.2 gives the values predicted for the radius of zero shear and the ratio of shear stresses for the same annulus using the transverse curvature correction. The present predictions are for $Re = 2.37 \times 10^5$. Results of Lawn and Elliot [35] are also given in the table.

2. Thermal results

Heat transfer calculations were also made both for simultaneously developing hydrodynamic and thermal boundary layers and for cases where the flow was hydrodynamically fully developed at the inlet.

Figure 4.39 shows the predicted Stanton number for an annulus
Fig. 4.37. Velocity distribution on law of the wall coordinates
($r^* = 0.25$)
Fig. 4.38. Velocity distribution near the inner wall of an annulus ($r^* = 0.088$); prediction $Re = 2.37 \times 10^5$
Fig. 4.39. Prediction of Stanton number for hydrodynamically developing flow in an annulus ($r^* = 0.99$) with one wall heated; comparison with measurements of Byrne et al. in a plane duct

MODEL A

○ BYRNE ET AL.

$Re = 1.82 \times 10^5$
Table 4.2. Predicted (Model A with curvature correction) and measured [35] values of some parameters for an annulus with \( r^* = 0.088 \)

<table>
<thead>
<tr>
<th>Method</th>
<th>( \frac{r_o}{r_2} )</th>
<th>( \frac{\tau_1}{\tau_2} )</th>
<th>( \frac{\tau_1}{\frac{1}{2}p_{ur_b}^2} )</th>
<th>( \frac{\tau_2}{\frac{1}{2}p_{ur_b}^2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Measurements</strong></td>
<td>0.362 ± 0.0031</td>
<td>1.61</td>
<td>1.532 ± 0.028</td>
<td>0.952 ± 0.01</td>
</tr>
<tr>
<td><strong>Predictions</strong></td>
<td>0.3623</td>
<td>1.603</td>
<td>1.529</td>
<td>0.953</td>
</tr>
</tbody>
</table>

(\( r^* = 0.99 \)) as compared to the data of Byrne et al. [148] taken in the entrance region of a parallel passage with one wall heated. A constant heat flux boundary condition was assumed in the calculations which were made using Model A. The predicted Stanton number is in good agreement with the data except very near the entrance where the differences are exaggerated by using a log-log plot. The reason for this discrepancy near the inlet is that in the experiment of Bryne et al., heating started at a small distance downstream of the inlet while the present calculations were made by assuming that the heating started at the inlet. Another thermal computation was made with an unheated starting length (\( x/D_h = 0.3 \)) to approximate Byrne's experimental conditions. The results are shown in Fig. 4.40 along with the data of [148]. It can be clearly seen that the predictions are greatly
Fig. 4.40. Prediction of Stanton number for hydrodynamically developing flow in an annulus ($r^* = 0.99$); thermal calculations started at $x/D_h = 0.3$
improved by matching the initial conditions existing in the experiment. The predicted Reynolds analogy factor is shown in Fig. 4.41 and is compared with the data of Byrne et al. The present predictions were made with a constant turbulent Prandtl number of 0.9.

The predicted variation of Nusselt number in the entrance region of an annulus ($r^* = 0.476$) is compared in Fig. 4.42 with the data of Roberts and Barrow [80] at two different Reynolds numbers. Predictions were made using Models A and C. Since both predictions were nearly identical, only the results from Model C are shown. The predicted value of fully developed Nusselt number at the higher Reynolds number is about 15% higher than that given in [80]. The fully developed value given by the correlation suggested by Dalle Donne and Meerwald [72] (see Eq. (1.6)) agrees with the present predictions. Calculations were also made (for the higher Reynolds number) using a variable turbulent Prandtl number, similar to that given in Eq. (2.48) with a wall value of 1.5, and a significant improvement between the predictions and the data of Roberts and Barrow was noted. However, improved agreement with data from just one experimental study was not seen as sufficient justification for adopting the more complex $Pr_T$ model, especially in view of the discussion provided in Section B.6 of Chapter II. A constant value of $Pr_T = 0.9$ seems to simulate most of the cases tested in this study.

The effect of bridging on Stanton number is shown in Fig. 4.43 where the predictions are compared with the experimental data of Furber
Fig. 4.41. Reynolds analogy factor in an annulus (r* = 0.99) with inner wall heated.
Fig. 4.42. Nusselt number distribution for hydrodynamically developing flow in an annulus ($r^* = 0.476$); inner wall heated.
Fig. 4.43. Local Stanton number for hydrodynamically developed flow in an annulus ($r^* = 0.68$); inner wall heated
et al. [71] taken in an annulus \((r^* = 0.68)\) for flows of both nitrogen and helium at high pressure. The thermal boundary conditions were those of constant heat flux at the inner wall and an insulated outer wall. The flow was hydrodynamically developed at the start of heating. The present calculations are for \(Re = 20,000\) and have made use of the properties of nitrogen given in Appendix F. The fully developed Stanton number with bridging seems to be about 8% higher than that without bridging. The difference, however, decreases with Reynolds number. Predictions of Model C, though not shown, are expected to lie between that of Models A and B. In Table 4.3, fully developed Stanton numbers obtained for an annulus \((r^* = 0.556)\) with outer wall heated are given. It can be seen that the difference between the predictions of Models A and B reduces with Reynolds number and the prediction of Model C lies in between that of Model A and B.

Table 4.3. Predicted fully developed Stanton numbers for an annulus \((r^* = 0.556)\) with the outer wall heated

| Model | \(St\)  
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(Re = 32285)</td>
<td></td>
<td>(Re = 64131)</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>0.002907</td>
<td></td>
<td>0.002514</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>0.003103</td>
<td></td>
<td>0.002661</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>0.002938</td>
<td></td>
<td>0.002657</td>
<td></td>
</tr>
</tbody>
</table>
Figure 4.44 compares the predicted Stanton number with the measurements of Furber et al. [71] at Re = 10^5. The thermal boundary conditions were the same as mentioned before and only Model A was used. The agreement between the predictions and the data seems encouraging and suggests that a turbulent Prandtl number of 0.9 can give sufficiently accurate predictions of wall heat transfer. Figure 4.45 shows the effect of varying heat flux on Stanton number. Again the present predictions (Model A) compare fairly well with the data of [71]. The predictions show that the Stanton number is reduced by about 18% if $T_w/T_b$ is varied from 1.0 to 2.0. The source of the properties of nitrogen used in the present calculations has already been mentioned.

Dalle Donne and Meerwald [72] also studied the effect of variable properties on Nusselt number and correlated their data as given in Eq. (1.6). They suggested that heat transfer coefficients can be better correlated with $T_w/T_0$ instead of $T_w/T_b$ because in the former choice, the exponent $c$ of the temperature ratio does not depend upon $x/D_h$ after a certain length required for the temperature profile to become fully developed. Dalle Donne and Meerwald, based on the data taken in two annuli, suggested that the exponent $c = -0.2$. Calculations were made using Model A for the annulus with $r^* = 0.5$. A fully developed velocity profile was assumed at the inlet. The results at two streamwise locations ($x/D_h = 40.3, 56.5$) are shown separately in Figs. 4.46 and 4.47 along with the experimental data of [72] at these locations. It can be seen that present predictions give a value of $c = -0.31$ as
Fig. 4.44. Local Stanton number for hydrodynamically developed flow in an annulus ($r^* = 0.68$); inner wall heated
Fig. 4.45. Effect of wall-to-bulk temperature ratio on Stanton number for flow of nitrogen through an annulus ($r^* = 0.68$) with inner wall heated.
Fig. 4.46. Correlation of heat transfer with wall-to-inlet temperature ratio for flow of air through an annulus ($r^* = 0.5$), $x/D_h = 40.3$
Fig. 4.47. Correlation of heat transfer with wall-to-inlet temperature ratio for flow of air through an annulus ($r^* = 0.5$), $x/D_h = 56.5$
against -0.2 suggested by Dalle Donne and Meerwald. Earlier, Dalle Donne and Bowditch [158] and Dalle Donne [159] had suggested different values of c for a tube: -0.255 for a tube with a long entrance length, and -0.304 for a tube with short entrance length. Also quite a wide range of values of c has been suggested in the literature (see, e.g., [72]) when heat transfer is correlated with \( T_w/T_b \). So the value of -0.31 predicted in the present calculations should be considered as within the typical scatter of data.

Figure 4.48 shows the temperature profile at 14.4 hydraulic diameters downstream of the start of heating, compared to the data of Ball and Azer [67]. Their data were taken in an annulus \( (r^* = 0.25) \) using constant heat flux at the inner wall, with the outer wall insulated. The temperature profile predicted by Model A does not compare well with the measurements [67], while the comparison is seen to be improved by bridging (Model B) the turbulent viscosity and, thus, the turbulent conductivity profile. Figures 4.49 and 4.50 show the comparison between all three models and the experimental data of Kuzay [70] at two different Reynolds numbers. In this experiment, an unheated length of 15 hydraulic diameters was followed by a heated length of 36 diameters (outer wall heated). These experimental conditions were matched in the predictions. It can be seen from Figs. 4.49 and 4.50 that Model A predicts an unrealistically large temperature gradient in the region of maximum velocity because of the very small eddy conductivity predicted there. Both Models B and C offer
Fig. 4.48. Predicted temperature profile (Re = 215,000) for flow of air through an annulus ($r^* = 0.25$) compared with the data of Ball and Azer at 14.4 diameters downstream of the start of heating.
Fig. 4.49. Predicted temperature profiles for flow of air through an annulus ($r^* = 0.556$) compared with the data of Kuzay at 33 diameters downstream of the start of heating.
Fig. 4.50. Predicted temperature profiles for flow of air through an annulus ($r^* = 0.556$) compared with the data of Kuzay at 33 diameters downstream of the start of heating.
improvement to the predicted temperature profile. In another test run
(Re = 64131) with Model C, a variable turbulent Prandtl number similar
to that given in Eq. (2.47) was used in order to provide a small value of
Pr_T near the radius of maximum velocity. The predicted temperature
profile by this procedure fell in between the predictions of Models B
and C with Pr_T = 0.9.
V. CONCLUSIONS

An explicit finite-difference method for the prediction of variable property laminar and turbulent convective heat transfer in straight annular passages has been developed. The calculation scheme was evaluated for the following flow regimes:

1) Laminar constant property flow  
2) Laminar vertical buoyant flow  
3) Turbulent flow with and without heat transfer

A major part of this study was devoted to the development and evaluation of turbulence models for interacting shear layers. A first-order ordinary differential equation for the transport of length scale was proposed. Consideration was also given to the effects of large transverse curvature and variations in the turbulent Prandtl number. Comparisons were made with the available experimental data to test the turbulence models and the calculation procedure.

The following major conclusions are noted:

1) The proposed finite-difference method is reliable. This was tested by applying it to relatively simple case of laminar forced convection. Good agreement with the available results in the literature was observed both for the variation of pressure gradient and Nusselt number.

2) The calculation scheme provides an economical means for obtaining predictions for reasonably complicated flows in annuli. None of the test cases reported in this study required more than 160 seconds
on an ITEL AS/5 and most were run in less than 100 seconds.

3) In the calculations made for laminar vertical buoyant flows, it was found that the effect of natural convection on heat transfer was significant. Thus, this effect should be included in any such calculation. In asymmetrically heated ducts, the velocity profile given by Eq. (3.18) is distorted greatly due to density gradients which results in eventual flow reversal near the unheated wall. The location where the shear stress on the unheated wall goes to zero may be taken as the location of the onset of flow instabilities. Gr/Re² is believed to be a suitable correlation parameter for the prediction of this location.

4) The transport of turbulence length scale in the outer region of a shear layer is an important consideration for any turbulent flow calculation where the flow is rapidly changing. The proposed length scale equation appears to model this transport satisfactorily. The observed nonmonotonic development of centerline velocity and other flow parameters in a plane duct is well-predicted by this model.

5) The proposed correlation for the damping constant A⁺ simulates the effect of large transverse curvature in agreement with the experimental data.

6) A turbulent Prandtl number of 0.9 generally gave good results for Stanton number for the test cases considered in the present study.

7) The temperature profiles predicted by use of the length scale model have large gradients in the central core region because of
very small values of turbulent conductivity predicted there. An im-
provement in the predicted temperature profiles was noted when the
predicted turbulent conductivity profile was linearly bridged between
the peaks. The use of the turbulence kinetic energy equation along with
the length scale also resulted in an improved temperature profile.

8) Property variations do appear to have a significant effect
on the heat transfer coefficient, and the present calculation method
is seen to predict these effects in reasonable agreement with experimental
data. The predictions (made for flow of air with inner wall heated)
show that Nusselt number can be correlated with wall-to-inlet temperature
ratio using an exponent of −0.31.

In future research, the effect of large and small molecular Prandtl
number on turbulent Prandtl number may be studied if experimental data
becomes available. Further research may also be directed towards the
prediction of flow in annular diffusers. The present method can be
modified for that purpose by incorporating appropriate changes in the
coordinates used.
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IX. APPENDIX A: FULLY DEVELOPED TURBULENT VELOCITY PROFILE

For fully developed flow, nondimensional momentum equation (3.2) can be reduced to:

\[
\frac{1}{R} \frac{d}{dY} \left[ \frac{R}{u} \frac{dU}{dY} \right] = \frac{dP}{dX}
\]

After substituting for \( \frac{R}{u} \), this becomes:

\[
\frac{1}{R} \frac{d}{dY} \left[ R \left( \hat{\mu} + \hat{\rho} \hat{\lambda}^2 \right) \frac{dU}{dY} \right] = \frac{dP}{dX}
\]

or

\[
\frac{1}{R} \left( \hat{\mu} + \hat{\rho} \hat{\lambda}^2 \right) \frac{dU}{dY} \frac{dU}{dY} + \left( \hat{\mu} + \hat{\rho} \hat{\lambda}^2 \right) \frac{d^2U}{dY^2}
\]

\[
+ \hat{\rho} \hat{\lambda}^2 \frac{dU}{dY} \frac{d}{dY} \left( \frac{dU}{dY} \right) + 2 \hat{\rho} \hat{\lambda} \frac{d}{dY} \frac{dU}{dY} \frac{dU}{dY} = \frac{dP}{dX} \quad (A.1)
\]

If

\[
\psi = \frac{dU}{dY} \quad (A.2)
\]

Then, Eq. (A.1) can be written as

\[
\left( \hat{\mu} + \hat{\rho} \hat{\lambda}^2 \right) \frac{d}{dY} \psi + \hat{\rho} \hat{\lambda}^2 \frac{d}{dY} \left( \psi \right)
\]

\[
= \frac{dP}{dX} - \frac{\hat{\mu}}{R} - \left( \frac{\hat{\mu}}{R} + 2 \hat{\rho} \hat{\lambda} \frac{d}{dY} \right) \psi \left| \psi \right| \quad (A.3)
\]

Now

\[
\psi \frac{d}{dY} \left( \left| \psi \right| \right) = \left| \psi \right| \frac{d}{dY} \psi
\]
Therefore, Eq. (A.3) becomes

\[
(\hat{\mu}+2\hat{\rho}\hat{\kappa}^2|\psi|)\frac{d\psi}{dY} = \frac{dP}{dX} - \hat{\psi} - \left(\frac{\hat{\kappa}^2}{R} + 2\hat{\rho}\hat{\kappa} \frac{d\lambda}{dY}\right)|\psi|
\]

or

\[
\frac{d\psi}{dY} = \frac{\frac{dP}{dX} - \hat{\psi} - \left(\frac{\hat{\kappa}^2}{R} + 2\hat{\rho}\hat{\kappa} \frac{d\lambda}{dY}\right)|\psi|}{(\hat{\mu}+2\hat{\rho}\hat{\kappa}^2|\psi|)} \tag{A.4}
\]

Equations (A.2) and (A.4) form a set of two first order ordinary differential equations which can be solved to obtain a fully developed turbulent velocity profile. The equations contain the pressure gradient term, \(\frac{dP}{dX}\), which in principle needs to be guessed or otherwise specified in order to obtain a velocity profile consistent with the specified Reynolds number (or mass flow rate). Rather than proceeding with this on a trial and error basis, it was found advantageous to relate the pressure gradient to the friction factor according to Eq. (1.4), which in nondimensional terms can be written as

\[
f_p = -\frac{(R_2 - R_1)}{\lambda} \frac{dP}{dX} \tag{A.5}
\]

where the friction factor was determined using the parallel wall duct correlation, Eq. (1.2),

\[
f_p = 0.087 \text{ Re}^{-0.25} \tag{A.6}
\]

So that,

\[
\frac{dP}{dX} = -0.087/((R_2 - R_1) \text{ Re}^{0.25}) \tag{A.7}
\]
The set of Equations (A.2) and (A.4) can now be solved using an appropriate integration technique. The known boundary conditions for the problem are:

\[
U(0) = 0 \quad (A.8)
\]

\[
U(R_h) = 0 \quad (A.9)
\]

In order that the integration can be stepped off using the Runge-Kutta method (which is employed in the present study), a value of \( \psi(0) \) is needed which is unknown. This requires that an iterative shooting method be used. If the shear stress at the inner wall, \( \psi(0) \), is denoted by

\[
\psi(0) = s \quad (A.10)
\]

and the velocity obtained at the outer wall as a result of solving the initial value problem, specified by Eqs. (A.2), (A.4) and (A.8), by

\[
U(R_h) = \chi(s) \quad (A.11)
\]

then, the problem is to find \( s \) such that,

\[
\chi(s) = 0 \quad (A.12a)
\]

The secant method (see, e.g., [33]) was used to obtain the converged value of \( s \). For initial estimates of \( s^0 \) and \( s^1 \), a successive relation can be written as

\[
s^{\sigma+2} = s^{\sigma+1} - \frac{s^{\sigma+1} - s^\sigma}{\chi(s^{\sigma+1}) - \chi(s^\sigma)} \chi(s^\sigma), \sigma = 0, 1, 2... \quad (A.12b)
\]
Convergence has been observed to be quite fast if the first two estimates are made such that $\chi(s^0)$ and $\chi(s^1)$ are of opposite sign. The iteration was terminated when $\chi(s^0) < 0.0001$. It generally took 7 to 20 iterations to meet this criteria.

After the converged solution is obtained, the Reynolds number is calculated. If this does not match the desired $Re$, $\frac{dP}{dX}$ must be corrected and the whole procedure repeated again. The correction procedure has not been necessary to date since the $Re$ computed has always been within 4% of the desired value which has been considered a close enough match for the present studies.

The subroutine used for generating the fully developed turbulent velocity profile was first developed on a University of London computer CDC 6600. When the subroutine was later run on the ISU-IBM 360/158, it was found necessary to use double precision.
X. APPENDIX B: THE SIMPLE EXPLICIT FINITE-DIFFERENCE SCHEME

Since the Dufort-Frankel scheme, employed in the present study requires information at two upstream locations, a simple explicit method is used for the first step to start the solution.

Finite-difference equations:

The simple explicit form of the model Equation (3.8) is

\[ a_j \frac{\phi_{j}^{m+1} - \phi_{j}^{m}}{\Delta x_+} + b_j \frac{\phi_{j}^{m} - \phi_{j-1}^{m}}{\Delta y_-} = \frac{2}{R_1(\Delta y_+ + \Delta y_-)} \left[ R_{j+1/2} \phi_{j+1/2}^{m+1} - \frac{(\phi_{j}^{m+1} - \phi_{j}^{m})}{\Delta y_+} \right. \]

\[ \left. - R_{j-1/2} \phi_{j-1/2}^{m} \frac{(\phi_{j}^{m} - \phi_{j-1}^{m})}{\Delta y_-} \right] + S_j^{m} \]  

(B.1)

where the source term for the momentum equation is written as

\[ S_j^{m} = - \frac{p^{m+1} - p^{m}}{\Delta x_+} + \frac{\phi_j^{m}}{x_j} \]

\( p^{m+1} \) is determined by using the overall mass flow constraint as in the case of Dufort-Frankel equations.

In case of \( \phi = U \) with \( b_j^{m} \) as negative, the starred term is written as

\[ b_j^{m} \frac{(\phi_{j}^{m+1} - \phi_{j}^{m})}{\Delta y_+} \]

The simple explicit form of the continuity equation is given as
Stability constraint on step size:

The Von Neumann analysis, when applied to Eq. (B.1), reveals the following constraint:

\[
\Delta x_+ \leq \frac{a_m}{\Delta Y_+ \left[ \frac{|b_i^m|}{\Delta Y_-} + \frac{R_j+1/2 N_{\phi j+1/2}}{2R_j \Delta Y_+ (\Delta Y_+ \Delta Y_-)} + \frac{R_{j-1/2 N_{\phi j-1/2}}}{2R_j \Delta Y_- (\Delta Y_+ \Delta Y_-)} \right]} \tag{B.3}
\]
XI. APPENDIX C: CONSISTENCY OF DUFORT-FRANKEL EQUATIONS

In order to show that Eq. (3.9) is a consistent representation of the model Equation (3.8), the following Taylor series expansions about the point \((m,j)\) (see Fig. 3.1) can be written:

\[
\phi_{j}^{m+1} = \phi_{j}^{m} + \left(\frac{\partial \phi}{\partial X}\right)_{j}^{m} X + \left(\frac{\partial^{2} \phi}{\partial X^{2}}\right)_{j}^{m} \Delta X + \left(\frac{\partial^{3} \phi}{\partial X^{3}}\right)_{j}^{m} \Delta X^{3} / 6 + \left(\frac{\partial^{4} \phi}{\partial X^{4}}\right)_{j}^{m} \Delta X^{4} / 24 + \ldots \tag{C.1}
\]

\[
\phi_{j}^{m-1} = \phi_{j}^{m} - \left(\frac{\partial \phi}{\partial X}\right)_{j}^{m} X - \left(\frac{\partial^{2} \phi}{\partial X^{2}}\right)_{j}^{m} \Delta X + \left(\frac{\partial^{3} \phi}{\partial X^{3}}\right)_{j}^{m} \Delta X^{3} / 6 - \left(\frac{\partial^{4} \phi}{\partial X^{4}}\right)_{j}^{m} \Delta X^{4} / 24 - \ldots \tag{C.2}
\]

\[
\phi_{j+1}^{m} = \phi_{j}^{m} + \left(\frac{\partial \phi}{\partial Y}\right)_{j}^{m} Y + \left(\frac{\partial^{2} \phi}{\partial Y^{2}}\right)_{j}^{m} \Delta Y + \left(\frac{\partial^{3} \phi}{\partial Y^{3}}\right)_{j}^{m} \Delta Y^{3} / 6 + \left(\frac{\partial^{4} \phi}{\partial Y^{4}}\right)_{j}^{m} \Delta Y^{4} / 24 + \ldots \tag{C.3}
\]

\[
\phi_{j-1}^{m} = \phi_{j}^{m} - \left(\frac{\partial \phi}{\partial Y}\right)_{j}^{m} Y - \left(\frac{\partial^{2} \phi}{\partial Y^{2}}\right)_{j}^{m} \Delta Y - \left(\frac{\partial^{3} \phi}{\partial Y^{3}}\right)_{j}^{m} \Delta Y^{3} / 6 - \left(\frac{\partial^{4} \phi}{\partial Y^{4}}\right)_{j}^{m} \Delta Y^{4} / 24 - \ldots \tag{C.4}
\]
Using Eqs. (C.1) and (C.2), \( \frac{\partial \phi}{\partial x} \) can be written as

\[
\frac{\partial \phi}{\partial x} = \frac{\phi_{j+1}^{m+1} - \phi_{j-1}^{m-1}}{\Delta x_+ + \Delta x_-} - \frac{(\partial^2 \phi)_m}{\partial x^2} \frac{\Delta x - \Delta x}{2} \\
- \frac{(\partial^3 \phi)_m}{\partial x^3} \frac{\Delta x^3 + \Delta x^3}{6(\Delta x_+ + \Delta x_-)} + \ldots
\]

where the first term on the right hand side is the finite-difference representation of \( \frac{\partial \phi}{\partial x} \) used in Eq. (3.9). So the truncation error is

\[
T.E. = -\frac{(\partial^2 \phi)_m}{\partial x^2} \frac{\Delta x - \Delta x}{2} - \frac{(\partial^3 \phi)_m}{\partial x^3} \frac{\Delta x^3 + \Delta x^3}{6(\Delta x_+ + \Delta x_-)} + \ldots
\]

It can be seen that for equal grid the truncation error is of \( O[(\Delta x)^2] \) and for unequal grid it will be of \( O(\Delta x_+) \). However, it should be noted that for boundary layer flows \( \frac{\partial^2 \phi}{\partial x^2} \ll 1 \) which makes the representation of \( \frac{\partial \phi}{\partial x} \) better than that of \( O(\Delta x_+) \) even for unequal grid.

In a similar fashion it can be shown that the representation for \( \frac{\partial \phi}{\partial y} \) is first order accurate for unequal grid while it becomes second order accurate for equal grid.

Using Eqs. (C.1-C.4), \( \frac{\partial^2 \phi}{\partial y^2} \) can be written as

\[
\frac{\partial^2 \phi}{\partial y^2} = \frac{2}{\Delta y_+ + \Delta y_-} \left[ \frac{1}{\Delta y_+} (\phi_{j+1}^m - \phi_{j+1}^{m-1}) - \frac{\Delta x_+ \phi_{j+1}^{m+1} + \Delta x_- \phi_{j-1}^{m-1}}{\Delta x_+ + \Delta x_-} \right] \\
- \frac{1}{\Delta y_-} (\frac{\Delta x_+ \phi_{j+1}^{m+1} + \Delta x_- \phi_{j-1}^{m-1}}{\Delta x_+ + \Delta x_-} - \phi_{j-1}^m) - \frac{(\partial^4 \phi)_m}{\partial y^4} \frac{\Delta y - \Delta y}{3} \\
- \frac{(\partial^4 \phi)_m}{\partial y^4} \frac{\Delta y^3 + \Delta y^3}{12(\Delta y_+ + \Delta y_-)} + \frac{(\partial^2 \phi)_m}{\partial y^2} \frac{\Delta x_+ + \Delta x_-}{\Delta y_+ + \Delta y_-} + \frac{(\partial^4 \phi)_m}{\partial x^4} \frac{(\Delta x_+^3 - \Delta x_-^3) \Delta x_+ + \Delta x_-}{12 \Delta y_+ \Delta y_-} + \ldots
\]
It can be seen that the truncation error for an unequal grid is of $O(\Delta Y^+)$ and $O[(\Delta Y^+)/2]$. Thus the finite-difference formulation of $\frac{\partial^2 \phi}{\partial Y^2}$ is consistent only if $\Delta X^+$ goes to zero faster than $\Delta Y^+$. In order to make practical computations, however, $\Delta X^+$ should be much larger than $\Delta Y^+$; in the present calculations, $\Delta X^+/\Delta Y^+ >> 1$ was used and numerical results compared well with the experiments and other implicit calculations.

The reason why the Dufort-Frankel scheme still provides an exceptionally good approximation to the governing partial differential equations perhaps lies in the fact that the entire term consists of

$$\frac{(\partial^2 \phi)^m}{\partial X^2} \frac{\Delta X^+ \Delta Y^-}{\Delta Y^+ \Delta Y^-}$$

and for boundary layer flows $\frac{\partial^2 \phi}{\partial X^2}$ is negligibly small.

Since the truncation error vanishes when $\Delta X^+ \rightarrow 0$, $\Delta Y^+ \rightarrow 0$, it is concluded that the finite-difference representation, Eq. (3.9), is consistent.

Due to stability considerations, $k^{3/2}$ appearing in the dissipation term of the turbulence kinetic energy Equation (3.7) was modeled as [Eq. (3.13)]:

$$\left(\hat{k}^{m}_{j}\right)^{3/2} = \left(\frac{\Delta Y^+ \hat{k}^{m}_{j+1} + \Delta Y^- \hat{k}^{m}_{j-1}}{\Delta Y^+ \Delta Y^-}ight)^{1/2} \left(\frac{\Delta X^+ \hat{k}^{m+1}_{j} + \Delta X^- \hat{k}^{m-1}_{j}}{\Delta X^+ \Delta X^-}\right)$$

It will now be shown that the weighted average, both in X and Y directions, used to represent $k^{m}_{j}$ is also mathematically consistent.

Using the Taylor series expansions in X-direction, Eqs. (C.1) and (C.2), for $\hat{k}^{\phi}_{j}$,
\[ \hat{k}_j^m = \frac{\Delta X \hat{k}_j^{m+1} + \Delta X \hat{k}_j^{n-1}}{\Delta X_+ + \Delta X_-} - \left( \frac{\partial^2 \phi}{\partial X^2} \right)_j \frac{\Delta X + \Delta X}{2} \]

\[ - \left( \frac{\partial^3 \phi}{\partial X^3} \right)_j \frac{\Delta X_+ \Delta X}{6} (\Delta X_+ - \Delta X_-) - \ldots \]  \hspace{1cm} (C.8)

which shows that the truncation error is of \(0[(\Delta X)^2]\).

Now for Y-direction averaging, from Eqs. (C.3) and (C.4), for \(k=\phi\),

\[ \hat{k}_j^m = \frac{\Delta Y \hat{k}_j^{m+1} + \Delta Y \hat{k}_j^{n-1}}{\Delta Y_+ + \Delta Y_-} - \left( \frac{\partial^2 \phi}{\partial Y^2} \right)_j \frac{\Delta Y + \Delta Y}{2} \]

\[ - \left( \frac{\partial^3 \phi}{\partial Y^3} \right)_j \frac{\Delta Y_+ \Delta Y}{6} (\Delta Y_+ - \Delta Y_-) - \ldots \]  \hspace{1cm} (C.9)

Here also the truncation error is of \(0[(\Delta Y)^2]\). So the representation of \((\hat{k}_j^m)^{3/2}\) given in Eq. (3.13) is mathematically consistent.
XII. APPENDIX D: SIMPSON'S RULE FOR AN UNEQUAL GRID

The problem under consideration is the numerical integration of a function $f(Y)$ over the interval $[Y_1, Y_3]$. Let $Y_1 = -\Delta Y_-$, $Y_2 = 0$ and $Y_3 = \Delta Y_+$. A quadrature formula can be developed for

$$
\int_{-\Delta Y_-}^{\Delta Y_+} f(Y) dY, \quad \text{such that}
$$

$$
A_1 f(Y_1) + A_2 f(Y_2) + A_3 f(Y_3) = \int_{-\Delta Y_-}^{\Delta Y_+} f(Y) dY
$$

\hspace{1cm} (D.1)

where $f(Y_1)$, $f(Y_2)$ and $f(Y_3)$ are the nodal values of the function $f(Y)$, and $A_1$, $A_2$, $A_3$ are weights which depend on the grid spacing.

Eq. (D.1) is exact if $f(Y) = 1$, or $f(Y) = Y$, or $f(Y) = Y^2$, so

$$
A_1 + A_2 + A_3 = \int_{-\Delta Y_-}^{\Delta Y_+} 1 \, dY = \Delta Y_+ + \Delta Y_-
$$

\hspace{1cm} (D.2)

$$
-A_1 \Delta Y_- + A_3 \Delta Y_+ = \int_{-\Delta Y_-}^{\Delta Y_+} Y \, dY = \frac{(\Delta Y_+)^2 - (\Delta Y_-)^2}{2}
$$

\hspace{1cm} (D.3)

$$
A_1 (\Delta Y_-)^2 + A_3 (\Delta Y_+)^2 = \int_{-\Delta Y_-}^{\Delta Y_+} Y^2 \, dY = \frac{(\Delta Y_+)^3 + (\Delta Y_-)^3}{3}
$$

\hspace{1cm} (D.4)

Multiplying Eq. (D.3) by $\Delta Y_-$ and then adding Eq. (D.4) to it results in:

$$
A_3 \Delta Y_+ (\Delta Y_+ + \Delta Y_-) = \left[ \frac{(\Delta Y_+)^3 + (\Delta Y_-)^3}{3} + \frac{\Delta Y_- ((\Delta Y_+)^2 - (\Delta Y_-)^2)}{2} \right]
$$

Noting that

$$
(\Delta Y_+)^3 + (\Delta Y_-)^3 = (\Delta Y_+ + \Delta Y_-)^3 - 3 \Delta Y_+ \Delta Y_- (\Delta Y_+ + \Delta Y_-)
$$
the above equation can be written as

\[
A_3 = \frac{1}{\Delta Y^+} \left[ \frac{(\Delta Y^+ + \Delta Y^-)^2}{3} - \Delta Y^+ \Delta Y^- + \frac{\Delta Y^- (\Delta Y^+ + \Delta Y^-)}{2} \right]
\]

or

\[
A_3 = \frac{\Delta Y^+ + \Delta Y^-}{\Delta Y^+} \left[ \frac{\Delta Y^+ + \Delta Y^-}{3} - \frac{\Delta Y^-}{2} \right] \quad (D.5)
\]

Multiplying Eq. (D.2) by $\Delta Y^-$ and then adding Eq. (D.3) to it results in:

\[
A_2 \Delta Y^- + A_3 (\Delta Y^+ + \Delta Y^-) = \frac{(\Delta Y^+)^2 - (\Delta Y^-)^2}{2} + \Delta Y^+ \Delta Y^- + \Delta Y^2 = \frac{(\Delta Y^+ + \Delta Y^-)^2}{2}
\]

or

\[
A_2 = \frac{(\Delta Y^+ + \Delta Y^-)^2}{2\Delta Y^-} - A_3 \frac{\Delta Y^+ + \Delta Y^-}{\Delta Y^-} \quad (D.6)
\]

Now from Eq. (D.2)

\[
A_1 = (\Delta Y^+ + \Delta Y^-) - A_2 - A_3 \quad (D.7)
\]

Once $A_1$, $A_2$, $A_3$ have been determined, Eq. (D.1) can be used to integrate $f(Y)$. 


The shear stress and heat transfer at the walls (Eqs. (2.72) and (2.86)) are directly proportional to the gradients of axial velocity and temperature evaluated at the walls, respectively. Three schemes for evaluating wall derivatives were tested: a straight line fit between the wall and the first point out or a second and third degree polynomial fit using three and four points, respectively. The second degree curve, though found suitable for laminar flows, did not give satisfactory results for turbulent flows. The first and third degree polynomial fits gave, in general, satisfactory results; the former was found particularly suitable for turbulent flows where the first calculation point is very near the wall as the nondimensional velocity is known to be very nearly linear with the distance.

The computer code calculates wall derivatives using both the straight line and third degree polynomial fits. For the straight line fit, the wall slope is (see Fig. 3.1)

\[
\frac{\partial \phi}{\partial Y} \bigg|_{\text{inner wall}} = \frac{\phi_{m+1} - \phi_1}{\Delta Y_1}
\]

(E.1)

and

\[
\frac{\partial \phi}{\partial Y} \bigg|_{\text{outer wall}} = \frac{\phi_{N-1} - \phi_{m+1}}{\Delta Y_N}
\]

(E.2)

The wall slope for the third degree polynomial fit is given by the
following four point difference scheme:

\[
\frac{\partial \phi}{\partial y} \bigg|_{\text{inner wall}}^{m+1} = (PTA)\phi_1^{m+1} + (PTB)\phi_2^{m+1} + (PTC)\phi_3^{m+1} + (PTD)\phi_4^{m+1} \tag{E.3}
\]

and

\[
\frac{\partial \phi}{\partial y} \bigg|_{\text{outer wall}}^{m+1} = (PSA)\phi_N^{m+1} + (PSB)\phi_{N-1}^{m+1} + (PSC)\phi_{N-2}^{m+1} + (PSD)\phi_{N-3}^{m+1} \tag{E.4}
\]

where

\[
PTB = \frac{1+RS+RS^2}{\Delta Y_1 RS^2} \tag{E.5}
\]

\[
PTC = -\frac{1+RS+RS^2}{\Delta Y_1 (1+RS) RS^3} \tag{E.6}
\]

\[
PTD = \frac{1}{\Delta Y_1 (1+RS+RS^2) RS^3} \tag{E.7}
\]

\[
PTA = -PTB - PTC - PTD \tag{E.8}
\]

Here RS is as defined in Eq. (3.16).

Similar relations hold for PSA, PSB, PSC and PSD.
The property relations employed to furnish the properties of the fluids used in the present study are given below.

A. Air and Nitrogen

1. Density

Density of both air and nitrogen can be calculated using the perfect gas law:

$$\frac{P}{\rho T} = \frac{R}{g}$$

or

$$\rho = \frac{P}{R \frac{T}{g}} \quad \text{(F.1)}$$

where

$$R_g = 287.7 \text{ joules/(kg °K)} \text{ for air}$$
$$= 296.9 \text{ joules/(kg °K)} \text{ for nitrogen}$$

2. Coefficient of thermal expansion

The coefficient of thermal expansion, $\beta$, can be calculated by use of perfect gas law, Eq. (F.1), as

$$\beta = \frac{1}{T} \frac{1}{\rho} \frac{d \rho}{dT} \quad \text{(F.2)}$$

3. Viscosity

For air viscosity can be calculated using the following relation [157]:

[157]:
\[ \mu = \frac{1.458 \times 10^{-6} T^{3/2}}{T + 110.4} \text{ kg/(m-sec)} \]  
\text{(F.3)}

For nitrogen, a power law was employed,

\[ \frac{\mu}{\nu_0} = \left( \frac{T}{T_0} \right)^{0.75} \]  
\text{(F.4)}

where the exponent was determined using the data given in [160].

4. Thermal conductivity

Thermal conductivity can be given as [160]

\[ \lambda = \frac{Z_1(T)^{1/2}}{Z_2 + 10^{-Z_3/T}} \text{ W/(m °K)} \]  
\text{(F.5)}

where, for air,

\[ Z_1 = 2.646 \times 10^{-8} \]
\[ Z_2 = 245.4 \]
\[ Z_3 = 12 \]

and for nitrogen \((T < 300 \, \text{°K})\),

\[ Z_1 = 2.527 \times 10^{-8} \]
\[ Z_2 = 224 \]
\[ Z_3 = 12 \]

For nitrogen, at \(T > 300 \, \text{°K}\), the thermal conductivity can be calculated using the following expression [160]:

\[ \lambda = Z_1(1 + Z_2^2 - Z_3^2 + Z_4^2) \text{ W/(m °K)} \]  
\text{(F.6)}
where
\[ \Pi = T - 273.16 \]
\[ Z_1 = 2.41 \times 10^{-2} \]
\[ Z_2 = 3.13 \times 10^{-3} \]
\[ Z_3 = 1.33 \times 10^{-6} \]
\[ Z_4 = 2.63 \times 10^{-10} \]

5. **Specific heat**

Specific heat at constant pressure can be calculated using a power law of the form

\[ \frac{C_p}{C_p^0} = \left( \frac{T}{T_0} \right)^{Z_1} \] (F.7)

where \( Z_1 \) can be found from the data given in [160].

**B. Distilled Water**

The property relations listed below are taken from [161] and correspond to a pressure of 1.38 bars.

1. **Density**

   Equation:
   \[ \rho = 999.88 - 3.5019 \Pi - 3.4895 \Pi^2 + 0.17251 \Pi^3 \text{ kg/m}^3 \] (F.8)

   where
   \[ \Pi = \frac{1.8T - 510}{50} \]
Temperature range: 284 - 366 °K

2. Coefficient of thermal expansion

Using Eq. (F.8), coefficient of thermal expansion can be written as

\[ \beta = -\frac{-3.5019 - 6.979\Pi + 0.51753\Pi^2}{27.777(999.88 - 3.5019\Pi - 3.4895\Pi^2 + 0.17251\Pi^3)} \left( \frac{1}{\text{oK}} \right) \]  

(F.9)

where

\[ \Pi = \frac{1.8T - 510}{50} \]

3. Viscosity

Equation:

\[ \mu = 4.787 \times 10^{-6} \exp(5.6036 - 0.76097\Pi + 0.1245\Pi^2 - 0.01133\Pi^3) \text{ kg/(m-sec)} \]  

(F.10)

where

\[ \Pi = \frac{1.8T - 510}{50} \]

Temperature range: 284 - 366 °K

4. Thermal conductivity

Equation:

\[ \lambda = 0.58658 + 0.04756\Pi - 0.00588\Pi^2 \text{ W/(m °K)} \]  

(F.11)

where

\[ \Pi = \frac{1.8T - 510}{50} \]

Temperature range: 284 - 366 °K
5. **Specific heat**

Specific heat \( C_p \) can be calculated if the molecular Prandtl number is known, \( \text{Pr} \),

\[
\text{Pr} = \frac{\mu C_p}{\lambda}
\]

where \( \mu \) and \( \lambda \) are already known from Eqs. (F.10) and (F.11).

The Prandtl number is given as [161]

\[
\text{Pr} = \exp(2.2279 - 0.84747\Pi + 0.14015\Pi^2 - 0.012083\Pi^3)
\]

where

\[
\Pi = \frac{1.8T - 510}{50}
\]

Temperature range: 284 - 366 °K

C. **Ethylene Glycol**

Property relations given below are taken from [161].

1. **Density**

   Equation:

   \[
   \rho = 1000/(0.924848 + 6.2796 \times 10^{-4}\Pi + 9.2444 \times 10^{-7}\Pi^2 + 3.057 \times 10^{-9}\Pi^3) \text{ kg/m}^3
   \]

   where

   \[
   \Pi = T - 338
   \]

   Temperature range: 278 - 445 °K
2. **Coefficient of thermal expansion**

Using Eq. (F.13), coefficient of thermal expansion can be written as

\[ \beta = \frac{6.2796 \times 10^{-4} + 1.84888 \times 10^{-6} \Pi + 9.171 \times 10^{-9} \Pi^2}{0.924848 + 6.2796 \times 10^{-4} \Pi + 9.2444 \times 10^{-7} \Pi^2 + 3.057 \times 10^{-9} \Pi^3} \frac{1}{\circ K} \]  

(F.14)

where

\[ \Pi = T - 338 \]

3. **Viscosity**

Equation:

\[ \mu = 0.001 \exp(3.80666 - 1.79809 \Pi + 0.38590 \Pi^2 - 0.05878 \Pi^3 + 0.004173 \Pi^4) \text{ kg/(m-sec)} \]  

(F.15)

where

\[ \Pi = \frac{1.8T - 500}{60} \]

Temperature range: 278 - 422 °K

4. **Thermal conductivity**

Equation:

\[ \lambda = 0.3156 - 3.98 \times 10^{-4} \Pi \text{ W/(m °K)} \]  

(F.16)

where

\[ \Pi = 1.8T - 460 \]

Temperature range: 277 - 450 °K

5. **Specific heat**

Equation:

\[ C_p = 2313.7 + 173.64 \Pi + 14.644 \Pi^2 \text{ joules/kg-°K} \]  

(F.17)

where
\[ \Pi = \frac{1.8T - 500}{80} \]

Temperature range: 277 - 422 °K
APPENDIX G: COMPUTER CODE "ANNULUS"
C***********************************************************
PROGRAM ANNULUS*********************************
***********************************************************
C** MUJEEB MALIK******** IOWA STATE UNIVERSITY***************
C CALCULATES VARIABLE PROPERTY LAMINAR AND TURBULENT FLOW HEAT TRANSFER WITH
C DEVELOPING OR FULLY DEVELOPED FLOW AT THE INLET
C PROPERTY FUNCTIONS FOR THE FLUID USED SHOULD BE INPUT
***********************************************************
C***********************************************************
C DENS = DENSITY AT THE INLET (LBM/FT^3)
C DENS = -(DENSITY) IF VARIABLE DENSITY USED
C VISC = VISCOSITY AT THE INLET (LBM/FT-SEC)
C VISC = -(VISCOSITY) IF VARIABLE VISCOSITY USED
C USTART = VELOCITY AT THE INLET (FT/SEC)
C USTART = -(MEAN VELOCITY) IF FULLY DEVELOPED FLOW
C PSTART = INLET PRESSURE (PSF)
C RA01,RA02 = RADIUS OF INNER AND OUTER WALLS RESPECTIVELY (FT)
C H1 = VALUE OF INLET FREE STREAM TKE (K/U0^2)
C H2 = 0.12 USED IN L MODEL
C H3 = 0.92 USED IN L MODEL (FOR DEVELOPING FLOWS)
C H3 = 1.1 (OR SOME OTHER CLOSE VALUE) USED IN FDVP
C H4 = 0. IF TRANS. CURVATURE CORR. NOT REQUIRED
C H4 = 0.1 IF TRANS. CURVATURE CORR. REQUIRED
C H7 = 0. IF TKE USED
C H7 = 0.12 IF TKE USED AND SOLUTION STARTED AGAIN AFTER READING FROM DISK
C H7 = LT. 0. TKE NOT USED
C H7 = -2. IF BRIDGING EMPLOYED FOR FD FLOW
C HS,H5,H6,H10 = RESEARCH PARAMETERS NO LONGER USED
C HTC < 0. IF NO HEAT TRANSFER
C HTC = 0. IF HEAT TRANSFER ( =PHT FOR TURBULENT FLOWS)
C DXF = RESEARCH PARAMETER USED IN PRESS (USE 4.)
C DXFM = MAX DELX/DELTAO OR DELX/TBTHIC ALLOWED: A VALUE OF 0.5-0.7 SUGGESTED
C LOWER VALUE CAN BE USED BUT WILL RESULT IN MORE COMPUTER TIME
C JC = DELX/F/DELXB ALLOWED: A MAX OF 1.05 RECOMMENDED
C VJS,VJF = RESEARCH PARAMETERS NO MORE USED
C RT = RATIO OF SUCCESSIVE CROSS STREAM GRID NEAR OUTER WALL (USE 1.07)
C DELY = DELY NEAREST THE OUTER WALL FOR VARIABLE GRID (FT)
C FCCN = 0. IF NO BUOYANCY
C FCCN < 0. IF DOLSSIIEGO'S APPROXIMATION USED IN THE BUOYANCY TERM
C FCCN > 0. IF DENSITY VARIABLE EVERYWHERE
C GG= 1. FOR DOWNWARD FLOW
C GG=-1. FOR UPWARD FLOW
C BETA = COEFFICIENT OF THERMAL EXPANSION AT INLET MEAN TEMP (1/R)
C PREAD < 0. DATA NOT READ FROM THE DISK
C PREAD > 0. DATA READ FROM THE DISK
C PWRITE < 0. DATA NOT WRITTEN ON THE DISK
C PWRITE > 0. DATA WRITTEN ON THE DISK
C CHECK < 0. IF HEAT TRANSFER CALCULATIONS STARTED AFTER SOLVING MOM EQN UP
C TO CERTAIN DISTANCE
C CHECK = 0. IF BOTH HYDRODYNAMIC AND THERMAL CALCULATIONS STARTED
C SIMULTANEOUSLY
C SILF > 0. STRAIGHT LINE FIT
C SILF < 0. 3RD DEGREE POLYNOMIAL USED
C NY = NO. OF Y SPACINGS (EVEN NUMBER)
C NT = NO. OF PRINT STATIONS (ISTEP*LT*0)
C NST = MAX ICOUNT ALLOWED
C ISTEP < 0 IF PRINT CUT ACCORDING TO DISTANCE
C ISTEP = NO. OF CALCULATION STEPS AFTER WHICH SOLUTION SHOULD BE PRINTED
C REPEATEDLY
C LCASE < 0 IF LAST TEST CASE
C LCASE > 0 IF MORE TEST CASES FOLLOW
C LORT = -4 IF VAR GRID TO BE USED FOR LAMINAR FLOW
C LORT = < 0. IF LAMINAR FLOW
LOCT > 0 FOR TURBULENT FLOWS ( = MAX NO. OF ITERATIONS FOR ITERATIVE
SHOOTING METHOD, IF = 8 OR 9, SOME PARAMETERS IN PRESS WILL BE PRINTED)
LOCPG < 0 NUSSELT NG, CF, ETC. WILL NOT BE STORED ON THE DISK
LOCPG > 0 THESE PARAMETERS WILL BE STORED ON THE DISK
IPRT < 0 PRINT CLT ACCORDING TO X/DH
IPRT = 0 PRINT CLT ACCORDING TO X/DH*RF
IPRT > 0 PRINT CLT ACCORDING TO X/DH*RED*PR
XTR1, XTR2 READ CNLY IF LORT > 0 (SEE LISTING FOR EXPLANATION)
AP, VDKC = 26, AND 0.41 RESPECTIVELY
HTK = THERMAL CONDUCTIVITY (BTU/HR-FT-R)
HTK = -(THERMAL CONDUCTIVITY) IF VARIABLE
CPCCN = SPECIFIC HEAT (BTU/HR-FT)
CPCCN = -(SPECIFIC HEAT) IF VARIABLE
T0 = INLET TEMP (R)
TW1 = 0 INNER WALL INSULATED
TW1 > 0, UHF = ABS(TW1)
TW2 = 0 OUTER WALL INSULATED
TW2 > 0, UHF = TW2
TW2 < 0, UHF = ABS(TW2)
CORIN = 0 BOTH WALLS HEATED
CORIN > 0 CNLY INNER WALL HEATED
CORIN < 0 CNLY OUTER WALL HEATED
OUT(4), K=1, NT PRIN OUT STATIONS ACCORDING TO X/DH OR X/DH*RED
GR X/DH*RED*PR (DEPENDING UPON VALUE OF IPRT)
DIMENSION CUT(30), XDS(66), TITLE(20)
COMMON/XKN1/XKN2(101),XKN3(101),PK(101),K01,NJ1,NJ2,XDH
COMMON/XFR
COMMON/ANMAD1/II(101),T2T(101),T3T(101),TW2,TW1,TJDEL,TBTHIC,DORIN,
SDDT,DTCY1,TCCN,XKUNV,XTMEX,TMEAN,GCV,GCV,HAVE2,HAVE1
COMMON/TRANS/XTR1,XTR2,XTR1,XTR2,RXTR1,RXTR2,XMLDA1,XMLDA2
COMMON/MUX/XO1,UPC1,UPC2,UPC3
COMMON/MXT/XM(101),XX(101),HTC
COMMON/MEMENT/RETC,RET1,DSP1,THT1,HH1,DSP1,THT1,HH1
COMMON/MPVX/U1(101),U1(101),U3(101),V(101),EV(101),EK(101),EVF(1C1)
COMMON/PROBE/PTA,PTB,PTC,PTO
COMMON/UM/FCON,FV,FG,AB,UGF,FDV
COMMON/ENERGY/SQCV•SQCD,Q1.TMEAN,HAVE1,HAVE2
COMMON/MFD
COMMON/MY/RSS,DELV
COMMON/MVM/PX,MMAX,DELPT
COMMON/MDEL/JDEL,JDEL,JDEL,DMLIN,DELT1,DELTA0,MN,DXF,VJS,VJF,
SDXF,CDC
COMMON/SV/TRED/LORT,NSM,PSA,PSB,PSC,PSD,XCGNV,S1,S2
COMMON/NMAIL/THERK,CPVAR,DVAR,CVISC,DMEAN,CMPEAN,VMEAN,XMKEAN,
SUXL,DU,DT,PSTART,HTC,CPCCN
COMMON/HHT/H1,H2,H3,H4,H5,H6,H7,H8,H9,H10
COMMON/DATE/K,XX1,XX2,XX2,XX2,XX2,XX2,XX2,XX2
SY(101),VF(101),YE(101),XU(101)
COMMON/TLA/TLA1(101),TV(101),POUT(101),UST1,UST2,GCNN,DD1,
SD2,AP,VDKC,DXST,DUCY,UYD1,TAU1,TAU2
COMMON/XB/RPREAL,WRITE,STLF,XC1,XC2,DEL1,DEL2,UE,CHECK,RED
COMMON/XNEN/TA1,TAP1,HAVE1,HAVE2,T3P1,T3PL2
DATA XDS/2.3,4.5,7.1,1.5,2.5,3.5,4.5,5.5,6.5,
7.0,7.0,8.0,9.0,10.1,11.0,12.0,13.0,14.0,15.0,16.0,17.0,18.0,19.0,19.0,
20.0,20.0,21.0,21.0,22.0,23.0,23.0,24.0,25.0,26.0,27.0,28.0,29.0,30.0,31.0,32.0,33.0,
34.0,35.0,36.0,37.0,38.0,39.0,40.0,41.0,42.0,43.0,44.0,45.0,46.0,47.0,48.0,49.0,
50.0/
INTEGER PS
JCX=-1
CCRAH=1
GCCN=32.174
PI=3.1415926
RV=-1
XJC=776.0
2002 CCNTINLE
XDH=0
JCI=0
RET=1
PS=1
JCEL=2
ICMHT=0
JSTAT=1
XCI=-1
XTR1=0
XTR2=0
XTRF1=-1.0E20
XTRF2=-1.0E20
XLMDA1=-1
XLMDA2=-1
UPC1=1
UPC2=1
UPC3=1
TAU=0.0
DELPF=0.0
PCCF=0.0
FDV=-1.0
CPVAR=-1.0
CVISC=-1.0
PRF=-1.0
QC=0.0
QC=0.0
RET=0
READ(5,1)TITLE
1 FCFMAT(20A4)
2 FCFMAT(10G13.4)
WRITE(6,3)
3 FCFMAT('1',///)
WRITE(6,1)TITLE
READ(5,5)DENS, VISC, USTART, PSTART, RAD1, RAD2
5 FCFMAT(6G12.5)
WRITE(6,5)TIME, DENS, VISC, USTART, PSTART, RAD1, RAD2
READ(5,5)X1, X2, H3, H4, H5, H6, H7, H8, H9, H10
WRITE(6,5)X1, X2, H3, H4, H5, H6, H7, H8, H9, H10
READ(5,5)HT, DXF, CXF, CDC, VJS, VJF
WRITE(6,5)HT, DXF, CXF, CDC, VJS, VJF
READ(5,5)RT, DELY, FCCN, GG, BETA
WRITE(6,5)RT, DELY, FCCN, GG, BETA
READ(5,5)PREA, PR, CHECK, STLF
WRITE(6,5)PREA, PR, CHECK, STLF
READ(5,7)NY, NT, NST, ISTEP, LCASE, LORT, LOOPG, IPRINT
7 FCFMAT(8110)
WRITE(6,7)NY, NT, NST, ISTEP, LCASE, LORT, LOOPG, IPRINT
IF(LORT.GT.0)READ(5,5)XTR1, XTR2, AP, VDKC
C XTR1=XTR2=-1 IF FLOW IS ASSUMED TO BE FULLY TURBULENT
C XTR1=XTR2=0 IF TRANSITION IS TO BE CALCULATED BY THE
PROGRAM

C XTTR1>0.DXTTR2>0 INPUT VALUES OF LOCATION OF TRANSITION
C
IF(LCRT.GT.0) WRITE(6.5) XTR1, XTR2, AF, VDKC
IF(HTC.LT.0.0) GO TO 801
READ(5.5) HTK, CFCCN, TO, TW1, TW2, DDR1
WRITE(6.5) HTK, CFCCN, TO, TW1, TW2, DDR1
IF(HTK.LT.0.0) THE RK=1.0
IF(CFCCN.LT.0.0) CPVAR=1.0
IF(DENS.LT.0.0) DVAF=1.0
IF(VISC.LT.0.0) JCVISC=1.0
IF(CPVAR.GT.0.0.DVAR.GT.0.0) PRP=1.0
IF(FCDV.LF.0.0) PRP=1.0
HTK=ABS(HTK)
CPCCN=ABS(CFCCN)
HTK=HTK/3600.0
601 CCNTINUE
IF(ISTEP.GT.0) GO TO 26
READ(5.5) (OUT(K), K=1, NT)
WRITE(6.5) (OUT(K), K=1, NT)
26 CCNTINUE
IF(LCRT.GT.0) GO TO 6161
AA=1.0
OC 5190 J=1.66
XDS(J)=XDS(J)/(2000.0*AA)
AA=0.565*AA
IF(AA.LT.0.125) AA=C.125
190 CCNTINUE
6161 CCNTINUE
IF(USTART.LT.0.0) FCV=1.0
IF(FDV.LT.0.0) JC1=5
C INITIALIZING AND CONVERSION FACTORS
UC=ABS(USTART)
VC=ABS(VISC)
DC=ABS(DENS)
PC=START
UCCNV=UC
XCCNV=UC/(DC*UC)
PCCNV=(DC*UC*UC)/GCN
VCCNV=VC
XMCNV=(VC*VC)/(UC*UC)
DCCNV=DC
WRITE(6.6) UCONV, XCCNV, PCCNV, XMCNV, DCCNV, VCCNV
6 FORMAT (/4X, 5X, UC=, G12.4, 5X, KC=, G12.4, 5X, MC=, G12.4, 5X, X=, G12.4, 5X, DC=, G12.4, 5X, VC=, G12.4)
IF(HTC.10.0) GO TO 11
10 HTK=VC
CPCCNV=CPCCN
XXKCNV=VCCNV
PR=ABS(HTC)
GO TO 12
11 CPCCNV=CPCCN
XXKCNV=CPCCN*VD
TCCNV=UC/(GCN*JC*CPCCN)
WRITE(6.6) CPCCNV, XXKCNV, TCCNV
811 FORMAT (/4X, 5X, CFC=, G12.4, 5X, KC=, G12.4, 5X, MC=, G12.4, 5X, X=, G12.4)
CFMEAN=CPCCN
XXMEAN=HTK
VMEAN=VO
C Y-GRID
N=NV+1
M1=M-1
M2=M-2
M=N1
NS=2
NSF=2
NSM=NS+NSP
N=NV+1
DH=2*0*(RAC2-RAD1)
R1=RAC1/XCCNV
R2=RAD2/XCCNV
Y(N)=R1

C Y MEANS RADIAL COORDINATE
DC 1004 J=1,N
XM(J)=1.
1006 X(J)=HTK/XCCNV
IF(FRE4D.GT.0.)GO TO 1110
CALL CELYR
XMASS=DU*UG*PI*(RAC2**2.0-RAD1**2.0)/XMCCNV
RECD=DC*UC*DH/VC
DMASS=XMASS*XMCCNV
WRITE(6,19)RECD,DMASS
19 FERMAT(///.5X.'REC',G12.5,'MASS FLOW=',G12.5)
DELMI1=DYF(1)
DC 20 J=1,N
D1(I)=CG/GCCNV
D2(I)=C1(I)
JCEL1=M2
JCEL2=3
D3(I)=C2(I)
EV(J)=VC/VCCNV
EK(J)=HTK/XKCCNV
C(J)=CPCCNV/CPCCNV
20 V(J)=0.0
U1(J)=0.0
U1(K)=0.0
U2(J)=0.0
U2(K)=0.0
U3(1)=0.0
U3(2)=0.0
IF(FDV*GE.0.0)GO TC 22
DC 21 J=2,N
21 U1(J)=LL/UCCCNV
GC TC 24
22 CALL FCVP
24 CONTINUE
IF(HTC.LT.0.0)GC TC 824
DC 823 J=2,N
823 T1(I)=TC/TCCNV
IF(TW2*LE.0.0)GO TC 815
T1(1)=T2(TCCNV
T2(1)=T1(1)
215

216 DT0YC=T W2*XC CV/(H K*TCCNV)

217 T1(1)=DT0YC-T1(2)*PSB-T1(3)*PSC-T1(4)*PSD)/PSA

218 IF(T1(1).LE.0.0)GO TC 817

219 T1(N)=T1(1)

220 T2(N)=T1(N)

221 T3(N)=T1(N)

222 GC TC 818

223 DT0YI=T W1*XC CV/(H K*TCCNV)

224 T1(N)=DT0YI-T1(NM1)*PTB-T1(NM2)*PTC-T1(N-3)*PTD)/PTA

225 CCNTINUE

226 IF(CHECK.LT.0.0)GO TC 101

227 CCNTINUE

228 DELXF=1.0E-10

229 XDIST=0.0

230 WRITE(*,25)

231 FCMMAT(///,'1****BEGINNING OF COMP LCOP****')

232 GC TC 101

233 START READING DATA FROM DISK


235 SYF.YB+EYF.GYB,OPT,PSH,PSC.PSD.PTA.PTB.PTC.PTD.PDOP.DELTA1.

236 SDELTA2,DELXF.XDIST1,UPC1,UPC2.XDIST2.XC1.XC2.XC3.DE1.DE2.UE.XCCX.

237 SDEL1,ICOUNT,JDI,ICRAPH,UI,XTR1:XTR2.XTR1:XTR2,XLMDA1,XLMDA2.

238 SREXT1,REXT2.XKN1.XKN2.XKN3.PS8.PSC.P5D.PTA.PTB.PTC.PTC.PTD.OPD.

239 IF(HTC.LT.0.0.OR.CHECK.LT.0.0)GO TO 1015


241 IF(CHECK.LT.0.0)GO TC 101

242 CONTINUE

243 IF(CHECK.GT.0.0)GO TC 101

244 DO 919 J=1.N

245 IF(LOBT.GT.0)EK(J) = XK(J) + (EV(J)-XM(J))/HTC

246 IFF(J).GT.JJ=IJ2(J)

247 GC TC 24

248 ICLCNT=ICLNT+1

249 IF(PREAD.GT.0.0.AND.COUNT.EQ.1)GO TC 103

250 IF(CVISC.LT.0.0.AND.COUNT.LT.0.0)GO TC 825

251 EVF(1)=EV(1)+EV(2)

252 EBF(1)=EBF(1)+EBF(1)

253 EVN(1)=EVN(1)+EVN(1-1)

254 EVF(N)=EBF(N)

255 EKF(1)=EK(1)+EK(J)

256 EK(J)-EK(N)+EK(N-1)

257 EKF(N)-EB(N)

258 DO 210 J=2,NM1

259 EBF(J)=EBF(J-1)

260 EVF(J)=EV(2)+J(J-1)

261 EKF(J)=EK(J)+EK(J-1)

262 EKF(J)+EK(J+1)

263 CCNTINUE

264 PREAD=C.

265 CONTINUE

266 CALCULATION OF DELTA>

267 DELX8=DELXF

268 CALL DELX

269 XDIST=XDIST*DELXF

270 OXDIST=XDIST*XC CNV
XDH=CXCIST/DH

C CALCULATION OF PRESS GRAD AND AXIAL VELOCITY
IF(FDV.GT.0.*AND.FPP.LT.0.)GO TO 305
CALL PRESS
CALL UVEL
GC TC 210
309 DELPP=-DPD*DELXF
DELFI=-DPD*DELXT
PDRUP=PDRUP*DELPP
FF=PC-FGRCF
GC TC 75
310 CCONTINUE
IF(ICCONT.GE.NS)GO TO 75
DC 70 J=1,N
75 CCONTINUE
IF((PTC.LT.0.0))GO TO 831
C CALCULATION OF T(J)
CALL TEMP
IF(FPPI.TG.0.)CALL VPRGP
831 CCONTINUE
DUDYO=PSA*U3(1)+PSE*U3(2)+PSC*U3(3)+PSD*U3(4)
TA2P=EV(1)*DUDYO*UCCNV*UCCNV/(XCCNV*GCCN)
C *** ST LINE FIT ***
DUDY=(U3(2)-U3(1))/DYF(1)
TALE2=EV(1)*DUDYO*UCCNV/UCCNV/XCCNV*GCCN
TALP=EV(N)*DUDYI*UCCNV/UCCNV/XCCNV*GCCN
DUDYI=FAW*U3(N)+PTE*U3(N1)+PTC*U3(N2)+PTD*U3(N3)
TALP=EV(N)*DUDYI*UCCNV/UCCNV/XCCNV*GCCN
DUDY=(U3(N1)-U3(N))/DYB(N)
taui=EV(N)*DUDYI*UCCNV/UCCNV/XCCNV*GCCN
IF(STLF.LT.0.0)tau1=TAI1
RXY=OC*UCMOVU3(1)*D0DIST/VO
IF(FDV.GT.0.*AND.FPF.LT.0.)GO TO 76
IF(XTR1.LT.0.*AND.XTR2.LT.0.)GO TO 4640
IF(XTR1.LT.0.*AND.XTR2.LT.0.*)GO TO 4641
IF(XTR1.LT.0.0)G0 TO 3452
9321 KKC=JDELC-2
WY=KKC
WY=KKC
WY=KKC
LWY=WY1
WY2=LWY
IF(WY1.EQ.WY2)KKC=KKC-1
STC1=0.0
SCC1=0.0
WVW=0.0
WXY=WXY
DC 789 J=1,KK0,2
WF2=DYIJ+1)/DYF(J+1)*(DYF(J+1)/3.0-DYB(J+1)/2.0)
WF1=DYI(J+1)*2.0/(DYB(J+1)-WF2*DYF(J+1)/DYB(J+1)
WF0=DYI(J+1)-WF1-WF2
IF(JC1.LE.2)GO TO 788
SD1=(1.-D3(J))*U3(J)/(U3(JDELO+1)*D3(JDELO+1))**2.*Y(J)
SD2=(1.-D3(J+1))*U3(J+1)/(U3(JDELO+1)*D3(JDELO+1))**2.*Y(J+1)
SD3=(1.-D3(J+2))*U3(J+2)/(U3(JDELO+1)*D3(JDELO+1))**2.*Y(J+2)
ST1=(1.-U3(J)/U3(JDELO+1))**2.*Y(J)*D3(J)/U3(JDELO+1)**2.*D3(JDELO+1))**ST2=(1.-U3(J+1)/U3(JDELO+1))**2.*Y(J+1)*U3(J+1)*D3(J+1)/(U3(JDELO+1)**2.*D3(JDELO+1))**ST3=(1.-U3(J+2)/U3(JDELO+1))**2.*Y(J+2)*D3(J+2)/(U3(JDELO+1)**2.*D3(JDELO+1)**ST4=(1.-U3(J+3)/U3(JDELO+1))**2.*Y(J+3)*D3(J+3)/(U3(JDELO+1)**2.*D3(JDELO+1)**ST5=(1.-U3(J+4)/U3(JDELO+1))**2.*Y(J+4)*D3(J+4)/(U3(JDELO+1)**2.*D3(JDELO+1)
\[ S_{1}(J+1) = (1.0 - U_{3}(J)/U_{3}(JDELC)) \times 2.0 \times Y(J) \times D_{3}(J+1) / U_{3}(JDELC) \]

\[ S_{2}(J+1) = (1.0 - U_{3}(J+1)/U_{3}(JDELC)) \times 2.0 \times Y(J+1) \times D_{3}(J+1) / U_{3}(JDELC) \]

\[ S_{3}(J+1) = (1.0 - U_{3}(J+2)/U_{3}(JDELC)) \times 2.0 \times Y(J+2) \times D_{3}(J+2) / U_{3}(JDELC) \]

\[ S_{1}(J) = (1.0 - U_{3}(J)/U_{3}(JDELC)) \times 2.0 \times Y(J) \times D_{3}(J) / U_{3}(JDELC) \]

\[ S_{2}(J) = (1.0 - U_{3}(J+1)/U_{3}(JDELC)) \times 2.0 \times Y(J+1) \times D_{3}(J+1) / U_{3}(JDELC) \]

\[ S_{3}(J) = (1.0 - U_{3}(J+2)/U_{3}(JDELC)) \times 2.0 \times Y(J+2) \times D_{3}(J+2) / U_{3}(JDELC) \]

\[ S_{1}(JCELC) = (1.0 - U_{3}(J)/U_{3}(JDELC)) \times 2.0 \times Y(J) \times D_{3}(J) / U_{3}(JDELC) \]

\[ S_{2}(JCELC) = (1.0 - U_{3}(J+1)/U_{3}(JDELC)) \times 2.0 \times Y(J+1) \times D_{3}(J+1) / U_{3}(JDELC) \]

\[ S_{3}(JCELC) = (1.0 - U_{3}(J+2)/U_{3}(JDELC)) \times 2.0 \times Y(J+2) \times D_{3}(J+2) / U_{3}(JDELC) \]

\[ S_{1}(JOEL0) = (1.0 - U_{3}(J)/U_{3}(JDELC)) \times 2.0 \times Y(J) \times D_{3}(J) / U_{3}(JDELC) \]

\[ S_{2}(JOEL0) = (1.0 - U_{3}(J+1)/U_{3}(JDELC)) \times 2.0 \times Y(J+1) \times D_{3}(J+1) / U_{3}(JDELC) \]

\[ S_{3}(JOEL0) = (1.0 - U_{3}(J+2)/U_{3}(JDELC)) \times 2.0 \times Y(J+2) \times D_{3}(J+2) / U_{3}(JDELC) \]
WRITE(6, 661)
861 FCRMAT(//,'****T(J)****',//)
WRITE(6, 2)(POUT(K), K = 1, N)
IF(PRXL.T.0.) GC TO 865
IF(CPVAR.T.0.) GC TO 952
DC 950 J = 1, N
950 PCLT(J) = C(J)*CPCCNV
WRITE(6, 951)
951 FCRMAT(//,'****CF(J)****',//)
WRITE(6, 2)(POUT(K), K = 1, N)
952 CONTINUE
IF(CVAR.LT.0.) GC TO 955
DC 953 J = 1, N
953 PCLT(J) = D3(J)*CCCNV
WRITE(6, 954)
954 FCRMAT(//,'****RC(J)****',//)
WRITE(6, 2)(POUT(K), K = 1, N)
955 CONTINUE
IF(HERK.LT.0.) GC TO 961
DC 955 J = 1, N
959 PCLT(J) = EK(J)
WRITE(6, 960)
960 FCRMAT(//,'****K(J)****',//)
WRITE(6, 2)(POUT(K), K = 1, N)
961 IF(IDX.LT.0. AND LCPG.GT.0.) GO TO 3002
465 CONTINUE
IF(CVISC.LT.0. AND LCRT.LT.0.) GO TO 966
DC 965 J = 1, N
654 PCLT(J) = EV(J)
WRITE(6, 665)
665 FCRMAT(//,'****MU(J)****',//)
WRITE(6, 2)(POUT(K), K = 1, N)
IF(LCRT.LT.0.) GC TO 966
IF(XTR.LT.0. AND XTR2.LT.0.) GO TO 966
DC 675 J = JDELI, N
675 PCLT(J) = (Y(J) - R1)*CD1
DC 676 J = 1, JDELO
676 PCLT(J) = (R2 - Y(J))*CD2
WRITE(6, 676)
678 FCRMAT(//,'****Y+(J)****',//)
WRITE(6, 2)(POUT(K), K = 1, N)
DC 651 J = JDELI, N
651 PCLT(J) = L3(J)*CCCNV/UST1
DC 652 J = 1, JDELC
652 PCLT(J) = L3(J)*CCCNV/UST2
WRITE(6, 654)
654 FCRMAT(//,'****L+(J)****',//)
WRITE(6, 2)(POUT(K), K = 1, N)
DC 661 J = 1, N
661 PCLT(J) = XL(J)
WRITE(6, 662)
662 FCRMAT(//,'****XL(J)****',//)
WRITE(6, 2)(POUT(K), K = 1, N)
WRITE(6, 663)
663 FCRMAT(//,'****TA(J)****',//)
WRITE(6, 2)(TA(K), K = 1, N)
IF(HJ.LT.0.) GO TC 566
WRITE(6, 4095)
4095 FCRMAT(//,'****KH(J)****',//)
WRITE(6, 2)(XKN3(K), K = 1, N)
566 CONTINUE
3000 IF(LCCFG.LT.0.)GO TO 1001
    XDISH=ADH
    IF(LCF.LT.0.)XDISH=XPPLUS
    IF(XDISK.GE.XDS(1))GO TO 3001
    GC TC 1001
3001 IGRAPH=1
    IF(JDX.LT.0.)GO TO 3451
3002 IF((HTC.LT.0.)AND.(FCV.LT.0.))WRITE(12)XOISK,
    CONTINUE
    IF(JDX.LT.0.)GO TO 3451
1001 JDX=-1
1002 IF(ISTEP.GT.1002.)GO TO 1002
1003 IF(ICTIONS-100.)GO TO 1004
1004 CONTINUE
1005 CONTINUE
    IF(LCASE.GT.0.)GO TO 2002
    STCP
    END
SUBROUTINE DELX
C********************************************************DELX**********************************************************:  
DIMENSION SK8(101),SKCPF(101),SFMAX(101),SBMAX(101),COEFF(101),CDE  
*FB(101)
COMMNC/XKXN/XKN1(101),XKN2(101),XKN3(101),PK(101),K01,N1,J2,KDH  
COMMNC/XBIRTH/PRECP,WRITE,STLF,XC1,XC2,DEL1,DEL2,UE,CHECK,RED  
COMMNC/XPR/FR  
COMMNC/TURN/XL(101),TA(101),TV(101),PGUT(101),UST1,UST2,GCNC,DD1,  
$DO2,AP,VCVX,DXDF,CLDYC,DUUDYI,TAU1,TA02  
COMMNC/MVIX/U1(101),U2(101),U3(101),VI(101),EVI(101),EKI(101),EK1(101)  
*),EVI(101),EKF(101),EK8(101),DI(101),D2(101),D3(101),C(101),NS,  
$COU8T,DELX,DELXI,DELX,DELPJ,DPACK,DG,PP  
COMMNC/DEL/JOEL,JCELI,JOEL,DSEL+DELTA1+DELTA2+MN+DXF+VJS+VJF  
$DXF,CC
COMMNC/LATE/M,MA,N2,AM1,AM2,N,R1,R2,MY(101),DYF(101),DYT(101),  
$Y(101),YF(101),YE(101),R(101)
COMMNC/STUPID/LORT,NSN1,PSA,PSB,PSL,PSO,CGCN3,SN1,SN2  
COMMNC/MX/TKM(101),XK(101),HTC  
COMMNC/AMNACI/T(1C1),T2(101),T3(101),T2,T3,JDEL,THINC,ORIN,  
$DOTY,LCYJ,YCLCV,XXCNV,TMEAN,YMEAN,GCY,OC,HA2,HA21
COMMNC/UW/FCMN,BETA,UGF,FDV
IF(ICTIONS-NS)310.,210.,410
310 IF(HTC.LT.0.)GO TO 207
I F(CCFIN.LE.0.) GC TO 200
I F(ICCLONT.EQ.1) JICEL=-1
L1=MAX(JTDEL,JDELI)
LC=N1
GC TO 205
200 I F(ICCLONT.EQ.1) JICEL=-3
L1=2
LC=MIN(JTDEL,JDELI)
GC TO 205
207 L1=JDELI
LC=N1

205 DX=0.0
OC 206 J=L1+1
SKCB(J)=EKE(J)/C(J)
SKCF(J)=EkF(J)/C(J)
SFMAX(J)=AMAX1(EKF(J),SKCB(J))
SFMAX(J)=AMAX1(EVE(J),SKCB(J))
DX2=2.0*DEL(J)*VY(J)*DYT(J)
CDEFF(J)=EF(J)/(DX1*DYF(J))
CCEF(J)=EF(J)/(DX1*DYF(J-1))
VWPP=1(VJ)

DX2=(ABS(VWPP))/L1(DYF(J-1))*SFMAX(J)+CDEFF(J)*SFMAX(J)
)*J)
DX2=AMAX1(CX2,DX3)

206 CCNTINE
DELXF=0.5/DX3
GC TO 41
210 WRITE(*,35) ICCONT
35 FCMAT('///,0**C-E EGNAT ICCONT=*13)
410 I F(LCFI.GT.0)GC TO 42
I F(LCFI.GT.0)GC TO 42
DPR=2.*((R2-R1)/PR+PR)
DXF=DELXF/CDF
IF(DXF.GT.DXM1)GC TO 41
DXF=DXF*CCF
DELXF=DELXF*CDF
GC TO 41

42 CCNTINE
I F(FDV.GT.0. AND TC.GT.0.)GC TO 56
DELXF=DELX*DELX
IF(DXF.GT.DXM1)DELXF=DXM1*DELX
DELX=DELX*DELX
RETURN
END

SLBCLLINE CELYF
******************************************************************************
** NY/2 GRICS ON EACH SIDE OF THE CENTER OF THE GAP FOR LAMINAR FLOWS AND FOR
** TURBULENT FLOWS WITH F*>0.8 ***** FOR SMALLER GAP RATIO (FOR TURB FLOWS)
** NY/2 GRICS ON EACH SIDE OF THE RADIUS OF MAX VEL DETERMINED BY KAYS-LEUNG**
CCMEM/FFODE/PTA+F1E+P1C,PTD
CCMEM/FF/R1,RS+DEL
CCMEM/LATE/M,N,N1,NM2,N1,R1,R2,DYB(101),DYF(101),DYT(101),
$Y(101), YF(101), YE(101), R(101)$

COMMON/STUPID/LCRT,NSM1,P8A,PSB,PSL,PSD,XCCNV,S1,S2
AEL=IAES(LCRT)
IF(LCRT.GT.0.0.GR.ABL.EQ.4)GO TO 370
RS=1.
DLY=(R2-R1)/NY
DO 8 J=1,N
DYE(J)=DLY
DYF(J)=DLY
8 Y(J)=H2-(J-1)*DYF(J)
GO TO 301
300 DYF(J)=DLY/XCCNV
I=0
II=0
DYE(J)=DLY/XCCNV
Y(J)=R2
Y(H)=R1
NC=NY/10
NY2=NY/2+1
NY=NY2-KD
NY1=NY+1
RR=3 =R1/R2
IF(RR.GT.0.8.CK.LCHT.LT.0 )GC TO 550
RS=RR**0.343
RM=(R1+R2*RM)/(1.+RM)
YR1=RM-R1
YR2=R2-RM
DYE(N)=DYF(1)*YR1/YR2
DYF(N)=DYE(N)
DR=YR2
EGGR=-1.
GO TO 404
350 Y(J=NY1=NY2-1
DR=(R2-R1)/2.
EGGR=1.
404 DC 406 J=2,NY
DYF(J)=RT*CYF(J-1)
DYE(J)=DYF(J-1)
406 Y(J)=Y(J-1)-DYF(J-1)
DC 408 J=NY1,NY2
DYF(J)=DYF(NNY)
DYE(J)=DYF(J-1)
408 Y(J)=Y(J-1)-DYF(J-1)
I=I+1
DY=Y(I)-Y(NY2)
IF(DY.GT.10.0)GO TO 461
RT=RT+C.C05
GO TO 404
461 YRC=CR/DY
DC 471 J=2,NY2
471 Y(J)=H2-(R2-Y(J))*YRC
DC 472 J=2,NY2
DYF(J-1)=Y(J-1)-Y(J)
472 DYE(J)=DYF(J-1)
DYF(1)=DYF(1)
WRITE(6,E)RT+1
5 FCMAT(SX*G12*4.110)
RS=RT
IF(EGGR.GE.1.)GO TO 3600
DR=YR1
CC 480 J=2,NNY
K=N-J+1
DYF(K)=R1*CYF(K+1)
CYE(K+1)=CYF(K)

480 Y(K)=Y(K+1)+DYF(K)
I=I+1
DC 481 J=1,NY1,NY2
K=N-J+1
DYF(K)=DYF(K+1)
CYF(K+1)=CYF(K)

481 Y(K)=Y(K+1)+DYF(K)
DY=Y(NY2)-Y(N)
IF(CY>GE+DF)GC TC 492
RS=RS+005
GC TC 475

490 YRC=0/DY
CC 492 J=2,NY2
K=N-J+1

492 Y(K)=F1+(Y(K)-R1)*YRC
DC 495 J=2,NY2
K=N-J+1
DYF(K)=Y(K)-Y(K+1)

495 CYB(K+1)=CYF(K)
DYF(N)=CYE(N)
LY1=NY2-ND-3
LY2=NY2+NC-1
DDDY=(Y(LY1)-Y(LY2))/(LY2-LY1)
LYV2=LY2-1
DC 221 J=LY1,LYV2
CYF(J)=DDDY
CYE(J)=DYF(J-1)

221 Y(J+1)=Y(J)+DDDY
CYB(LY2)=DYF(LYV2)
WRITE(6,5)RS+11
GC TC 201

3600 DYF(NY2)=CYE(NY2)
DYF(N)=DYF(1)
DYF(N)=DYE(N)
DC 505 J=2,NY21
K=N-J+1
DYF(K)=DYF(J)

505 DYF(K)=DYF(K+1)
DC 506 J=2,NY21
K=N-J+1

506 Y(K)=Y(K+1)+DYE(K+1)
301 DC 3C3 J=1,N
DYF(J)=DYB(J)+DYF(J)
303 R(J)=(Y(J)-Y(N))/(R2-R1)
DC 13 J=1,N
13 YF(J)=Y(J)*XCCNW
WRITE(6,15)

15 FCMAT(*CY(J)*);
WRITE(6,60)(YF(K),K=1,N)
WRITE(6,17)

17 FCMAT(*CF(J)*);
WRITE(6,60)(R(K),K=1,N)
YF(1)=Y(1)+Y(2)
YB(1)=YF(1)
YE(N)=Y(N)+Y(N-1)
YF(N)=YE(N)
**DC 5 J=2, N+1**

**Y(J)=Y(J-1)**

**WRITE(6,60) (DYF(K),K=1,N)**

**WRITE(6,60) (DYE(K),K=1,N)**

**WRITE(6,60) (DYT(K),K=1,N)**

**INDEX CARD 10G15.5**

**PSB=(1.+RT+RT**2)/(DYF(1)*RT**2)**

**PSC=(1.+RT+RT**2)/(DYF(1)*(1.+RT)*RT**3)**

**PSD=1.+DYF(1)*(1.+RT+RT**2)*RT**3)**

**WRITE(6,60) PSF, PSE, PSC, PSD**

**RETURN**

**END**

**SUFFCL**

**FDF**

**C****CALCULATES FULLY DEVELOPED VELOCITY PROFILE FOR LAMINAR OR TURBULENT FLOW***

**C**

**CC**

**FOR**

**C**

**DOUBLE PRECISION**

**X Y , XU , XU 1 , XF 1 , XF , A1 , A2 , A3 , A4 , B1 , B2 , B3 , B4.

**SF**

**C2, C3, C4, CLOG**

**DIMENSION**

**CXX**

**IF**

**GC**

**TC**

**1202**

**C1=R1**

**C2=R2**

**B=((C1/C2)**2-1.)/CLDGC(C1/C2)**

**A=1.-B+C1*C1/(C2*C2)**

**DC**

**1205**

**J=2, N+1**

**CZ=Y(J)**

**C4=2.*((1.+E4+DLCGC(C3/C2)-C3*C3/(C2*C2))/A**

**1205**

**UI(J)=C4**

**GC**

**TC**

**1201**

**1202**

**CONTINUE**

**JK=0**

**J=-1**

**X1=0.**

**XU=C0.**

**XL1=0.**

**I=0**

**N=I/4**
GF = AP*(R1/R2)**H4
BE=V*K
CC = AP
DC 101 J=1.1

101 DXX(J)=DXX(J)
DFD=-2*DFD+F((R2-R1)*R5)**2.2
RMM=(R1/R2)**I/J
RMM=(R1*RMM/R2)/(1+RM)

200 DC 201 J=1.1
K=N-J+1
XYR=RM-Y(K)
IF (XYR.LT.RM) JDEL=K+1
DELT=XY(K)-DELTA
JDEL=JDEL11

201 CCONTINUE

202 JDEL=K
XYR=RM-Y(K+1)
XYR=XYR-DELTA
IF (XYR.LT.RM) JDEL=K+1
DELT=XY(K)-DELTA
JDEL=JDEL11

203 JDEL=JDELC
TAA=CPD*(Y(JJJJJJ)**2-R1**2)/(2*R1)
TA2=DFD*(R2**2-Y(JJJJJJ)**2)/(2*R2)
F(1)=TAA
F(J)=F(1)+J
FCT(J)=0.

9
IJ=IJ+1
XX=F(1)
XY=F(N)
DC 102 JJ=1,N1
J=K-JJ+1
A1=DXX(J)*G(Y(J),F(J),R1,R2,DELTA1,DELTAC,JDEL,J,BB,
CC,GF)
A2=DXX(J)*G(Y(J),F(J),R1,R2,DELTA1,DELTAC,JDEL,J,BB,
CC,GF)
B1=DXX(J)*F(J)
A2*G(Y(J),F(J),R1,R2,DELTA1,DELTAC,JDEL,J,BB,
CC,GF)
B1*F(J)+A2/2
A3=DXX(J)*G(Y(J),F(J),R1,R2,DELTA1,DELTAC,JDEL,J,BB,
CC,GF)
A4=DXX(J)*G(Y(J),F(J),R1,R2,DELTA1,DELTAC,JDEL,J,BB,
CC,GF)

102 FCLT(J-1)=FCLT(J)+F1+2*A2+2*A3+4*A4)/6.
XL=FC1(1)
XY=F(J)
Y=I(1)
IF (J+1.EQ.1) GO TC 5C1
XY=F(J)
XL=XL

501 CCONTINUE

1F(I,J.LE.2)GO TC 441
DC 43E J=N4,NM2
X=FCLT(J)/FCLT(J+1)
1F(X.LT.0.0)GC TC 440

43E CCONTINUE

440 JDELC=J
JDELC=JDELC
DELTAC=R2-Y(JDELC)
DELTA J = V

WRITE (6, 29) XU, YC, XF, DPD, JDELI

IF (DABS (XU) .LT. 1.04) GC TO 25
IF (I .EQ. LCRT) GC TC 25
IF (I .EQ. 1) GC TC 7
IF (XU) ; .LT. 0.44

3 F(N) =TA1*H3
F(N) = TA2*(2.0 - H3)
N = 1
GC TC 5

4 F(N) =TA1*(2.0 - H3)
F(N) = TA2*T3
I = 1
GC TC 5

7 CONTINUE
F(N) = XF2 - XL2*(XF2 - XF)/(XU2 - XU)
XF2 = XU
XF2 = XF
GC TC 5

25 GC 301 J = 1, N
301 LI(J) = FCLT(J)

1201 CONTINUE
SM1 = 0.0
SL1 = 0.0
NM2 = 2
DC 704 J = 1, NM2, 2
WF2 = CYT(J + 1)/DYF(J + 1)*DYT(J + 1)/3.0 - DYB(J + 1)/2.0)
WF1 = CYT(J + 1)*2.0/2.0 - WF2*DYT(J + 1)/DYB(J + 1)
WF0 = CYT(J + 1) - WF1 - WF2
SL1 = Y(J)
SUM2 = Y(J + 1)
SLW3 = Y(J + 2)
SUM11 = SUM2*U1(J + 1)
SUM33 = SUM11*U1(J + 1)
SL1 = SUM11*U1(J + 1)
SL1 = SUM1 + WF0*SLW1 + WF1*SUM2 + WF2*SUM3
UMEAN = SM1/SL1
RED = RED*UMEAN
XMASS = XMASS*UMEAN
WRITE (6, 31) RED, XMASS
WRITE (6, 31) (U1(K), K = 1, N)

31 FCFMAT (5X, 13G12.4)
IF (LCRT .LT. 0.0) RETLNF
WRITE (6, 31) (F(K), K = 1, N)
TA1 = DABS (F(1))
TA2 = DABS (F(1))
TA1 = DABS (F(1))
TA2 = DABS (F(1))
TA1 = DABS (F(1))
TA2 = DABS (F(1))
LST1 = 0.01*UC
UST2 = UC
J= JDELI - 1
DC 90 J = 1, JJ
FCLT(J) = LI(J)/CD2
50 F(J) = (R2 - Y(J)) * CD2
DC 91 J = JDELI * N
FCLT(J) = U1(J)/CD1
$F(J) = (Y(J) - R_1) \cdot C_1$

WRITE((6,31)\{(F(K), K = 1, N)\})

U1(I) = 0.
L1(A) = 0.
C11 B15 J = 1, N.
U2(J) = U1(J).

CALL VISCS2

WRITE((6, 31)\{(TV(K), K = 1, N)\})
WRITE((6, 31)\{(XL(K), K = 1, N)\})
WRITE((6, 31)\{(EK(K), K = 1, N)\})

RETURN

FUNCTION G(Y, F, OPL, X1, XF, R1, R2, DELTA1, DELTA2, JDEL1, J, BB, CC, GF)
CMMC\{N\}
H1, \{F, H3, H4, H5, H6, H7, H8, H9, H10\}
CCMM\{N\}/TURB/\{X1(101), TA(101), TV(101), POUT(101), JST1, LST2, GCCON, DD1, \}
\$\{D22, AP, VDKC, \{X1ST, DUYC, DUDY1, TAU1, TAU2\}
DCLBLE PRECISION F, X1, XF, XL, XM, XP, XP1, XPF, XL1, XL2, XPM,
XPM\{GF, DEXP, DABS, DSSQRT, DD, DMIN1, DLCG, SSDD\}

XPF = 1.

CXL = C.

XL1 = 0.66*(R2 - R1)
J1 = JDEL1 + 1
IF(J\{GE\} J1) GC TC 25

DD = DSSQRT(DABS(X1))

XF = R2 - Y
XP1 = XF*DD/CC
IF(XP1 GE 7., GC TC 59
XPF = 1. - DEXP(-XP1)

XL2 = 8.0*XP*XPF

IF(XM \{GE\} XL1, XL2)

RETURN

END

SUBCLTIME PRESS
DIMENSION SL1(101), SUM2(101)
CMMC\{N\}/\{AT/\{\{M, N, NM1, NM2, NY, R1, R2, DYB(101), DYF(101), DYT(101), \}
\$\{Y(101), YF(101), YE(101), R(101)\}
CMMC/\{X/\{\{V/U1(101), U2(101), U3(101), V(101), EV(101), EK(101), EVF(101) *
, EVF(101), EKF(101), EKR(101), D1(101), D2(101), D3(101), C(101) \\}N\}
\$\{1\} CCLAT/\{DLE, DEX, DLX, DELPP, PDRCP, PG, PP\}
CMMC/\{V/M/P1, X\{\{\{2, DILPT\}
CMMC/\{V/D/\{JDEL, JDEL1, JDELG, DLMIN, DELTA1, DELTAG, MN, DXF, VS, VF, \}
\$\{DYM, CCC\}

229
230

COMMON/SSTUPID/LOR1,NSM1,PSA,PSB,PSD,XCCNV,S1,S2
COMMON/VM/FCON,GC,BETA,UGF,FOV
COMMON/HMACI/1I{101),1J{101),1M2,T1{101),JTD,TT1,TB1HI,MGDR,
$DTLY,CTY,1C1,TCCNVXKCCNV,1MEAN,XMEAN,YC0,GC0,AVC2,AVC1,
COMMON/NALL/PSTARP/HNK,LCPCCN
COMMON/URB/XL(101),TV(101),POUT(101),JST1,JST2,GCON,DD1,
$DD2,AP,VCKC,XIST,CDY0,DUDY1,TALJ,TAL2
COMMON/HHHM/H1,H2,H3,H4,H5,H6,H7,H8,H9,H10

SLMP1=0.0
SUMF2=0.0

IF (1CCUCNT.CE.300) GC TO 305

C STANDARD EXPL EOS

U1(1)=U1(2)/(1.0+{1.0-U1(2)/U1(3))•DYF(1)/DYF(2))
IF(U1(1).EQ.0.0)U1(1)=1.0E-50
SUM(1)={DELXF*YF(1)*EVF(1)/(2.0*DYT(1)*DYF(1))}*(U1(2)/U1(1))-1.0
IF(FCON.GT.0.0.AND.ORIN.LT.0.0)SUM(1)=SUM(1)-DELXF*UGF*BETA*(T1-
$T1-1(T1(N)))*TCCNV*Y(1)/U1(1)
IF(FCON.LT.0.0)SUM(1)=SUM(1)+DELXF*UGF*BETA*(T1-
$T1-1(T1(N)))*TCCNV*Y(1)/U1(1)

SUM2(1)=-Y(1)/U1(1)
IF(R1.EQ.0.0)GC TC 300

U1(N)=U1(N-1)/(1.0+{1.0-U1(N-1)/U1(N-2))•DYB(N)/DYB(N-1))
IF(U1(N).EQ.0.0)U1(N)=1.0E-50
SUM(N)={DELXF*YB(N)*EVB(N)/(2.0*DYT(N)*DYB(N))}*(U1(N-1)/U1(N-1)-
0)
IF(FCON.GT.0.0.AND.ORIN.GT.0.0)SUM(N)=SUM(N)-DELXF*UGF*BETA*(T1-
$T1-1(T1(N)))*TCCNV*Y(N)/U1(N)
IF(FCON.LT.0.0)SUM(N)=SUM(N)+DELXF*UGF*BETA*(T1-
$T1-1(T1(N)))*TCCNV*Y(N)/U1(N)
SLM2(N)=-Y(N)/U1(N)
IF(ABS(IDXF).NE.4.0)GC TO 300
SUM(1)=0.0
SUM2(1)=0.0
SLM1(N)=C.0
SLM2(N)=C.0

300 CCNTINCE

DC 301 J=2,N1
PF=2.0*Y(J)*DYF(J)/DYF(J)
PA=FF*U1(J)
PEI=DELXF*YB(J)*EVF(J)*U1(J)-U1(J))
PE2=VB(Y(J))*/EVF(J)*DYF(J)-U1(J))
VVF=V(J)
HP=VVF*(U1(J)-U1(J-1))
IF(VVF<0.0)HP=VVF*(U1(J+1)-U1(J))/DYF(J)
PB1=-PF*DELXF*C1(J)*HP
PB4=PF*U1(J)*U1(J)*Y(J)
PC=-FF
IF(FCCN).GT.30,35,40

30 PT=PF*DELXF*UGF*D1(J)
GC TG 49
35 PT=0.0
GC TG 45
40 PT=PF*DELXF*FCCNV(CBETA,UGF,T0,N,J)
45 SUM(J)=(PE1+PE2+PE3+PB4+PT1*Y(J)/FA
SUM2(J)=PC*Y(J)/PA

301 CCNTINCE

IF(R1.EQ.0.0)GC TC 304
SLM1(N)=0.0
SUM2(N)=0.0

304 CCNTINCE

U1(1)=C.0
IF(R1.GT.0.0) U1(N)=0.0
GC TC 111
305 CCMINSTEP <
C-F ECHS
BBB=2.*DELX*RDELX
DEN1=DELT*DF(YF(1)*YF(1)*EVF(1)*DBB)
SLM1(1)=2.0*DELT*YF(1)*EVF(1)*U2(1)*OOG(1)*OOG(1)/DEN1
IF (FCCNJ.GT.0.0) AND (.OR.IN. LT.0. ) SUM1(N)=SUM1(N)-4.0*Y(N)*DYF(N)*DF(YF(N)*DBB)
SLM(N)=2.0*DELT*YF(N)*EVF(N)*YB(N)*U2(N-1)*OOG(N)*OOG(N)/DEN1
IF (FCCNJ.LT.0.0) SUM1(N)=SUM1(N)+4.0*Y(N)*DYF(N)*DBB
SUM2(N)=-4.0*OOG(N)*OOG(N)*DYF(N)*DBB
IF(Abs(DFX) .NE.4.) GO TO 321
SLW1(1)=0.0
SLW2(1)=0.0
SUM1(N)=SUM1(N)
SUM2(N)=0.0
GO TO 21
306 U2(N+1)=U2(N-1)
321 CCMINSTEP
AAA=DELX*DF
DC 307 J=2,NM1
PF=4.0*Y(J)*DYF(J)*U2(J)
PA1=PF*U2(J)
PA2=DELX*DFY(J)*YF(J)*EVF(J)*DBB
PA3=DELX*DFY(J)*YF(J)*EVF(J)*U2(J)
PA4=DELX*DFY(J)*YF(J)*EVF(J)*U2(J)
PA5=-PA1+PA2+PA3+PA4+PT
PC=-PF
IF (FCCEJ.GE.60) E=5.70
60 PT=PF*DELX*DG*DG
GC TC 75
50 PT=0.0
GC TC 75
70 PT=PF*DELX*DFCNV(BETA,UGF,TC,N,J)
75 SUM1(J)=(PB1+PB2+PB3+PB4+PT)*OOG(J)+OOG(J)
IF (IAESLCRT).EQ.5*) WRITE(6,90)(SUM1(K),K=1,N)
307 SLW2(J)=FC*O2(J)*Y(J)/(PA1+PA2+PA3)
311 CCMINSTE
90 FCMAT (5X,10G13.5)
IF (FCCEJ.GE.60) WRITE(6,90)(SUM1(K),K=1,N)
60 SUM2(J)=SUM2(J)+SUM1(J)+WF2*SUM1(J)/2.0
70 WF2=DFY(J+1)+DFY(J+1)+DYY(J+1)*3.0-DYB(J+1)-2.0
80 WF2=DFY(J+1)-2.0*OOG(J+1)-WF2*DFY(J+1)+OOG(J+1)
90 WF2=DFY(J+1)-WF2*WF2
SUWF=SUM1(J)+WF2*SUM1(J)+WF2*SUM1(J)/2.0
305 SUM22=SUM22+SUM1(J)+WF2*SUM1(J)+WF2*SUM1(J)+WF2*SUM1(J)/2.0
DFFPP=SUMP1-XMASS(2.0*P1))/SUMP2
IF(ICCANT.GE.9NS)GC TO 371
DELFP=CPPPF
GC TL 491
371 DELFT=CPPPP
DELFP=DELXFDDELFX/DELX
381 PDROP=FDFCPP+DELPP
FP=PUDFDFCP
XDPD=DELF/DELX
IF(IABS(LCRT).GE.8)WRITE(6.90)DELTAO,DELTAT,XDPD,XDIST
IF(IABS(LCRT).GE.5)WRITE(6.90)SUMP1.SUMP2
RETURN
END

SUBROUTINE UVEL

C**********UVEL******************************************
CCOMM/XEIRTH/IAAC.PWRITE.SLF.XC1.XC2.DEL1.DEL2.UF.CHECK.RED
CC/MM/XOLY/JO1.UPC1.UPC2.UPC3
CC/MM/XMENC/RETC.RET1.DISPTI.THETI.HMI.DISPTO.THETO.HM0
CC/MM/XNALLA/TLCF,CPVAR.DVAR,CVISC.DMEAN,CPMEAN.VMEAN,XXMEAN,
SUG.VO.GC.TC.PSTART,HTK.CPCEN
CC/MM/XDELJDEL.JDEL.JDELD.DELTAJ.DELTAO.XOPD.XDIST
CC/MM/XCOM/M.XPPA.THEPK.CPVAR.DVAR.CVISC.DMEAN,CPMEAN.VMEAN,XXMEAN,
CC/MM/XSUG.VO.GC.TC.PSTART,HTK.CPCEN
TC(101.11,THETI,HH1,HO1.THETO.HH0
CC/MM/XSTU/L.CCC
CSTAND EXFL ECVS
IF(IDCANT.GE.9NS)GC TO 403
IF(CHECK.GT.0.1)GC TO 999
IF(IDCANT.GE.1)UPC=1.UPC2
GC TO 1000
995 CCNTINUE
IF(IDCANT.GE.1)JCI=10
IF(FCV.GT.0)JCI=0
IF(IDCANT.GE.1)UPCI=1.
1000 CCNTINUE
IF(JO1.GT.1)UPC2=UPC1+DELPP/UPC2
IF(JCI.GT.1)UPCI=UPC2
UPC3=UPC2
LJCI=1
LJC=1
DO 401 JJJ=2.NM1
IF(JGJ.LE.1)GO TC 611
II=1
IF(JJ.GT.0.1AND.LJCI.GT.0)GO TO 809
IF(JJ.GT.80)GO TC 600
611 J=JJJ
JPL=J+1
JNL=J-1
620 DBY=Y(JML)-Y(J)
DPY=Y(J)-Y(JPL)
DYP=Y(JML)-Y(JPL)
UF=2.*Y(J)*DPY*CFY*DBY
UA=UF*(1(J)+UP1(J))
UB1 = DELXF*CBY*(Y(J)*Y(JML))*(EV(J)+EV(JML))*(U1(JML)-U1(J))
UB2 = DELXF*DFY*(Y(J)*Y(JML))*(EV(J)+EV(JML))*(U1(JML)-U1(J))
VVPF = V(J)
HV = VVPF*(U1(JML)-U1(J))/OFY
UB3 = -UF*CELXF*DL1(J)*HV
UB4 = UF*D1(J)*U1(J)
UC = -UF
IF (FFC=30,40)
30 UT = UF*CELXF*UGF*CI(J)
GC TC 45
35 UT = 0.0
GC TC 45
40 UT = UF*CELXF*FFCV(BETA,UGF,TC,N,J)
45 U2(J) = (UB1+UB2+UB3+UB4+LT)/UA-DELPF*UC/UA
U2(J) = L2(J)
IF (J01.LE.1) GO TO 401
IF (II.GT.0) GO TO 665
IF (U2(J),GE,UEL) LJC = J
IF (LJL.GT.0) UUC = L3(LJ)
60 IF (LJI.GT.0) GO TO 401
601 CONTINUE
IF (J01.LE.1) GO TO 434
GC TC 601
401 CONTINUE
C = F EONS
IF (FDV.GT.0.) J01 = 0
IF (J01.GT.1.) UPC3 = UPC1*DEL*UPC1
IF (J01.GT.1.) UDEL = C,095*UPC3
LJ1 = 1
LJI = 1
AAA = DELXF/DELXT
BBB = 2.0*DELX/DELXT
DC 405 JJJ = 2,NM1
IF (J01.LE.1) GO TO 711
II = 1
IF (LJI.GT.0) AND (LJL.GT.0) GO TO 800
IF (LJL.GT.0) GO TO 80
711 J = JJJ
JPL = J-1
JNL = J+1
720 DTY = Y(JML)-Y(J)
DFY = Y(J)-Y(JPL)
DTY = Y(JML)-Y(JPL)
UF = 4.0*Y(J)*DTY*DFY*DBY
UA1 = UF*C2(J)*U2(J)
UA2 = DELXT*DBY*(Y(J)+Y(JPL))*(EV(J)+EV(JPL))*(U2(J)+UB2)
UVE3 = 2.0*DELXT*DFY*(EV(J)+EV(JML))*(Y(J)+Y(JML))*(U2(J)-AAA*U1(J))
VVPF = V(J)
UB1 = -UF*C2(J)*DELXT*VVPF*(U2(JPL)-L2(JML))/DTY
UB2 = 2.0*DELXT*DFY*(EV(J)+EV(JPL))*(Y(J)+Y(JPL))*(U2(JPL)-AAA*U1(J))
99
S
UB4=UF*U2(J)*U1(J)*U2(J)
UC=-UF
IF(FCC.*)GOTO 60*65*70
60 UT=UF*CELXT*UGF*U2(J)
GC TC 15
65 UT=0.0
GC TC 15
70 UT=UF*CELXT*FCCNVC(BETA,UGF,TO,N,J)
75 US+J=(UB1+UB2+LE3+UB4+UT)/(UA1+UA2+UA3)-DELPUC/UA1+UA2+UA3)
IF(JODI.LE.1)GO TC 405
IF(JI+UT.0)GO TO 75
IF(U3(J)>.GE.UDELJLC=J
IF(JI+UT.0)NUC=L3(LJC)
780 IF((LJ1+GT.0)GO TC 405
J=J-JJ+1
JFF=JI-1
JML=J+1
11=1
GC TC 720
795 IF(U3(J)>.GE.UDELJJC=J
IF(LJ1+GT.0)UJI=L3(LJ1)
GC TC 405
405 CONTINUE
IF(JOJLE.1)GO TC 434
801 IF((LJ1+EQ.LJ0)U3(LJ1)=(UW1+UW0)/2.
805 JOELI=LJ1
JDELC=LJC
JIO=JDELI-JI-JDELC
DELTAI=Y(JDELI)-FI
DELTAG=R2-Y(JDELC)
DELMIN=AMAX1(DELTAI,DELTAG)
IF(JOJLE.1)GO TC 407
U3=(ULI+ULC)/2.
L1=JDELC+1
L2=JDELC-1
DC 811 J=L1,L2
IF((ICCONT.LT.NS)UL2(J)=ULC2
811 U3(J)=ULC3
IF((ICCONT.NE.NSM)UPCI=UPC2
IF((ICCONT.GEQ.NS)UPC2=UPC3
GC TC 407
434 DC 432 J=2,AM2
K=J+1
IF(JDELC.LT.0.0)GO TO 436
X=L2(J)/U3(J+1)
IF(X>.GE.-9599)JDELC=-J
436 IF(JDELC.LT.0.0)GO TO 437
Z=L2(K)/U3(K-1)
IF(Z>.GE.-9599)JDELC=-K
437 IF((JDELC.LT.0.0).AND.(JDELC.GT.0.0))GO TC 439
439 CONTINUE
435 JDELC=IBAS(JDELC)
JDELC=IBAS(JDELC)
DELTAI=Y(JDELC)-FI
DELTAG=R2-Y(JDELC)
DELMIN=AMAX1(DELTAI,DELTAG)
467 CONTINUE
JOI=JDELI-JDELC
RETURN
ENC
FUNCTION FCCNV(HETA, UCF, 1C, N, J)
CCMMCN/MVPX/X(101), U2(101), U3(101), V(101), EV(101), UK(101), EF(101)
* TF(101), KEK(101), DI(101), D2(101), D3(101), C(101), NS,
$1 C C U N T, DELXF, DELX, DELX, DELPP, PDRCP, PC, PF
CCMMCN/AHAGIC/T(101), T2(101), T3(101), TW2, TW1, J2DEL, TBTHIC, OORIN,
$1 T D Y C C D Y C D , T C C N V , X K C C N V , X M E A N , X T M E A N , Y C V , G C D , M A E 2 , M A E 1
IF(C2LNT, EC) T2(J) = T1(J)
FCCNV = UGF*(1 - EE1/T2(J)*TCCNV/TC)
RETURN
END

SUBROUTINE RADVEL
*************************************************
CCMMCN/TAILA/THERK, CVAR, CVISC, DMEAN, CMPEAN, VMEM, XMEAN,
$UC, VC, GC, TC, PSTART, HTK, CPCCN
CCMMCN/LATE/M, MM, NM, N1, AM1, AM2, N1, R1, R2, DYB(101), DYP(101), DYT(101),
$Y(101), YF(101), YB(101), R(101)
CCMMCN/LRB/XL(101), TA(101), TV(101), PUTF(101), JST1, LST2, GCCN, DD1,
$DD2, AP, VDKC, XJIST, DUDY, DUDY, TAU1, TAU2
CCMMCN/AHAGIC/L1(101), L2(101), L3(101), L4(101), EV(101), EF(101), EK(101), EVF(101)
* TF, KEK(101), KEK(101), DI(101), D2(101), D3(101), C(101), NS,
$1 C C U N T, DELXF, DELX, DELXT, DELPP, PDRCP, PC, PF
CCMMCN/DEL, JDEL1, JDEL1, JDEL0, DELMIN, DELTA1, DELTA2, MN, DXF, VJS, VJF,
$DXF, ECC
CCMMCN/MTF/XM(101), XM(101), HTK
DELXX = DELXT
IF(1C2LNT, LT, NS) DELXX = DELXF
KI = -1
KC = -1
JCI = JDEL1 - JDEL1
JC = JDEL0 + JCI
J = JCI + 1
IF(HTC, LT, GC) JQO = JDELG + 1
IF(JTC, LT, JC) J1 = JDELG - 1
DC 50 J1 = 1, N
IF(K1 . GT. 0) AND (KG . GT. 0) GO TO 750
ILL = 1
IF(KG . GT. 0) GC TC 3001
3001 0 = JJJ
JLL = J + 1
IF(JCI, GE, 2, ANC, JLL, EC, JO) KO = 1
IF(JOD, LT, 2, AND, JLL, EC, JDEL0) KC = 1
3002 VA1 = (Y(J) + Y(JLL)) * (Y(J) - Y(JLL)) * (D3(JLL) * U3(JLL) + D3(J) * U3(J))
VA2 = (Y(J) + Y(J)) * (Y(J) - Y(J)) * (D1(JLL) * U1(JLL) + D2(J) * U1(J))
VA3 = 4 * DELXX * D3(J) + Y(J)
VE1 = 4 * DELXX * D3(J) + Y(J)
VF(JL) = VA3 + VA2 + VA1
IF(JOD, EQ, 0, ANC, KG, GT, 0) VVI = V(JLL)
IF(JLL, GT, 0) GO TO 50
30011 J = J + 1
IF(K1, GE, 0, ANC, JLL, EC, JO) GC TC 5C
ILL = 1
JLL = J - 1
IF(JCI, GT, 2, ANC, JLL, EC, J1) K1 = 1
IF(JCI, GE, 2, AND, JLL, EC, JDEL1) K1 = 1
GC TC 3002
50 CONTINUE
750 CLATINUE
IF(JCI, EQ, 0) V(JDEL1) = (VVI + VVC)/2.
The text appears to contain a program or mathematical code, possibly related to calculating turbulent diffusivities using a length scale model. The text is quite dense and contains many variables, functions, and mathematical operations. It is difficult to interpret the full context without more information or a specific question about the code.
IF(M7.LT.2.)GO TO 6005
DC E16 C J=1,N
8160 TA(J)=XL(J)
6005 CONTINUE
  JK=-1
  KJ=-1
  JM=-1
  JN=-1
  IF(FCV.GT.0.) JK=1
  IF(FDV.GT.0.) JN=1
  DO 410 J=2,NM1
  IF(KJ.GT.0.AND.JK.GT.0)GO TO 411
  IF(KJ.GT.0)GO TC 401
  K=N-J+1
  R1K=Y(K)-R1
  Y1P=R1K*CC1
  AF1=AP*(R1/R2)**h4
  XL2=VCKC*R2*K(1.+EXP(-Y1P/AP1))
  XL(K)=AMIN(XL1,XL2)
  IF(XTR1.GE.C.)GC TC 400
  IF(JM.GT.0)GO TC 400
  IF(Y1P.LE.50..AND.XL2.GT.XL1)GO TO 333
  GC TC 400
  333 XL1=VDKC*(1.-EXP(-50./AP)))*50./DD1
  XL(K)=XL2
  JN=1
  XC1=0.*CS5*DELTAI/H2
  400 IF(KJ.LE.JDEL0.OR.XL(K).EQ.XL1)KJ=K
  401 IF(JK.GT.0)GO TC 410
  R2J=R2-Y(J)
  Y2F=R2J*DD2
  XL2=VDKC*R2J*(1.+EXP(-Y2P/AP))
  XL(J)=AMIN(XL11,XL2)
  IF(XTR2.GE.0.)GO TC 409
  IF(JN.GT.0)GO TC 409
  IF(Y2P.LE.50..AND.XL2.GT.XL11)GO TO 433
  GC TC 405
  433 XL11=VDKC*(1.-EXP(-50./AP)))*50./LD2
  XL(J)=XL2
  JN=1
  XC2=0.*CS5*DELTAC/12
  409 IF(J.GE.JDEL0.OR.XL(J).EQ.XL11)JK=J
  410 CONTINUE
  411 JK1=JK+1
  KJ1=KJ-1
  DC 412 J=JK1,JDEL0
  418 XL(J)=XL(JK)
  DC 415 J=JDEL1,KJ1
  419 XL(J)=XL(JK)
  XL(1)=C*
  XL(N)=0.*
  IF(JDI.LT.1)GO TC 435
  JJI=JDEL1-1
  JJC=JDEL1+1
  XLW=(XL(JK)+XL(KJ))/2.
  DC 430 J=JJC,JJ1
  420 XL(J)=XLW
  425 CONTINUE
  DC 431 J=2,NM1
  431 POUT(J)=C3(J)*XL(J)*XL(J)*ABS((U3(J+1)-U3(J-1))/DYT(J))
PCL1(1)=0.0
PCL1(2)=0.0
IF(H7.LT.2.)GO TO 3500
IF(KCL.LE.1)GO TO 3500
XKG=H1/#U3(JDEL+1)**2

3500 LJJ=-1
LJC=-1
AAA=DELX/DELX
BEB=2.*DELX/DELX
NJ1=NJ-1
NJ2=NJ+1
OC 405 JJJ=NJ2,NJ1
IF(KCL.LE.1)GO TO 711
II=1
IF(LJ1.GT.0)ANG.LJC+GT.0)GO TO 801
IF(LJ0.GT.0)GO TO 780
711 J=JJJ
JPL=J+1
JML=J-1
720 DEY=Y(JML)-Y(J)
DFV=Y(J)-Y(JPL)
DTY=Y(JML)-Y(JPL)
EF=4.*Y(J)*CTY*CFY*CBY
EA1=EF#02(J)*U2(J)
EA2=DELX*DCY*(Y(J)+Y(JPL))*(PK(J)+PK(JPL)))*BBB
EA3=DELX*DFY*(Y(J)+Y(JML)))*(PK(J)+PK(JML)))*BBB
VVP=I(J)
EB1=-EF*C2(J)*DELXV*VVP*(XKN2(JPL)-XKN2(JML))/DTY
EB2=2.*DELX*DCY*(Y(J)+Y(JPL)))*(PK(J)+PK(JPL))*(XKN2(JPL)-AAA*
$XKN1(J))
EB3=2.*DELX*DFY*(Y(J)+Y(JML))*(PK(J)+PK(JML))*(XKN2(JML)-AAA*
$XKN1(J))
EB4=EF#02(J)*U2(J)*XKN1(J)
XKKK=SQRT((EB1+EB2+EB3+EB4+EG+ET1)/II1+II2+II3+ET)
IF(KGI.LE.1)GO TO 405
IF(I1.GT.0)GO TO 785
IF(XKN3(J).LE.XKN4(J))=J
IF(LJG.GT.0)XKN3(J)=XKG
IF(LJC.GT.0)EEC=XKN3(LJC)
785 IF(LJ1.GT.0)GO TO 405
J=JK2*JK1-JJJ
JPL=J-1
JML=J+1
II=1
GC TO 720
720 IF(XKN3(J).LE.XKG)LJ1=J
IF(LJG.GT.0)XKN3(J)=XKG
IF(LJ1.GT.0)EEI=XKN3(LJ1)
405 CCONTINUE
IF(KGI.LE.1)GO TO 407
IF(LJ1.EQ.LJO)XKN3(LJ1)=(EEI+EEO)/2.
801 KDEL=LJ1
KDELG=LJO
KCI=KDEL1-KDEL
IF(KCL.LE.1)GO TO 407
L=KDELO+1
YIF=(Y(J)-F1)*CC1
IF(YIP.LE.70)GC TC 7004
7003 CONTINUE
7004 NJ1=J
WRITE(6,1108)NJ1,K-2
1108 FCFMAT(GX,*AB*,51CC)
DC 300E J=2,NM1
XKH1(J)=POUT(J)*ABS(U3(J+1)-U3(J-1))/(DY(J)*SSSS**2.*D3(J))
300E IF(XKH1(J) .LT.XKG)XN1(J)=XKG
KCI=19
XKH1(J)=0.
XN1(J)=0.
XKN1(J)=G.
XKN2(J)=G.
XKH1(J)=0.
XKN2(J)=G.
PK(J)=C.
WRITE(6,4900)(XKN1(K),K=1,NM1)
4900 FCFMAT(10G13.5)
GC TC 5500
3001 DC 300E J=2,NM1
XKN2(J)=POUT(J)*ABS(U3(J+1)-U3(J-1))/(DY(J)*SSSS**2.*D3(J))
IF(XKN2(J) .LT.XKG)XN2(J)=XKG
3006 XKH2(J)=XKH2(J)
WRITE(6,4900)(XKH2(K),K=1,NM1)
5500 DC 560C J=1,NJ1
560C PK(J)=XK(J)+TV(J)/1.47
6000 CONTINUE
IF(ICC0NT.LT.1)GC TO 20
TA(1)=TAU2*CCCN/(CC*UC**2)
TA(N)=-TAU1*TA(1)/TAU2
GC TC 21
20 TA(N)=TAU1
TA(1)=TAU2
21 CONTINUE
IF(HTC.LT.0.)GC TC 500
50 J=2,NM1
EX(J)=XK(J)+TV(J)*C(J)/HTC
500 CONTINUE
IF(JCI.GT.1)UE=UPC3
IF(JOI.LE.1)UE=L3(JDEL1)
DE1=DELTA1
DEL2=DELTAC
RETURN
END
SUBLROUTINE TRANS1(FEX,RETI,RETC,XDIST,OXDIST,H1)
C ********************************************TRANSITION CALCULATIONS********************************************
COMMON/TRANS/XTR1,XTR2,XTR3,XTR4,FEXTR1,FEXTR2,XXMDA1,XXMDA2
IF(FEX.LT.1)RETURN
RTTHR=1.174*(1.+22400./REX)*REX**0.46
IF(XTR1.GT.0)GC TC 10
RTHR=RETI/RTHTR
IF(RTHR.GE.0.99)XTR1=0
IF(XTR1.GT.0)FEXTF1=REX
WRITE(6,40)OXDIST,REXTR1
40 FCFMAT(10X,'TRANSITION AT INNER WALL =',2G15.6)
10 IF(XTR2.GT.0)RETURN
RTHR=RETO/RTHTR
IF (C1RIN .LE. 0.) K = J
1 XV(K) = ISC(T3(K), TCNV, TO, VO)
51 IF (THEM .LT. TCNV) GC TO 101
XKMEAN = THEM + TCNV * CXKCNV * XKCCNV
DO 55 J = 1, N
IF (CGRIN .NE. 0.) ANE(J) .GT. IJ GO TO 51
K = h - J + 1
IF (CGRIN .LE. 0.) K = J
55 XK(K) = TCHNL(T3(K), TCNV, TO, XKCCNV)
101 IF (CPVAR .LT. 0.) GC TO 201
CPMEAN = CP(TMEAN, TCNV, TC) * CPCCN
DO 110 J = 1, N
IF (CGRIN .NE. 0.) ANE(J) .GT. IJ GO TO 201
K = h - J + 1
IF (CGRIN .LE. 0.) K = J
110 D2(K) = FH(C(T3(K), TCNV, IL, DO))
201 IF (CPVAR .LT. 0.) GC TO 301
CPMEAN = CP(TMEAN, TCNV, TO, CPCCN) * CPCCN
DO 251 J = 1, N
IF (CGRIN .NE. 0.) ANE(J) .GT. IJ GC TO 301
K = h - J + 1
IF (CGRIN .LE. 0.) K = J
251 C(K) = CP(T3(K), TCNV, TO, CPCCN)
301 CONTINUE
IF (CFCN .NE. 0.) BETA = FBETA(TMEAN, TCNV, TC)
PR = VMEAN * CPMEAN / XKMEAN
RED = 2. * XMASS / VMEAN
IF (LGRLT + LT) GC TO 501
EV(1) = XM(1)
EV(N) = XM(N)
EK(1) = XK(1)
EK(N) = XK(N)
GC TO 502
501 CONTINUE
DO 499 J = 1, N
IF (CGRIN .NE. 0.) ANE(J) .GT. IJ GO TO 502
K = h - J + 1
IF (CGRIN .LE. 0.) K = J
EV(K) = XM(K)
499 EK(K) = XK(K)
502 CONTINUE
RETURN
END

SUBROUTINE TEMP

*********************************************************************
COMMON/XKH/XKN1(101), XKN2(101), XKN3(101), PK(101), KD1, KD2, XDH
COMMON/HHHH/H1, H2, H3, H4, H5, H6, H7, H8, H9, H10
COMMON/XBETR/P'TEAL, PWRITE, STLF, XC1, XC2, DEL1, DEL2, UE, CHECK, RED
COMMON/XNE1/TA1P, IA2P, HAVE1P, HAVE2P, T3PL1, T3PL2
COMMON/PGBE/P'TE, PTE, PDBE
COMMON/LATE/MNUM, NM1, NM2, NY, R1, R2, DVB(101), DVF(101), DYT(101), SY(101), YF(101), YR(101)
COMMON/MFX/VF(101), U2(101), U3(101), V(101), E(101), EK(101), EVF(101)
,1EV(101), EKB(101), D1(101), D2(101), D3(101), C(101), NS,
$ S ICC UNI . DELXF, DELXE, DELXT, JELPP, PDHC, PC, PP 
C OMMCN / VMP / PI, XMASL, DELPT 
CCPMLN / AHMAI, T1(101), T2(101), T3(101), T4(101), T5(101), JTOFL, T8THIC, UGRIN, 
$ DTCV, CTDV, TCCNV, XCCCN, TMEAN, XMEAN, UCV, OCD, HAVE2, HAVE1 
C CCMCN / DELX, JDEL, JDELI, JDEL1, DELX1, LELTA1, DELTAU, MN, DXF, VJS, VVF, 
$ DXF, XCCN 
C CCMCN / NAILA / TECF, CPVAR, DVAR, CVISC, CPMEAN, VMEAN, XMEAN, 
$ UD, VD, DO, TC, PSTART, HTK, CPCCN 
C CCMCN / STUPID / LURT, N51M, P51A, P51B, P51D, XCLNV, S1, S2 
C CCMCN / UMN / FCCN, G6, BETA, UGF, FDU 
C CUMCN / ENERGY / SOCV, SQCD, O1, TMEAN, HAVE1, HAVE2 
C C ALCULATES TEMP PROFILE FOR THE BOUNDARY CONDITION OF ALL KINDS 
IF (ICCLNT . NE. 100) TO 202 
Q1 = 0. 
SCC = 0.0 
SCC = 0.0 
TMEAN = T/TCCNV 
HAVE1 = 0.01 
HAVE2 = 0.01 
IF (CGRIN . NE. 0.) HAVE1 = 0. 
IF (CGRIN . LT. 0.) HAVE2 = 0. 
IF (T1 . NE. 0.) HAVE1 = ABS(T1) / (T1 - TMEAN) * TCCNV 
IF (T1 . LE. 0.) HAVE2 = ABS(T1) / (T1 - TMEAN) * TCCNV 
202 C ENTE 
IF (ICCLNT . GE. 550) GC TO 550 
C S TAND EXCEL ECNS 
DG = 505 JJ = 2, AM1 
IF (OCHIN . LE. 0.) GO TO 720 
J = J - JJ 
JFL = J + 1 
JML = J + 1 
GC TC 722 
720 J = J + J 
JPL = J + 1 
JML = J + 1 
722 DF = Y(J) - Y(JPL) 
DBY = Y(JML) - Y(J) 
DIY = Y(JML) - Y(JPL) 
TF = 0.04 * (J) * (J) * (J) * (J) 
TA = TF * U1(J) * (J) 
TB1 = DELXF * DBY 
*(Y(J) * Y(JPL)) * (EK(J) * (J)) * (T1(JPL) - T1(J)) 
SB = DELXF * DBY 
*(Y(J) * Y(JML)) * (EK(J) * (J)) * (T1(JML) - T1(J)) 
VPP = V(J) 
TE3 = TF * DELXF * U1(J) * VPP * C(J) * (T1(JML) - T1(J)) / DBY 
TA4 = TA * T1(J) 
TC1 = -TF * U1(J) * DELPF 
TC2 = TF * DELXF * EV(J) * (ABS((U1(J) - U1(JML)) / DBY)) ** 2 
T2(J) = (TBJ + TB2 + TB3 + T4 + TC1 + TC2) / TA 
T3(J) = J2(J) 
IF (CCLIN . GE. 0) GC TO 505 
IF (J . GE. 2) CC TO 505 
X = T2(J) / T2(JML) 
IF (X . GE. 0.95999) GC TO 574 
505 C C NTINUE 
GC TC 784 
550 CCNTINUE 
C C-F ECNS 
SEE = 2 * DELXB / DELXT
C  ***ST LINE FIT***
T3(1) = T3(2) - DTYC * CYF(1)
T3SL2 = T3(1)
IF(STLF.LT.0.) T2(1) = T3FL2
IF(STLF.LT.0.) T3FL2 = T3SL2
T2(1) = T3(1)
IF(ICLAUN.LT.NSM1) T1(1) = T2(1)
E25 IF(TW1.GT.0.0) GO TO 932
DTDY = TW1 * XCCNV * (EK(N) * XKKCNN * TCCNV)
IF(ICLAUN.GT.15) T1(N) = T2(N)
T3(N) = (DTDY - T3(NM1) * PTE - T3(NM2) * PTC - T3(N-3) * PTD) / PTA
T3PL1 = T3(N)
C  ***ST LINE FIT***
T3(N) = T3(NM1) - DTYC * DYE(N)
T3SL1 = T3(N)
IF(STLF.LT.0.) T3(N) = T3PL1
IF(STLF.LT.0.) T3FL1 = T3SL1
T2(N) = T3(N)
IF(ICLAUN.LT.NSM1) T1(N) = T2(N)
S1 = 0.0
S2 = 0.0
DC 500 J=1:AM2.2
WF2 = CYT(J+1) / DYF(J+1) + (DYF(J+1) / Z0 - DYB(J+1) / Z0) * WF2 + DYT(J+1) / DYB(J+1)
WF1 = CYT(J+1) - WF1 - WF2
SUL = C(J) * D3(J) * U3(J) * Y(J)
SUM2 = C(J+1) * D3(J+1) * U3(J+2) * Y(J+2)
SUM1 = SUM1 * T3(J)
SUM22 = SUM2 * T3(J+1)
SUM32 = SUM3 * T3(J+2)
SI = S1 + WF1 * SUM1 + WF2 * SUM2 + WF2 * SUM3
900 S2 = S2 + WF1 * SUM1 + WF1 * SUM2 + WF1 * SUM3
TMEAN = S2 / S1
KMEAN = TMEAN * TCCNV
QC = 2 * 0.1 * 0.2
IF(TW2.LT.0.0) HAVE2 = ABS(TW2) / ((T3(1) - TMEAN) * TCCNV)
IF(TW2.LT.0.0) HAVE2 = ABS(TW2) / ((T3PL2 - TMEAN) * TCCNV)
IF(TW2.LT.0.0) HAVE2 = 0.0
IF(TW2.LT.0.0) HAVE2 = 0.0
IF(TW2.LT.0.0) GC TC 903
DTDY = PSA * T3(1) + PSE * T3(2) + PSC * T3(3) + PSD * T3(4)
HAVE2 = -EK(1) * XKKCNN * DTDY / (XCCNV * (T3(1) - TMEAN))
C  ***ST LINE FIT***
DTYC = (T3(2) - T3(1)) / DYF(1)
HAVE2 = -EK(1) * XKKCNN * DTDY / (XCCNV * (T3(1) - TMEAN))
HAVE2 = 0.0
IF(STLF.LT.0.0) HAVE2 = HAVE2P
IF(STLF.LT.0.0) HAVE2 = HAVE2P
IF(HAVE2.LT.0.0) HAVE2 = 0.0
903 CCONTINUE
IF(TW1.LT.0.0) HAVE1 = ABS(TW1) / ((T3(N) - TMEAN) * TCCNV)
IF(TW1.LT.0.0) HAVE1 = ABS(TW1) / ((T3PL1 - TMEAN) * TCCNV)
IF(TW1.LT.0.0) HAVE1 = 0.0
IF(TW1.LT.0.0) HAVE1 = 0.0
IF(TW1.LT.0.0) GC TC 902
DTDY = PTA * T3(NM1) + PTE * T3(NM2) + PTC * T3(N-2) + PTD * T3(N-3)
HAVE1 = -SK(N) * XKKCNN * DTDY / (XCCNV * (T3PL1 - TMEAN))
C  ***ST LINE FIT***


```
DATA 21/0.05/
CP=(TT*TCNNV/TC)*21
RETURN
END
SUEPCUTINE TEMP
C*4****«*«4«4****4*******TEMP FOR ETHYLENE GLYCOL******************************
CCMNCC/XKEN/XK1(101),XKN2(101),XKA3(101),PK(101),KOJ,NJ1,NJ2,XDH
CCMNCC/XHHH/1,IE,H3,H5,H6,H7,H8,H9,10
CCMNCC/XERIC/PREAC,PWRITE,STLF,XC1,XC2,DEL1,DEL2,UE,CHECK,RED
```

```
CCMMCN/XNE/TAIP.T/JD.P.HAVE1P.HAVE2P.T3PL1.T3PL2
CCMMCN/PCAS/PITA.PITE.PTC.PTD
SV(101) = YE(101) = RE(101)
$1CCUNT.DELXF.DELXK.DELX1.DELPP.PDRLF.PC.PP
CCMMCN/VMP/FI.XMAS.DELPT
$DTUCC.CDUCC.CCCNV.KCCNV.TMEAN.XMEAN.GVQ.FAVE2.FAVE1
CCMMCN/DEL/JOELJ.CELJ1.DELJ1.DELTA1.DELTAO.M.OM.OXFG.VJ5.VJF.
$OXFM.CCC
CCMMCN/NAILA/THERK.CPVAR..VAR.CVISC.DMEAN.CPMEAN.VMEAN.XKMEAN.
$U0.VU.GC.TC.PSTAFF1.HTK.CPCCN
CCMMCN/STUPID/LORT.NSM1.PSA.PSE.PSC.PSD.XCCNV.S1.S2
CCMMCN/UMP/FCCN.GC.BETA.UGF.FDV
CCMMCN/ENERGY/SQCV.SQCD.O.I.TMEAN1.HAVE11.HAVE22
C CALCULATES TEMP PROFILE FOR THE BOUNDARY CONDITION OF ALL KINDS
IF(ICCUNT.NE.1)GC TO 202
G1=0.
SGCV=0.0
SGCC=0.0
TMEAN1=TC/TCCNV
HAVE11=0.01
HAVE22=0.01
IF(CCFIN.LT.0.01)HAVE11=0.0.
IF(CORIN.GT.0.0)HAVE22=0.
IF(T1.LT.0.0)HAVE11=ABS(T1)/((T1-TMEAN1)*TCCNV)
IF(T2.LT.0.0)HAVE22=ABS(T2)/((T2-TMEAN1)*TCCNV)
202 CONTINUE
IF(ICCUNT.NE.0)GC TO 500
C CONTINUE GC
DC 505 JJ=2.NM1
IF(CORIN.LE.0.0)GC TO 720
J=-JJ+1
JFL=J-1
JML=J+1
GC TO 722
720 J=JJ
JFL=J+1
JML=J-1
722 DFY=Y(J)-Y(J+1)
DEY=Y(J+1)-Y(J)
DTY=Y(J+1)+Y(J)
TF=2.DY*X(J)*DFY*.*DTY
TA=TF*U1(J)*U1(J)*X(J)
TB1=DELXF*CBY*(Y(J)+Y(J+1))*(EK(J)+EK(J+1))*(T1(J+1)-T1(J))
TB2=DELXF*DFY*(Y(J)+Y(J+1))*(EK(J)+EK(J+1))*(T1(J+1)-T1(J))
VPP=V(J)
TE3=TF*DELXF*V1(J)*VPP*C(J)*T1(J)+T1(J)/DBY
TB4=TA*TA(J)
TC1=0.
TC2=TF*DELXF*EV(J)*ABS((U1(J)-U1(J+1))/DBY)**2
T2(J)=TB1+TB2+TB4+TC1+TC2/TA
T3(J)=T2(J)
IF(CCFIN.EQ.0.0)GC TO 505
IF(J.EQ.2.JR.J.EQ.NM1)GC TO 505
X=T2(J)/T2(J+1)
248

IF(X.GE.0.59999)CC TO 574

505 CONTINUE
GC TC 784

550 CONTINUE
C IF EGS
BBB=2.*DElXb/DELXT
AAA=2.*DElXF/DELXT
DC 560 JJ=2,NM1
IF(CORIN.LE.0.)GC TC 740
J=N-JJ+1
JFL=J-1
JNL=J+1
GO TO 742

740 J=JJ
JPL=J+1
JML=J-1

742 DFY=V(J)-V(JPL)
DTY=V(JML)-V(J)
TF=4.0*V(J)*/DFY*CE1*DTY
TA1=TF*DF(J)*U2(J)*C(J)
TA2=DELXT*(V(J)-V(JPL))*(E(J)+E(JPL))*DFY*BBB
TA3=DELXT*(V(J)-V(JML))*(E(J)+E(KML))*DFY*BBB
TA4=DELXT*(V(J)+V(JPL))*(E(J)+E(JPL))*DFY
*(2.0*TF(JPL))
TA5=DELXT*(V(J)+V(JPL))*(E(J)+E(JML))*(2.0*DFY)
*(2.0*TF(JML))

VVP=V(J)

750 TE=X/DElXT/(D2(J)+VVP*C(J)+TF*(T2(JML)-T2(JPL)))/DTY
TB4=TA1+TA2+TA3
TC1=0.
TC2=TF*DELXT*V(J)*ABS((U2(J)-U2(JML)))/DTY)
TJ(J)=(TE1+TB2+TB3+TB4+TC1+TC2)/(TA1+TA2+TA3)
IF(CORIN.LE.0.)GC TC 560
IF(J.EQ.1)GO TO 599
IF(CORIN.LE.0.)GO TO 630

760 T1(J)=T2(J)

630 T2(J)GO TO 630

T1(J)=T2(J)

599 C CONTINUE

117 IF ICOUNT.LT.NS)CC TO 828
DO 830 J=2,NM1
T1(J)=T2(J)

830 CC TO 830
T2(J) = T3(J)

IF (T2(L) > T0) GC TL 829
DTDY = T2*XCCNV/(EK(1)*XCCNV*TCCNV)
IF (ICCCLNT.LT.NS) T1(N) = T2(N)
T3(N) = (DTDY-T3(N-1)*PTB-T3(N-2)*PTC-T3(N-3)*PTD)/PTA
T3NL = T3(N)

**ST LINE FIT**
T3(N) = T3(N-1) - DTCY1*DYB(N)
T3SL = T3(N)
IF (STFL.LT.0.) T3FL = T3SL
IF (ICCCLLT.LT.NS) T1(N) = T2(N)
T2(N) = T2(N)

DC 800 J = 1, N
T1 = (T3(J)*TCCNV + 240)/80.

XKN3(J) = (2.7+476+44.24*TT+1.66*TT**2+0.09333*TT**3)/(TCCNV*CPCON)
S1 = 0, 0
S2 = 0, 0
DC 800 J = 1, N
WF1 = (DYT(J)+1)/DYB(J+1)*(DYT(J+1)/3.0-DYB(J+1))/2.0
WF2 = (DYT(J)+1)/DYB(J+1)-(DYT(J)+1)/DYB(J+1)
WF0 = (DYT(J)+1)-WF1-WF2
SUM1 = SUM1*XKN3(J)
SUM2 = SUM2*XKN3(J+1)
SUM3 = SUM3*XKN3(J+2)
WF1 = WF1*SUM1+WF2*SUM2+WF2*SUM3
HBLK = HBLK*SUM1+WF1*SUM2+WF2*SUM3
XMEAN = XMEAN/TCCNV
Q0 = 0.04*P1*S2
IF (T2(L) > T0) HAVE = ABS(T2)/((T3(J)-TMEAN)*TCCNV)
IF (T2(L) > T0) HAVE2 = ABS(T2)/((T2(L)-TMEAN)*TCCNV)
IF(TW2.EQ.0.) HAVE2 = 0.
IF(TW2.EQ.0.) HAVE2F = 0.
IF(TW2.LE.0.0) GC = T 903

**ST LINE FIT**

DTDY = (T3(2) - T3(1)) / DYF(1)
HAVE2 = -EK(1) * XCCNV * DTDY / (XCCNV * (T3(1) - TMEAN))
HAVE2S = HAVE2
IF(STLF.LT.0.) HAVE2 = HAVE2P
IF(STLF.LT.0.) HAVE2P = HAVE2S
IF(HAVE2.LT.0.0) HAVE2 = 0.0

902 CONTINUE

IF(TW1.LT.0.0) HAVE1 = ABS(TW1) / (ABS(TW1) + INTERMEDIATE)
IF(TW1.GE.0.0) HAVE1F = ABS(TW1) / (INTERMEDIATE + TMEAN)
IF(TW1.GE.0.0) HAVE1 = HAVE1F
IF(TW1.LT.0.0) HAVE1P = HAVE1S
IF(TW1.LT.0.0) HAVE1S = HAVE1
IF(HAVE1.LT.0.0) HAVE1 = 0.0

903 CCNTINUE

QW2 = (HAVE2 + HAVE22) * (T3(1) + T1(1) - TMEAN - TMEAN1) * R2
QW1 = (HAVE1 + HAVE11) * (T3(N) + T1(N) - TMEAN - TMEAN1) * R1
GCV = GCV + GCV
GCD = GCD + GCD
HAVE11 = HAVE1
HAVE22 = HAVE2
Q1 = CO
TMEAN1 = TMEAN
RETURN
END

FUNCTION FBFTA(TT,TCCNV,TO)

C COEFFICIENT OF THERMAL EXPANSION AS A FUNCTION OF
C TEMPERATURE (F) FOR ETHYLHEXANE
C UNITS 1/F

DATA X1,X2,X3,X4 /6.9248E+6,2796E-04,9.2444E-07,3.057E-09/
TC = (TMEAN + TCCNV) - 452.0 / 1.8
DT = TC - 65.0
VOL = (X4*X2+X3+X1) * (TT+X2) * DT + X1
DVCL = (3.0*X4+X2+X3+X1) * DT + X2
FBETA = VOL / (1.8 * VCL)
RETURN
END

FUNCTION THCNL(TT,TCCNV,TO,XKCNV)

C THERMAL CONDUCTIVITY AS A FUNCTION OF TEMPERATURE (F)
C UNITS = DIMENSIONLESS

DATA X1,X2 /0.167E-2.3E-04/
T = TT + TCCNV - 460.
THCNL = (X1+X2*T) / (XCCNV*3600.)
RETURN
FNC

FUNCTION RHC (TT, TCCNV, TC, DO)

DENSITY AS A FUNCTION OF TEMPERATURE (F) FOR ETHELENE GLYCOL

C UNITS = DIMENSIONLESS

DATA X1, X2, X3, X4 / 0.924846, 0.2756E-04, 9.2444E-07, 3.057E-09 /

TC = (TT - TCCNV - 392.) / 1.8

DT = TC - 65.0

VOL = ((X4 * CT + X3) * CT + X2) * DT + X1

RHC = 62.43 / (VOL * CC)

RETURN

END

FUNCTION VISC (TT, TCCNV, TC, VO)

VISCOSITY AS A FUNCTION OF TEMPERATURE (F) FOR ETHELENE GLYCOL

C UNITS = DIMENSIONLESS

DATA X1, X2, X3, X4, X5, X6 / 0.380666, -1.790086, 0.395912, -0.05878, 0.004173 /

YT - ETA = (TT - TCCNV - 720.) / 1.8

THETA = (TT - TCCNV - 46C X TC) / DT

VISC = 2.42 * EXP ( (((X5 * THETA + X4) * THETA + X3) * THETA + X2) * THETA + X1) /

VT (VT + X2)

RETURN

END

FUNCTION CP (TT, TCCNV, TC, CPCCN)

SPECIFIC HEAT AS A FUNCTION OF TEMPERATURE (F) FOR FLUID ETHELENE GLYCOL

C UNITS = DIMENSIONLESS

ET# = (TT - TCCNV - 520.) / 80.

CP = (0.653 + 0.04150 ETA + 0.0035 * ETA ETA) / CPCCN

RETURN

END
XVI. APPENDIX H: TABULATION OF SOME TYPICAL TEST CASES

Table H.1. Prediction of flow development in an annulus (\(r^* = 0.99, D_h = 24.38 \text{ mm}\)) at \(Re = 2 \times 10^3\) using Model A

<table>
<thead>
<tr>
<th>(\frac{x}{D_h})</th>
<th>(\frac{u}{u_b})</th>
<th>(C_F \times 10^3)</th>
<th>(\frac{4\delta^*}{D_h})</th>
<th>(\frac{4\theta}{D_h})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>1.012</td>
<td>4.607</td>
<td>0.0116</td>
<td>0.0060</td>
</tr>
<tr>
<td>1.0</td>
<td>1.019</td>
<td>4.402</td>
<td>0.0181</td>
<td>0.0106</td>
</tr>
<tr>
<td>2.0</td>
<td>1.031</td>
<td>4.130</td>
<td>0.0297</td>
<td>0.0190</td>
</tr>
<tr>
<td>3.0</td>
<td>1.042</td>
<td>3.994</td>
<td>0.0400</td>
<td>0.0266</td>
</tr>
<tr>
<td>4.0</td>
<td>1.052</td>
<td>3.928</td>
<td>0.0492</td>
<td>0.0335</td>
</tr>
<tr>
<td>5.0</td>
<td>1.062</td>
<td>3.884</td>
<td>0.0582</td>
<td>0.0403</td>
</tr>
<tr>
<td>6.0</td>
<td>1.071</td>
<td>3.864</td>
<td>0.0663</td>
<td>0.0465</td>
</tr>
<tr>
<td>7.0</td>
<td>1.080</td>
<td>3.852</td>
<td>0.0742</td>
<td>0.0526</td>
</tr>
<tr>
<td>8.0</td>
<td>1.089</td>
<td>3.849</td>
<td>0.0817</td>
<td>0.0583</td>
</tr>
<tr>
<td>9.0</td>
<td>1.097</td>
<td>3.853</td>
<td>0.0883</td>
<td>0.0635</td>
</tr>
<tr>
<td>10.0</td>
<td>1.105</td>
<td>3.859</td>
<td>0.0954</td>
<td>0.0690</td>
</tr>
<tr>
<td>11.0</td>
<td>1.114</td>
<td>3.870</td>
<td>0.1021</td>
<td>0.0743</td>
</tr>
<tr>
<td>12.0</td>
<td>1.122</td>
<td>3.883</td>
<td>0.1084</td>
<td>0.0792</td>
</tr>
<tr>
<td>13.0</td>
<td>1.129</td>
<td>3.898</td>
<td>0.1141</td>
<td>0.0837</td>
</tr>
<tr>
<td>14.0</td>
<td>1.132</td>
<td>3.914</td>
<td>0.1202</td>
<td>0.0885</td>
</tr>
<tr>
<td>15.0</td>
<td>1.145</td>
<td>3.936</td>
<td>0.1263</td>
<td>0.0934</td>
</tr>
<tr>
<td>16.0</td>
<td>1.152</td>
<td>3.954</td>
<td>0.1320</td>
<td>0.0980</td>
</tr>
<tr>
<td>17.0</td>
<td>1.159</td>
<td>3.976</td>
<td>0.1359</td>
<td>0.1012</td>
</tr>
<tr>
<td>18.0</td>
<td>1.164</td>
<td>3.994</td>
<td>0.1410</td>
<td>0.1052</td>
</tr>
</tbody>
</table>
Table H.1 (Continued)

<table>
<thead>
<tr>
<th>$x/D_h$</th>
<th>$u_u/D_h$</th>
<th>$C_f \times 10^3$</th>
<th>$4\delta^* / D_h$</th>
<th>$4\theta / D_h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>19.0</td>
<td>1.164</td>
<td>4.018</td>
<td>0.1411</td>
<td>0.1056</td>
</tr>
<tr>
<td>20.0</td>
<td>1.162</td>
<td>4.043</td>
<td>0.1399</td>
<td>0.1051</td>
</tr>
<tr>
<td>21.1</td>
<td>1.160</td>
<td>4.068</td>
<td>0.1382</td>
<td>0.1042</td>
</tr>
<tr>
<td>22.1</td>
<td>1.157</td>
<td>4.091</td>
<td>0.1360</td>
<td>0.1029</td>
</tr>
<tr>
<td>23.0</td>
<td>1.154</td>
<td>4.116</td>
<td>0.1336</td>
<td>0.1014</td>
</tr>
<tr>
<td>24.0</td>
<td>1.150</td>
<td>4.140</td>
<td>0.1311</td>
<td>0.0999</td>
</tr>
<tr>
<td>25.0</td>
<td>1.147</td>
<td>4.159</td>
<td>0.1287</td>
<td>0.0984</td>
</tr>
<tr>
<td>26.2</td>
<td>1.144</td>
<td>4.181</td>
<td>0.1262</td>
<td>0.0967</td>
</tr>
<tr>
<td>28.6</td>
<td>1.138</td>
<td>4.216</td>
<td>0.1216</td>
<td>0.0937</td>
</tr>
<tr>
<td>32.0</td>
<td>1.133</td>
<td>4.248</td>
<td>0.1174</td>
<td>0.0909</td>
</tr>
<tr>
<td>35.1</td>
<td>1.130</td>
<td>4.264</td>
<td>0.1152</td>
<td>0.0894</td>
</tr>
<tr>
<td>40.1</td>
<td>1.127</td>
<td>4.277</td>
<td>0.1134</td>
<td>0.0882</td>
</tr>
<tr>
<td>46.8</td>
<td>1.126</td>
<td>4.283</td>
<td>0.1126</td>
<td>0.0876</td>
</tr>
</tbody>
</table>
Table H.2. Prediction of local Stanton number for hydrodynamically developed flow through an annulus ($r^* = 0.68$, $D_h = 12.2$ mm) for $Re = 20000$, $\dot{q}_1 = 2582$ W/m$^2$, $\dot{q}_2 = 0$

<table>
<thead>
<tr>
<th>$\frac{x}{D_h}$</th>
<th>$St \times 10^3$</th>
<th>Model A</th>
<th>Model B</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>5.900</td>
<td>5.901</td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>5.134</td>
<td>5.144</td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>4.825</td>
<td>4.871</td>
<td></td>
</tr>
<tr>
<td>4.0</td>
<td>4.665</td>
<td>4.704</td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>4.550</td>
<td>4.596</td>
<td></td>
</tr>
<tr>
<td>6.0</td>
<td>4.446</td>
<td>4.501</td>
<td></td>
</tr>
<tr>
<td>7.0</td>
<td>4.380</td>
<td>4.422</td>
<td></td>
</tr>
<tr>
<td>8.0</td>
<td>4.315</td>
<td>4.352</td>
<td></td>
</tr>
<tr>
<td>9.0</td>
<td>4.255</td>
<td>4.298</td>
<td></td>
</tr>
<tr>
<td>10.0</td>
<td>4.195</td>
<td>4.252</td>
<td></td>
</tr>
<tr>
<td>11.0</td>
<td>4.147</td>
<td>4.201</td>
<td></td>
</tr>
<tr>
<td>12.0</td>
<td>4.094</td>
<td>4.161</td>
<td></td>
</tr>
<tr>
<td>13.0</td>
<td>4.052</td>
<td>4.124</td>
<td></td>
</tr>
<tr>
<td>14.0</td>
<td>4.014</td>
<td>4.092</td>
<td></td>
</tr>
<tr>
<td>15.0</td>
<td>3.979</td>
<td>4.063</td>
<td></td>
</tr>
<tr>
<td>16.0</td>
<td>3.943</td>
<td>4.036</td>
<td></td>
</tr>
<tr>
<td>18.0</td>
<td>3.886</td>
<td>3.992</td>
<td></td>
</tr>
<tr>
<td>20.0</td>
<td>3.835</td>
<td>3.962</td>
<td></td>
</tr>
<tr>
<td>22.0</td>
<td>3.785</td>
<td>3.940</td>
<td></td>
</tr>
</tbody>
</table>
Table H.2 (Continued)

<table>
<thead>
<tr>
<th>$\frac{x}{D_h}$</th>
<th>$St \times 10^3$</th>
<th>Model A</th>
<th>Model B</th>
</tr>
</thead>
<tbody>
<tr>
<td>25.0</td>
<td>3.725</td>
<td>3.916</td>
<td></td>
</tr>
<tr>
<td>30.0</td>
<td>3.638</td>
<td>3.888</td>
<td></td>
</tr>
<tr>
<td>35.0</td>
<td>3.571</td>
<td>3.875</td>
<td></td>
</tr>
</tbody>
</table>
Table H.3  Predicted temperature profile in an annulus ($x^* = 0.556,$
$D_0 = 76.2\text{mm}$) at $x/D_0 = 33$ using Model B; $Re = 32285,$
$q_1 = 0,$ $q_2 = 1220 \text{W/m}^2,$ inlet temperature = 36.31°C.

<table>
<thead>
<tr>
<th>$\frac{r-r_1}{r_2-r_1}$</th>
<th>Temperature (°C)</th>
<th>$\frac{r-r_1}{r_2-r_1}$</th>
<th>Temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>40.73</td>
<td>0.4683 x 10⁻¹</td>
<td>40.90</td>
</tr>
<tr>
<td>0.6989 x 10⁻³</td>
<td>40.73</td>
<td>0.5338 x 10⁻¹</td>
<td>40.90</td>
</tr>
<tr>
<td>0.1485 x 10⁻²</td>
<td>40.73</td>
<td>0.6075 x 10⁻¹</td>
<td>40.95</td>
</tr>
<tr>
<td>0.2370 x 10⁻²</td>
<td>40.73</td>
<td>0.6904 x 10⁻¹</td>
<td>41.01</td>
</tr>
<tr>
<td>0.3365 x 10⁻²</td>
<td>40.73</td>
<td>0.7837 x 10⁻¹</td>
<td>41.06</td>
</tr>
<tr>
<td>0.4485 x 10⁻²</td>
<td>40.73</td>
<td>0.8887 x 10⁻¹</td>
<td>41.12</td>
</tr>
<tr>
<td>0.5745 x 10⁻²</td>
<td>40.73</td>
<td>0.1007</td>
<td>41.17</td>
</tr>
<tr>
<td>0.7162 x 10⁻²</td>
<td>40.73</td>
<td>0.1140</td>
<td>41.23</td>
</tr>
<tr>
<td>0.8756 x 10⁻²</td>
<td>40.73</td>
<td>0.1289</td>
<td>41.34</td>
</tr>
<tr>
<td>0.1055 x 10⁻¹</td>
<td>40.73</td>
<td>0.1457</td>
<td>41.40</td>
</tr>
<tr>
<td>0.1257 x 10⁻¹</td>
<td>40.73</td>
<td>0.1646</td>
<td>41.56</td>
</tr>
<tr>
<td>0.1484 x 10⁻¹</td>
<td>40.73</td>
<td>0.1859</td>
<td>41.73</td>
</tr>
<tr>
<td>0.1739 x 10⁻¹</td>
<td>40.73</td>
<td>0.2098</td>
<td>41.90</td>
</tr>
<tr>
<td>0.2026 x 10⁻¹</td>
<td>40.78</td>
<td>0.2368</td>
<td>42.17</td>
</tr>
<tr>
<td>0.2350 x 10⁻¹</td>
<td>40.78</td>
<td>0.2637</td>
<td>42.51</td>
</tr>
<tr>
<td>0.2713 x 10⁻¹</td>
<td>40.78</td>
<td>0.2941</td>
<td>42.90</td>
</tr>
<tr>
<td>0.3122 x 10⁻¹</td>
<td>40.78</td>
<td>0.3246</td>
<td>43.34</td>
</tr>
<tr>
<td>0.3582 x 10⁻¹</td>
<td>40.84</td>
<td>0.3550</td>
<td>43.78</td>
</tr>
<tr>
<td>0.4100 x 10⁻¹</td>
<td>40.84</td>
<td>0.3855</td>
<td>44.34</td>
</tr>
</tbody>
</table>
Table H.3 cont.

<table>
<thead>
<tr>
<th>( \frac{r-r_1}{r_2-r_1} )</th>
<th>Temperature (°C)</th>
<th>( \frac{r-r_1}{r_2-r_1} )</th>
<th>Temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4159</td>
<td>44.90</td>
<td>0.9305</td>
<td>63.67</td>
</tr>
<tr>
<td>0.4464</td>
<td>45.56</td>
<td>0.9390</td>
<td>64.56</td>
</tr>
<tr>
<td>0.4768</td>
<td>46.23</td>
<td>0.9465</td>
<td>65.56</td>
</tr>
<tr>
<td>0.5073</td>
<td>46.95</td>
<td>0.9531</td>
<td>66.56</td>
</tr>
<tr>
<td>0.5377</td>
<td>47.73</td>
<td>0.9590</td>
<td>67.62</td>
</tr>
<tr>
<td>0.5682</td>
<td>48.56</td>
<td>0.9643</td>
<td>68.78</td>
</tr>
<tr>
<td>0.5986</td>
<td>49.45</td>
<td>0.9690</td>
<td>70.06</td>
</tr>
<tr>
<td>0.6291</td>
<td>50.40</td>
<td>0.9731</td>
<td>71.45</td>
</tr>
<tr>
<td>0.6595</td>
<td>51.40</td>
<td>0.9768</td>
<td>72.95</td>
</tr>
<tr>
<td>0.6900</td>
<td>52.45</td>
<td>0.9801</td>
<td>74.56</td>
</tr>
<tr>
<td>0.7204</td>
<td>53.51</td>
<td>0.9830</td>
<td>76.34</td>
</tr>
<tr>
<td>0.7509</td>
<td>54.67</td>
<td>0.9856</td>
<td>78.28</td>
</tr>
<tr>
<td>0.7813</td>
<td>55.84</td>
<td>0.9879</td>
<td>80.28</td>
</tr>
<tr>
<td>0.8118</td>
<td>57.06</td>
<td>0.9900</td>
<td>82.45</td>
</tr>
<tr>
<td>0.8334</td>
<td>58.01</td>
<td>0.9918</td>
<td>84.67</td>
</tr>
<tr>
<td>0.8526</td>
<td>58.78</td>
<td>0.9934</td>
<td>86.78</td>
</tr>
<tr>
<td>0.8697</td>
<td>59.56</td>
<td>0.9949</td>
<td>88.84</td>
</tr>
<tr>
<td>0.8849</td>
<td>60.34</td>
<td>0.9962</td>
<td>90.73</td>
</tr>
<tr>
<td>0.8984</td>
<td>61.17</td>
<td>0.9973</td>
<td>92.40</td>
</tr>
<tr>
<td>0.9104</td>
<td>61.95</td>
<td>0.9983</td>
<td>93.90</td>
</tr>
<tr>
<td>0.9210</td>
<td>62.78</td>
<td>0.9992</td>
<td>95.23</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.000</td>
<td>96.40</td>
</tr>
</tbody>
</table>
Table H.4 Predicted fully developed velocity profile in an annulus

\((r^* = 0.25, D_h = 170.4 \text{ mm})\) using Model B; \(Re = 215,000,\)

\(u_b = 21.22 \text{ m/sec}\)

<table>
<thead>
<tr>
<th>(\frac{r-r_1}{r_2-r_1})</th>
<th>(\frac{u}{u_b})</th>
<th>(\frac{r-r_1}{r_2-r_1})</th>
<th>(\frac{u}{u_b})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0000</td>
<td>0.0000</td>
<td>0.9655 x 10^{-2}</td>
<td>0.7484</td>
</tr>
<tr>
<td>0.1157 x 10^{-3}</td>
<td>0.0310</td>
<td>0.1117 x 10^{-1}</td>
<td>0.7681</td>
</tr>
<tr>
<td>0.2481 x 10^{-3}</td>
<td>0.0665</td>
<td>0.1291 x 10^{-1}</td>
<td>0.7869</td>
</tr>
<tr>
<td>0.3998 x 10^{-3}</td>
<td>0.1070</td>
<td>0.1489 x 10^{-1}</td>
<td>0.8050</td>
</tr>
<tr>
<td>0.5743 x 10^{-3}</td>
<td>0.1528</td>
<td>0.1717 x 10^{-1}</td>
<td>0.8226</td>
</tr>
<tr>
<td>0.7723 x 10^{-3}</td>
<td>0.2039</td>
<td>0.1977 x 10^{-1}</td>
<td>0.8397</td>
</tr>
<tr>
<td>0.1000 x 10^{-2}</td>
<td>0.2592</td>
<td>0.2275 x 10^{-1}</td>
<td>0.8563</td>
</tr>
<tr>
<td>0.1261 x 10^{-2}</td>
<td>0.3164</td>
<td>0.2617 x 10^{-1}</td>
<td>0.8728</td>
</tr>
<tr>
<td>0.1559 x 10^{-2}</td>
<td>0.3728</td>
<td>0.3008 x 10^{-1}</td>
<td>0.8889</td>
</tr>
<tr>
<td>0.1901 x 10^{-2}</td>
<td>0.4261</td>
<td>0.3456 x 10^{-1}</td>
<td>0.9049</td>
</tr>
<tr>
<td>0.2292 x 10^{-2}</td>
<td>0.4750</td>
<td>0.3968 x 10^{-1}</td>
<td>0.9205</td>
</tr>
<tr>
<td>0.2740 x 10^{-2}</td>
<td>0.5192</td>
<td>0.4555 x 10^{-1}</td>
<td>0.9360</td>
</tr>
<tr>
<td>0.3253 x 10^{-2}</td>
<td>0.5587</td>
<td>0.5227 x 10^{-1}</td>
<td>0.9511</td>
</tr>
<tr>
<td>0.3841 x 10^{-2}</td>
<td>0.5942</td>
<td>0.5997 x 10^{-1}</td>
<td>0.9660</td>
</tr>
<tr>
<td>0.4513 x 10^{-2}</td>
<td>0.6261</td>
<td>0.6878 x 10^{-1}</td>
<td>0.9807</td>
</tr>
<tr>
<td>0.5283 x 10^{-2}</td>
<td>0.6548</td>
<td>0.7887 x 10^{-1}</td>
<td>0.9949</td>
</tr>
<tr>
<td>0.6165 x 10^{-2}</td>
<td>0.6811</td>
<td>0.9042 x 10^{-1}</td>
<td>1.0087</td>
</tr>
<tr>
<td>0.7175 x 10^{-2}</td>
<td>0.7051</td>
<td>0.1036</td>
<td>1.0222</td>
</tr>
<tr>
<td>0.8331 x 10^{-2}</td>
<td>0.7275</td>
<td>0.1188</td>
<td>1.0351</td>
</tr>
</tbody>
</table>
Table H.4 cont.

<table>
<thead>
<tr>
<th>$\frac{r-\bar{r}_1}{r_2-\bar{r}_1}$</th>
<th>$\frac{u}{u_b}$</th>
<th>$\frac{r-\bar{r}_1}{r_2-\bar{r}_1}$</th>
<th>$\frac{u}{u_b}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1361</td>
<td>1.0475</td>
<td>0.7605</td>
<td>0.9956</td>
</tr>
<tr>
<td>0.1560</td>
<td>1.0598</td>
<td>0.7915</td>
<td>0.9771</td>
</tr>
<tr>
<td>0.1787</td>
<td>1.0725</td>
<td>0.8226</td>
<td>0.9573</td>
</tr>
<tr>
<td>0.2014</td>
<td>1.0832</td>
<td>0.8452</td>
<td>0.9423</td>
</tr>
<tr>
<td>0.2325</td>
<td>1.0953</td>
<td>0.8650</td>
<td>0.9284</td>
</tr>
<tr>
<td>0.2636</td>
<td>1.1048</td>
<td>0.8882</td>
<td>0.9148</td>
</tr>
<tr>
<td>0.2946</td>
<td>1.1117</td>
<td>0.8973</td>
<td>0.9010</td>
</tr>
<tr>
<td>0.3257</td>
<td>1.1161</td>
<td>0.9104</td>
<td>0.8871</td>
</tr>
<tr>
<td>0.3567</td>
<td>1.1184</td>
<td>0.9219</td>
<td>0.8728</td>
</tr>
<tr>
<td>0.3878</td>
<td>1.1187</td>
<td>0.9320</td>
<td>0.8586</td>
</tr>
<tr>
<td>0.4188</td>
<td>1.1170</td>
<td>0.9407</td>
<td>0.8442</td>
</tr>
<tr>
<td>0.4499</td>
<td>1.1136</td>
<td>0.9484</td>
<td>0.8297</td>
</tr>
<tr>
<td>0.4810</td>
<td>1.1082</td>
<td>0.9551</td>
<td>0.8151</td>
</tr>
<tr>
<td>0.5120</td>
<td>1.1013</td>
<td>0.9609</td>
<td>0.8003</td>
</tr>
<tr>
<td>0.5431</td>
<td>1.0929</td>
<td>0.9660</td>
<td>0.7855</td>
</tr>
<tr>
<td>0.5741</td>
<td>1.0830</td>
<td>0.9705</td>
<td>0.7704</td>
</tr>
<tr>
<td>0.6052</td>
<td>1.0716</td>
<td>0.9744</td>
<td>0.7553</td>
</tr>
<tr>
<td>0.6362</td>
<td>1.0588</td>
<td>0.9778</td>
<td>0.7400</td>
</tr>
<tr>
<td>0.6673</td>
<td>1.0449</td>
<td>0.9807</td>
<td>0.7243</td>
</tr>
<tr>
<td>0.6984</td>
<td>1.0297</td>
<td>0.9833</td>
<td>0.7084</td>
</tr>
<tr>
<td>0.7294</td>
<td>1.0133</td>
<td>0.9856</td>
<td>0.6920</td>
</tr>
<tr>
<td>( \frac{r - r_1}{r_2 - r_1} )</td>
<td>( \frac{u}{u_b} )</td>
<td>( \frac{r - r_1}{r_2 - r_1} )</td>
<td>( \frac{u}{u_b} )</td>
</tr>
<tr>
<td>-----------------</td>
<td>-----------</td>
<td>-----------------</td>
<td>-----------</td>
</tr>
<tr>
<td>0.9876</td>
<td>0.6749</td>
<td>0.9977</td>
<td>0.4010</td>
</tr>
<tr>
<td>0.9893</td>
<td>0.6571</td>
<td>0.9981</td>
<td>0.3522</td>
</tr>
<tr>
<td>0.9908</td>
<td>0.6381</td>
<td>0.9985</td>
<td>0.2983</td>
</tr>
<tr>
<td>0.9921</td>
<td>0.6179</td>
<td>0.9988</td>
<td>0.2412</td>
</tr>
<tr>
<td>0.9933</td>
<td>0.5959</td>
<td>0.9991</td>
<td>0.1841</td>
</tr>
<tr>
<td>0.9943</td>
<td>0.5719</td>
<td>0.9994</td>
<td>0.1301</td>
</tr>
<tr>
<td>0.9951</td>
<td>0.5442</td>
<td>0.9996</td>
<td>0.0811</td>
</tr>
<tr>
<td>0.9959</td>
<td>0.5158</td>
<td>0.9998</td>
<td>0.0379</td>
</tr>
<tr>
<td>0.9966</td>
<td>0.4823</td>
<td>1.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.9972</td>
<td>0.4442</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table H.5 Predicted distribution of skin-friction parameter for upward laminar flow of ethylene glycol in an annulus ($r^* = 0.99$, $D_h = 22.23$ mm) with inner wall heated ($Gr/Re^2 = 110$)

<table>
<thead>
<tr>
<th>$x_b^+$</th>
<th>$\frac{C_f Re_b}{24}$</th>
<th>$\frac{C_f Re_b}{24}$</th>
<th>$\frac{C_f Re_b}{24}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>1.104</td>
<td>0.958</td>
<td>1.030</td>
</tr>
<tr>
<td>0.0002</td>
<td>1.153</td>
<td>0.937</td>
<td>1.048</td>
</tr>
<tr>
<td>0.0005</td>
<td>1.269</td>
<td>0.894</td>
<td>1.081</td>
</tr>
<tr>
<td>0.001</td>
<td>1.388</td>
<td>0.840</td>
<td>1.113</td>
</tr>
<tr>
<td>0.002</td>
<td>1.571</td>
<td>0.753</td>
<td>1.161</td>
</tr>
<tr>
<td>0.005</td>
<td>1.999</td>
<td>0.543</td>
<td>1.269</td>
</tr>
<tr>
<td>0.007</td>
<td>2.233</td>
<td>0.423</td>
<td>1.326</td>
</tr>
<tr>
<td>0.01</td>
<td>2.644</td>
<td>0.202</td>
<td>1.420</td>
</tr>
</tbody>
</table>