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Condition evaluation of large-scale (or mesoscale) structures, including civil, aerospace, and energy structures, is difficult due to their large sizes, complex geometries and lack of economic and scalable sensing technologies capable of detecting, localizing, and quantifying faults over a structure’s global area. A key challenge in the monitoring of a mesoscale structure is the need to distinguish between faults in the structure’s global (e.g. changing load paths, loss in global stiffness) and local (e.g. crack propagation, composite delamination) conditions. This work presents a flexible sensing skin for the cost-effective monitoring of large-scale structures, with a special focus on the monitoring of wind turbine blades. The use of sensing skins, also termed electronic artificial skins (e-skins) or dense sensor networks (DSNs), for the condition assessment of structures is an emerging technology enabling a broad range of sensors and their associated electronics to be integrated onto a single sheet. Sensing skins offer a logical solution to the local/global detection problem as it allows for the localized and discrete monitoring of a structure over the structure’s entire global area, and as such, they mimic the ability of biological skin to detect and localize damage.

This work proposes, develops specialized algorithms for, and experimentally validates a sensing skin based on a soft elastomeric capacitor (SEC). The SEC is a large-area electronic that transduces a structure’s strain into a measurable change in capacitance. The SEC is highly scalable due to its low cost and ease of fabrication, and can, therefore, be used for the cost-effective monitoring of large-scale components. When arranged in a network configuration, SECs deployed onto the surface of a structure can be used to reconstruct strain maps. These strain maps can then be used to detect, localize, and quantify damage on a structure. One particularly useful attribute of the SEC is its capability to measure the additive strain of a structure ($\varepsilon_x + \varepsilon_y$).

In order to effectively utilize a network of SECs, an algorithm that fuses sensor geometry, along with the sensor locations and measured strain values is proposed and validated. This algorithm allows for the reconstruction of more accurate additive strain maps of a structure without having to increase the number of sensors deployed within a sensing skin. In situations where the structure’s unidirectional strain maps are
needed, the main challenge is to decompose the SEC’s additive strain map (i.e. $\varepsilon_x + \varepsilon_y$) into its linear strain components along two orthogonal directions. To address this challenge, two algorithms were developed that leverage a hybrid dense sensor network (HDSN) of SECs and traditional unidirectional strain sensors (e.g. resistive strain gauges and fiber Bragg grating optical sensors) to decompose the additive strain measurements made by the SECs. In cases where quantifying and predicting the health of a structure is the key consideration, algorithms with trackable damage sensitive features must be developed. To this end, this work presents two data fusion techniques that were specially developed for the high-channel-count sensing skin discussed in this work. To experimentally validate the use of an SEC-based sensing skin for the real-time structural health monitoring of wind turbine blades, an experimental validation was conducted by deploying an HDSN consisting of 12 SECs (measuring $38 \times 38 \text{ mm}^2$) and eight RGSs on the interior of a scaled model wind turbine blade, mounted inside a wind tunnel to simulate an operational environment. The real-time strain maps were then reconstructed and damage sensitive features were then used to track the degrading health of the wind turbine blade under a series of controlled damage cases. Results demonstrate that the SEC-based sensing skin, working in collaboration with the newly proposed algorithms, is able to successfully detect, localize, and quantify damage in a model wind turbine blade. Additionally, these experimental results demonstrate the capability of the SECs to operate in the electromagnetically noisy environment of a wind tunnel, showing that the SEC would be capable of operating inside the similarly noisy environment of a wind turbine blade.
CHAPTER 1. INTRODUCTION

1.1 Why Sensing Skins?

Recent advances in sensor technologies have reduced the costs associated with the instrumentation of large-scale (or mesoscale) structures, including civil, aerospace, and energy structures, for structural health monitoring (SHM) applications (Giurgiutiu et al., 2004; Lynch et al., 2016). This reduction in cost enables the deployment of distributed dense sensor networks (DSN) for direct damage sensing over large surfaces. Direct sensing is generally considered to be one of the two categories of methods used for the detection and localization of damage, with the other category being the indirect methods (Yao et al., 2014). Indirect sensing technologies (e.g. accelerometers) and methods involve the measurement of a structure’s global condition through an often sparse array of sensors. However, the likelihood that a local damage will directly affect the signal output of a sensor is low. As a consequence, these methods rely on sophisticated data analysis and damage detection algorithms. Indirect sensing technologies can be sensitive to, and their application limited by, noisy measurements, complex structures, and/or environmental variations (e.g. humidity and thermal) (Posenato et al., 2008; Enckell et al., 2011). In contrast, direct sensing methods involve the deployment of distributed dense sensor networks that are capable of directly inferring damage from a change in a signal with only simple, often called ”threshold” algorithms (Lynch et al., 2004). Examples of strain-based direct damage sensing technologies include fiber-optic sensors, vibrating wire, and resistive strain gauges (RSGs). To provide a structure with a high probability of detection for cracks and other strain field anomalies, a large number of individual sensors are required (Yao et al., 2014; Perry et al., 2017; Tikka et al., 2003; Tung et al., 2014). While mature technologies such as fiber-optic sensors or vibrating wires can be spatially distributed to increase their damage detection resolution, their relatively high costs (including sensors, data acquisition (DAQ), and installation) and relative bulkiness (Lee et al., 2010) when mounted on the surface of a structure make them less suited for the monitoring of mesoscale structures (Enckell et al., 2011; Wang et al., 2012).
The need for spatially distributed strain sensing technologies has been recognized by multiple researchers and addressed using various techniques. One such technique is electrical impedance tomography (EIT) where either the electrical conductivity, permittivity, or impedance is inferred from the electrical measurements made on the surface of a structure. These measurements are then used to generate a tomographic image of the component. EIT has been used for damage detection in structures by measuring the electrical changes in carbon nanotube skins (Loh et al., 2009; Hua et al., 1993), copper doped conductive paints (Hallaji et al., 2014; Zhang, 2006), or through the component itself (Hou and Lynch, 2008). While EIT is capable of producing a relatively high spatial resolution, it requires a high contact density and repeated measurements to solve the tomography mapping’s inverse problem. In addition, as the analytical solution for the inverse mapping problem is difficult (or sometimes impossible) to formulate, the finite element or finite difference method must be used to obtain an approximate solution (Borcea, 2002). Despite high spatial resolution capabilities, the requirements for repeated measurements using a variety of contacts and for solving the inverse mapping problem make the EIT technique not well suited for every application. Another electrical tomography technique uses a resistor mesh model to detect and localize damage-induced strain changes in cement doped with multi-walled carbon nanotubes (Downey et al., 2017a). However, this model-assisted approach requires that damage be located through the use of a searching method that updates the resistor mesh model associated with the structure, thus adding a relatively high computational cost to the approach (Downey et al., 2017b). Another notable method to collect spatially distributed strain data is the use of optical measurements (e.g. cameras and photocells) leveraging either digital image correlation (Pan et al., 2009) or photoactive nanocomposites that generate small amounts of light when various levels of strain are reached (Ryu and Loh, 2012). While these measurement systems benefit from their being non-contact methods, their requirement of having either a camera or photocell set back from the structure limits their deployment in some applications.

The use of sensing skins, also termed electronic artificial skins (e-skins) or dense sensor networks for the condition assessment of structures is an emerging technology enabling a broad range of sensors and their associated electronics to be integrated onto a single sheet (Arias et al., 2010; Paradiso et al., 2004; Loh and Azhari, 2012). Sensing skins offer a logical solution to the local/global detection problem as it allows
for the localized and discrete monitoring of a structure over the structure’s entire global area, and as such, they mimic the ability of biological skin to detect and localize damage. Various researchers have proposed sensing skins that are self-contained units, with all the sensing, data acquisition, power harvesting, and communications built onto a single flexible sheet. Numerous examples of sensing skins, at various stages of development, have been tested at the laboratory scale. This section provides a brief review of some of the key sensing skins (and other spatially distributed sensing systems) designed for the monitoring of civil, aerospace, and energy structures.

One example is a sensing skin that uses a plurality of traditional resistive strain gauges (RSGs) and integrated circuits mounted onto a single flexible substrate (Glisic et al., 2016). A prototype of this RSG based sensing skin was fabricated where communications between the sensors and integrated circuits was done through conductive and capacitive antennas to provide a low-cost and scalable architecture (Hu et al., 2014). Tung et al. (Tung et al., 2014) proposed using this RSG-based sensing sheet, along with embedded processors on a 50 µm thick polyimide sheet, for applications related to crack detection and localization. Other promising approaches for the realization of this type of large-scale sensing skin include using a CO₂ laser to directly write RSGs onto a polyimide film. This process forms graphitic porous sensor arrays that behave similar to traditional RSGs and can be easily customizable in shape and size (Luo et al., 2016). Additionally, the use of strain sensors printed with conductive ink (Zhang et al., 2017) has shown considerable potential for the manufacturing of large-scale sensor arrays.

Another category of sensing skins consists of rigid or semi-rigid cells mounted on a flexible sheet, to form a large area electronic. Early work within this subset of sensing skins consisted of capacitive- (Chase and Luo, 1995) and resistance- (Engel et al., 2003) based tactile force sensors. An example of a tactile force sensing skin was demonstrated by Lee et al. (Lee et al., 2006), based on a capacitive tactile sensor. This sensing skin was experimentally verified using a 16 × 16 array of tactile cells and had a spatial resolution of 1 mm. Xu et al. (Xu et al., 2003) utilized a 36-sensor array of resistive heating elements on a flexible polyimide film to measure shear stress topography and flow separation on the leading edge of a delta-wing structure during wind tunnel tests. Recently, research has progressed towards microelectromechanical
systems (MEMS) based flexible skins without the need for rigid packages (Ahmed et al., 2012; Mahmood et al., 2015).

Another popular approach is the use of piezoceramic (PZT) transducers and receivers built into a flexible substrate to generate a sensing skin. For instance, Schulz et al. proposed the use of series-connected PZT nodes for the continuous monitoring of wind turbine blades, allowing for a finer localization of damage (Schulz and Sundaresan, 2006). Simulations were used to show that an array of these sensors, deployed on a 2D plate, could be used to detect and localize damage. Song et al. demonstrated through experimental validation in a wind tunnel that a network of piezoceramic (PZT) sensors can be used to detect damage in wind turbine blades (Song et al., 2013).

Other researchers have looked at using polymer materials doped with carbon nanotubes to form piezoresistive strain sensors. For example, Loh et al. (Loh et al., 2009) demonstrated that a carbon nanotube sensing skin could be used for spatial strain and impact damage detection. Kang et al. (Kang et al., 2006) fabricated a strain sensor from single-walled carbon nanotubes (SWCNT) exhibiting a gauge factor between 1 and 5. Another example of an SWCNT based strain sensor, developed by Chang et al. (Chang et al., 2008), demonstrated a gauge factor of 269. Advanced methods for constructing flexible membranes reinforced with self-assembled arrays of SWCNT have been investigated (Grilli et al., 2014) and show great potential for the development of robust sensing skins. Sung et al. (Sun et al., 2018) demonstrated a spatially distributed sensing skin consisting of 12 discrete strain sensors patterned from SWCNT nanocomposite film deployed in a 3 × 3 grid array. Additionally, integrated sensing skins with both sensors and electronics have been developed from SWCNT-polymer composite patterned onto a flexible polyimide substrate using optical lithography, yielding a linearity in excess of 0.9 (Burton et al., 2017).

Another sensing skin, being developed by the author of this work, is based on a densely deployed network of low-cost large area capacitor, termed the soft elastomeric capacitor (SEC) (Laflamme et al., 2013). The SEC is a robust and durable sensor (Downey et al., 2017c) that is customizable in both shape and size. One particularly useful attribute of the SEC is its capability to measure the additive strain of a structure \((\varepsilon_x + \varepsilon_y)\) (Laflamme et al., 2013). The individual SEC has been characterized for both its static (Laflamme et al., 2013b) and dynamic (Laflamme et al., 2015) behaviors and its sensing principles are
detailed in the following section and the author’s proposal for an SEC-based sensing skin, consisting of a network of SEC sensors, is presented in section 1.2.2.

1.2 Proposed Low-Cost Sensing Skin

This section presents a proposal for the SEC-based sensing skin, starting with the previously developed soft elastomeric capacitor (SEC), then provides a discussion on the layout of a fully integrated sensing skin consisting of SEC sensors and electronics. Additionally, a discussion focused economics and challenges of the specific application of monitoring wind energy structures (e.g. blades and towers) is presented.

1.2.1 Soft Elastomeric Capacitor (SEC)

![Figure 1.1](image)

The soft elastomeric capacitor (SEC): (a) picture of a sensor used in this study with key components annotated; (b) an exploded view of the sensor geometry with key components annotated.

The SEC, shown in figure 1.1, is a highly scalable thin-film strain sensor with notable elastic properties. Its architecture, manufacturing process, and electromechanical models are presented in Refs. (Laflamme et al., 2013, 2015; Saleem et al., 2015; Downey et al., 2018) and reviewed here for completeness. The sensor is a parallel plate capacitor composed of three layers. These layers consist of two conductive plates
and a dielectric as seen in the expanded view of the SEC in figure 1.1(b). The sensor’s strain sensing principle is derived from the fact that a measurable change in the capacitance of a sensor is provoked by a change in the area (i.e. strain) of the monitored surface. The SEC is adhered and pretensioned to the substrate using a commercial two-part epoxy (Zeng et al., 2015). The fabrication of the SEC is simple and does not require any highly specialized manufacturing or processing equipment. The inner layer of an SEC, the dielectric of the capacitor, is made of a styrene-co-ethylene-co-butylene-co-styrene (SEBS) block co-polymer and filled with TiO₂ to increase both its durability and permittivity (Stoyanov et al., 2010; Day, 1990). SEBS is selected due to its purity, elasticity, and strength (Yoda, 1998). TiO₂ is dispersed into a mixture of SEBS and toluene using an ultrasonic tip (D100 Sonic Dismembrator manufactured by Fisher Scientific). The mixture of SEBS-TiO₂ is dropcast onto a glass slide covered with a non-porous Polytetrafluoroethylene (PTFE) coated fiberglass fabric. SECs can be manufactured in any shape or size, typical sizes used throughout this work are squares with lengths of a side measuring either 75 mm or 38 mm. The toluene is then allowed to evaporate over 48 hours, resulting in a highly flexible thin-film dielectric. The sensors conductive plates are fabricated from a similar SEBS-toluene solution, but doped with carbon black (Printex XE 2-B) instead of TiO₂. Carbon black as the conductive filler for the capacitor plates is selected for its conductivity, low-cost, simple manufacturing process, ability to absorb both UV and visible light, and its demonstrated weathering protection in plastics and polymer melt mixes (Inc, 2000; Rwei et al., 1992; Downey et al., 2018). The carbon black allows for conductive pathways to form within the SEBS matrix. This solution is hand painted onto both sides of the sensor and a copper contact is added to the sensor with a conductive adhesive. Lastly, a thin layer of the conductive paint is added on top of the copper contact to ensure a good connection between the copper contact and SEBS-based conductive paint as shown in figure 1.1(a). More details regarding the fabrication of the SEC sensors can be found in the literature (Laflamme et al., 2013, 2015; Saleem et al., 2014; Downey et al., 2018). The long-term durability of the SEC is a critical factor for its intended application to the monitoring of wind turbine blades, along with possible applications to other civil infrastructures. An experimental investigation on the durability and weatherability of SEC sensors, with a focus on the development of a mechanically robust sensor capable of withstanding the
thermal, humidity and UV radiation cycles that the sensor would undergo in a typical exposed application is presented in appendix A.

The capacitance ($C$) of a parallel plate capacitor can be modeled as a non-lossy parallel plate capacitor assuming a sampling rate of less than 1 kHz:

$$C = \varepsilon_0 \varepsilon_r \frac{A}{h} \quad (1.1)$$

where $\varepsilon_0 = 8.854 \text{ pF/m}$ is the vacuum permittivity, $\varepsilon_r$ is the polymer’s relative permittivity, $A = d \cdot l$ is the sensor area of width $d$ and length $l$, and $h$ is the thickness of the dielectric as annotated in figure 1.1(a). Assuming the SEC is bounded (Zeng et al., 2015) to a substructure that is stiffer than the SEC and only considering small changes in strain, equation 1.1 leads to a differential equation that relates a change in strain to a change in capacitance ($\Delta C$):

$$\frac{\Delta C}{C} = \frac{\Delta d}{d} + \frac{\Delta l}{l} - \frac{\Delta h}{h} \quad (1.2)$$

where $\Delta d/d$, $\Delta l/l$, and $\Delta h/h$, can be expressed as strain $\varepsilon_x$, $\varepsilon_y$, and $\varepsilon_z$, respectively. Assuming a plane stress condition, $\varepsilon_z = -\nu/(1-\nu) \cdot (\varepsilon_x + \varepsilon_y)$ where $\nu$ is the sensor material’s Poisson’s ratio taken as $\nu \approx 0.49$ (Wilkinson et al., 2004). The relative change in capacitance $\Delta C$ can be related to a change in the sensor’s deformation as:

$$\frac{\Delta C}{C} = \frac{1}{1-\nu} (\varepsilon_x + \varepsilon_y) \quad (1.3)$$

assigning the gauge factor $\lambda$ as $\lambda = 1/(1-\nu)$, the electromechanical equation can be written as:

$$\frac{\Delta C}{C} = \lambda (\varepsilon_x + \varepsilon_y) \quad (1.4)$$

assuming the SEBS that makes up the matrix of the SEC can be approximated as an incompressible material and since $\nu \approx 0.49$ (Wilkinson et al., 2004), the gauge factor of an SEC bounded to the surface of a stiff structure (relative to the SEC) can be estimated as $\lambda \approx 2$. Equation (1.4) shows that the signal of the SEC varies as a function of the sensor’s additive strain, $\varepsilon_x + \varepsilon_y$. 
Figure 1.2 Conceptual layout of a fully integrated SEC-based sensing skin: (a) showing the key components of an SEC-based sensing skin; and (b) proposed deployment inside a wind turbine blade.
The SEC’s electro-mechanical model presented in equation 1.4 has been validated for both static and quasi-static loading conditions (Laflamme et al., 2013b). The linearity of the electro-mechanical model has been validated for mechanical excitation under 15 Hz (Laflamme et al., 2015). Additionally, for mechanical responses up to 40 Hz, an altered electro-mechanical model accounting for the dynamic material properties of the SEC was developed that accounts for the frequency dependent properties of the SEBS polymer. This expanded electromechanical model is discussed in appendix B but is not expanded on here for brevity.

1.2.2 SEC-Based Sensing Skin

In this work, the author presents a vision of a fully integrated DSN for the real-time SHM of mesoscale structures, with special attention applied to the monitoring of wind turbine blades. This sensing skin leverages recent advancements in the field of flexible electronics (Rogers et al., 2010) and is based on the inexpensive and robust SEC sensor discussed in the previous section. The SEC-based sensing skin is illustrated in figure 1.2. The fully integrated DSN system, as presented in figure 1.2(a), would consist of SECs of varying geometries and densities along with the required electronics for power management, data acquisition, data processing, and communications, all mounted onto a flexible substrate (e.g. Kapton). Figure 1.2(b) shows how SEC-based sensing skins of varying geometry could be used in combination for the real-time monitoring of complex structures, here a wind turbine blade is considered. Data (capacitance) for a set of SECs in close proximity would be collected by a centrally located capacitance-to-digital converter, multiplexed to measure multiple SECs. These converters are located close to the SECs to allow for low noise measurements, while multiplexing allows the sensing skin to function with a reduced number of converters. Data would be transferred over a serial bus (e.g. CAN, I2C) to a control/wireless transmission node, this configuration allows multiple capacitance-to-digital converters per transmission node, therefore reducing the number of wireless channels needed. These control nodes collect, process, and parse the data for wireless transmission back to a wireless hub mounted inside the rotor hub. The use of wireless transmission nodes allows for the easy installation of a sensing skin, particularly in cases where a sensing skin is added to an in-service blade such as that needed to monitor a repair (Marín et al., 2008), wireless transmission adds redundancy to the system when compared to a single serial bus being used to carry data over the entire
length of the blade, a useful feature given the long service life of wind turbine blades. Power can be provided through a variety of methods, including energy harvesting (for sensing skins mounted inside a wind turbine blade), flexible solar cells embedded into the sensing skin (when mounted on the outside of a wind turbine blade) or batteries when only short-term monitoring is required (e.g. monitoring of initial repair quality).

1.2.3 Applications in Wind Energy

The SEC-based sensing skin offers particular benefits for the monitoring of the structural components related to wind energy generation due to the proposed sensing skin’s low manufacturing cost, simple deployment and capability to effectively monitor large areas. As with most renewable energies, the growth of wind energy is driven at the nexus of public policy and economics (Borenstein, 2012). While a wind farm’s economic viability relies on a combination of public subsidies, a predictable energy source, and mature and reliable technology (Afanasyeva et al., 2016), the economic evaluation of a particular project is challenging due to unpredictable operation and maintenance (O&M) costs. O&M traditionally includes the cost of all necessary repairs and replacements. The initial estimation of O&M costs for wind generating facilities is difficult as operational lifetime data is insufficient or inapplicable to the quickly evolving energy infrastructure. Therefore, O&M costs are estimated on a cost per MW hours basis, allowing owners to share O&M costs across multiple turbines. However, this practice is less convenient for operators of small wind farms where the ability to hedge cost is difficult (Celik, 2003), for operators of wind farms in micro grids where downtime is often compensated for with expensive fossil fuels (VanderMeer and Mueller-Stoffels, 2014), and for operators of wind farms in the offshore environment where the cost structure is often largely unknown (Cockerill et al., 2001).

To achieve an increase in wind turbine system reliability and therefore decrease costs related to wind energy production, an O&M approach that utilizes condition-based maintenance (CBM) should be implemented due to its substantial economic benefits (Besnard et al., 2010; Chang et al., 2003; Ciang et al., 2008; Adams et al., 2011; Yang et al., 2012; Nilsson and Bertling, 2007; Dam and Bond, 2015). The use of condition-based maintenance is even more important for offshore farms where O&M costs may be up to three times higher than that of land-based systems (Kaldellis and Kapsali, 2013), due largely to higher
transportation and site access costs (Van Bussel and Zaaijer, 2003). Figure 1.3 compares condition-based maintenance, in terms of cost (financial, complexity, and management) and benefits (e.g. resilience, cost savings, and availability) when compared to other maintenance strategies (e.g. reactive, planned, or preventative maintenance).

The current state of condition monitoring of wind turbine blades consists mainly of vibrations and visual analyses (Yang et al., 2012; Adams et al., 2011). Recently, interest has grown in the use of SHM for the condition assessment of wind turbine blades, towers and other structural components due to their high replacement cost (Kaldellis and Kapsali, 2013; Ciang et al., 2008), effect on system availability (Van Bussel and Zaaijer, 2003), and maintenance complexity (Marín et al., 2008). However, monitoring these mesoscale structures is difficult due to the need to distinguish between faults in the structure’s global (e.g. changing load paths, loss in global stiffness) and local (e.g. crack propagation, composite delamination) conditions (Ghoshal et al., 2000). The most detailed deployment of sensors for the SHM of wind turbine blades known to the authors was done by Rumsey et al. at Sandia National Laboratories (Rumsey and Paquette, 2008). Various sensor technologies were investigated for the potential of monitoring a composite blade’s structural condition during a fatigue test. Generally, successful damage detection was found to require optimal sensor
placement, synchronization of sampling between different sensor types, and having sensor technology capable of detecting damage that occurs on a small scale while being able to be distributed as an array over the entire structure (i.e. the local/global damage detection). More recent attempts for the SHM of wind turbine blades have used a limited number of sensors and have applied a variety of post-processing techniques (e.g. statistical and modal-based) to localize damage (Ou et al., 2017; Oliveira et al., 2016). These approaches lack the capability to distinguish local failures from global events and have demonstrated a limited effectiveness at damage localization (Adams et al., 2011; Zou et al., 2000). The use of a low-cost sensing skin affords the owners and operators of wind turbine systems the capability to accurately track the growth of localized damage over the blades’ global area.

1.3 Development of the SEC-Based Sensing Skin

This section discusses the development of algorithms and procedures related to the SEC-based sensing skin as well as the general organization of the dissertation. This dissertation is divided into three main parts: part-1 (section 1.3.1) discusses the development of full-field strain maps, both additive and unidirectional; part-2 (section 1.3.2) discusses algorithms related to damage detection, feature extraction, and data fusion; part-3 (section 1.3.3) discusses experimental testing of a prototype SEC-based sensing skin in the wind tunnel at Iowa State University. In addition to these works, other items of interest with regards to the SEC-based sensing skin can be found in the appendix of this work.

1.3.1 Full-Field Strain Maps

1.3.1.1 Additive Strain Maps

As discussed in the prior sections, a network of densely spaced SECs deployed onto the surface of a structure could be used to reconstruct strain maps. Several approaches exist for the purpose of reconstructing full-field strain maps from a set of spatially distributed strain measurements, but all these algorithms assumed that each SEC measured strain located at its geometric center. This assumption may not be realistic since an SEC measures the average strain value of the whole area covered by the sensor. One solution to decrease the error associated in developing full-field strain maps is to reduce the size of each SEC, but this
would also increase the number of sensors required to cover the large-scale structure, therefore increasing the cost associated with manufacturing, deployment and data processing of the SEC-based sensing skin. Another solution to decreasing the error associated with the SECs additive strain measurement \((\varepsilon_x + \varepsilon_y)\) over an area is to fuse the sensor’s geometric shape into the full-field strain maps, as presented in chapter 2. The study presented in chapter 2 of this work presents an algorithm that accounts for the sensor’s strain averaging feature by adjusting the strain measurements and constructing a full-field strain map using the kriging interpolation method. The proposed algorithm fuses the geometry of an SEC sensor into the strain map reconstruction in order to adaptively adjust the average kriging-estimated strain of the area monitored by the sensor to the signal. Results, discussed towards the end of chapter 2, show that by considering the sensor geometry, in addition to the sensor signal and location, the proposed strain map adjustment algorithm is capable of producing more accurate full-field strain maps than the traditional spatial interpolation method that considered only signal and location.

1.3.1.2 Unidirectional Strain Maps

In situations where the structure’s unidirectional strain maps are needed, the main challenge is to decompose the SEC’s additive strain map (i.e. \(\varepsilon_x + \varepsilon_y\)) into its linear strain components along two orthogonal directions. To address this challenge, two algorithms were developed that leverage a hybrid dense sensor network (HDSN) of SECS and traditional unidirectional strain sensors (e.g. RSGs and fiber Bragg graded optical sensors) to decompose the additive strain maps developed by the SECS. These works, presented separately in chapters 3 and 4 have been proposed and verified both numerically and experimentally. The first of these algorithms, presented in chapter 3 assumes a polynomial deflection shape and uses the unidirectional strain sensors to enforce boundary conditions at key locations within the HDSN. Additionally, virtual sensors (based on assumed boundary conditions) were also used for enforcing the boundary conditions within the strain map reconstruction algorithm. Once the proper boundary conditions have been enforced, the least squares estimator (LSE) is used to estimate unidirectional strain maps over the HDSN’s area. The algorithm is verified experimentally using a network of 20 SECS (measuring \(75 \times 75 \text{ mm}^2\)) deployed onto a fiberglass plate. In addition to the static loading cases considered in chapter 3, appendix C reports the findings for an
HDSN monitored with 40 SECs under dynamic loading conditions. Overall, the LSE algorithm is seen to effectively leverage the advantages of an HDSN of SECs and RSGs for the application of reconstructing the surface strain fields over large surfaces. The LSE algorithm benefits from its mathematically simple formulation and computational efficiency, key components when selecting a strain map decomposition algorithm to run in embedded applications. For example, when calculating the full-field strain maps on the sensing skin’s integrated electronics.

The second unidirectional strain decomposition algorithm, presented in chapter 4, also leverages a dense sensor network of SECs and resistive strain gauges (RSGs) for the generation of full-field unidirectional strain maps. This method, termed iterative signal fusion (ISF), adaptively fuses the different sources of signal information (e.g. from SECs and RSGs) to build a structure’s best fit unidirectional strain maps. Each step of ISF contains an update process for strain maps based on the kriging model. To demonstrate the accuracy of the proposed method, a network of 40 SECs (measuring $38 \times 38 \text{ mm}^2$) deployed on a grid (5 × 8) is deployed on an experimental test bench capable of providing varying dynamic loading conditions. In addition to the experimental data, a numerical validation for the ISF method is provided through a finite element analysis model of the experimental test bench. Results show that the proposed ISF method is capable of reconstructing unidirectional strain maps for the experimental test plate.

The quality of the unidirectional strain maps produced using either of the methods presented in chapters 3 and 4 is dependent on the quality of the boundary conditions information (e.g. number and location of RSG sensors), as provided by the RSGs. Therefore, it is critical to implement an optimal sensor placement strategy for determining the locations of sensors within an HDSN when validating either of these proposed methods. The optimal sensor configuration is one that minimizes the likelihood of type I (false positive) or type II (false negative) errors (Flynn and Todd, 2010). Chapter 5 develops a scheme for the optimal sensor placement of RSGs within an HDSN of SECS. The objective function is based on the linear combination method and validates sensor placement while increasing information entropy. Optimal sensor placement is achieved through a genetic algorithm with a learning gene pool that leverages the concept that not all potential sensor locations contain the same level of information. The level of information in a potential sensor location is taught to subsequent generations through updating the algorithm’s gene pool. The objec-
tive function and genetic algorithm are experimentally validated using the 20 SEC HDSN used previously in chapter 3. Results demonstrate the ability of the learning gene pool to effectively and repeatedly find a Pareto-optimal solution faster than its non-adaptive gene pool counterpart.

1.3.2 Damage Detection, Feature Extraction and Data Fusion

With the development of high-channel-count sensing skins, damage detection and data-fusion techniques need to be developed to provide SHM and PHM capabilities based on this unique class of sensing technology. Data fusion consists of the integration of sensor data from a multitude of sources in order to make a useful representation of the monitored systems. In general, this representation of the sensing skin data should be of sufficient quality to assist in forming a damage detection, localization, and quantification decision. Chapters 6 and 7 report on two data fusion techniques that reduce the sensing skin’s output from multiple sensory data to a single damage detection feature that can be used to track the health of the structure. Chapter 6 reports on a computationally efficient data fusion technique that is capable of monitoring mesoscale structures without associated models or historical datasets. More specifically, the proposed NeRF (Network Reconstruction Feature) algorithm is capable of classifying HDSN sections into healthy, or containing potential damage. This algorithm uses a sensing skin consisting of SECs and unidirectional strain sensors (e.g. RSGs or fiber-optic sensors) to first generate orthogonal strain maps using the LSE strain map decomposition algorithm presented in chapter 3. Thereafter, the error between the estimated strain maps and measured strains is extracted to define damage detection features that are dependent on the shape functions selected in the LSE algorithm. This technique fuses sensor data into a single damage detection feature, providing a simple and robust method for inspecting large numbers of sensors without the need for complex model driven approaches. Results are presented via numerical simulations that demonstrate the proposed method’s capability to distinguish healthy sections from possibly damaged sections on simplified 2D geometries.

Chapter 7 presents a data fusion technique that utilizes the additive strain map developed by the SEC-based sensing skin. This method offers the benefit of not requiring any unidirectional sensor data, as required by the method presented in chapter 6. The proposed spatial damage index (SDI) algorithm enhances the
damage detection and localization capabilities of the sensing skin by leveraging the network array sensors and by progressively calculating the KLD, at each point in the monitored structure, between two kriging developed strain maps. The first of these kriging interpolated strain maps is built using data from all SEC sensors while the set of second strain maps is calculated by progressively removing one sensor from the training set used to build the kriging model. Thereafter, multiple KLDs are calculated at each point of interest between the strain map generated using all the sensors and each of the strain maps generated with a single sensor extracted from the data set used for training the kriging model. Lastly, the L1-norm of the KLD values is calculated at each point of interest, therefore creating a spatially distributed damage sensitive index. The algorithm is data-driven and does not require the healthy condition be known or historical data sets be available. Numerical simulations of a reinforced cantilever concrete beam showed that the proposed SDI algorithm was capable of detecting incipient damage before the damage severity becomes detectable by a Laplace or Gaussian transform.

1.3.3 Experimental Wind Tunnel Testing

The strain maps and features developed in chapters 3 - 7 were all developed for the intended task of detecting, localizing and quantifying structural damage on mesoscale structural components. In particular, the monitoring of wind turbines blades was a key motivation of this work. To experimentally validate the use of an SEC-based sensing skin for the real-time SHM of wind turbine blades, chapter 8 presents an experimental validation that was conducted by deploying an HDSN consisting of 12 SECs (measuring $38 \times 38 \text{ mm}^2$) and eight RSGs on the interior of a scaled model wind turbine blade, mounted inside a wind tunnel to simulate an operational environment. Two different damage cases were investigated: a delamination simulated by the removal of bolts, and a crack simulated by a cut. Results demonstrated that the HDSN could be used to track the model wind turbine blade’s global condition through analysis of the SECs’ outputs in the frequency domain, which yielded similar results to the analysis of the output data of RSGs. Both damage cases were successfully detected and quantified through the use of the NeRF algorithm. The delamination (bolt removal) was tracked through an increasingly simplified strain map with increasing damage due to the release of restraints on the boundaries, while the crack (cut) was tracked through an increasingly complex
strain map with increasing damage due to the created discontinuity in strain. The capability of the HDSN to locate damage was demonstrated with the identification of which bolts were removed. In the case of a crack, localization would be achieved through proper subdivisions of the HDSN, which was not possible with the current experimental configuration due to the relatively low number of SECs. Additionally, the NeRF Algorithm was used to provide a high level of data compression through fusing the 20 channel HDSN into a single damage detecting feature. These experimental results demonstrate the capability of the SECs to operate in the electromagnetically noisy environment of a wind tunnel, showing that the SEC would be capable of operating inside the similarly noisy environment of a wind turbine blade.

1.3.4 Contributions

This work has made various contributions to the field of sensing skins for the monitoring of mesoscale structures. The main contributions of this dissertation are described as follows:

1. Developed and implemented a highly-scalable low-cost DSN based on a large area electronic for monitoring mesoscale systems. This work is presented throughout the chapters and appendixes of this dissertation.

2. Proposed and experimentally verified an algorithm that fuses the sensor geometry into the additive strain maps developed by the SEC-based sensing skin. This work is presented in chapter 2.

3. Devised and implemented two algorithms that decompose the additive strain measurements from a structure monitored by a network of SECs into unidirectional strain maps by leveraging both the large area sensing capability of the SECs and the accurate sensing capabilities of off-the-shelf unidirectional strain sensors (RSGs and fiber Bragg graded optical sensors). These algorithms are presented separately in chapters 3 and 4.

4. Formulated an adaptive mutation-based genetic algorithm with learning gene pool for the optimal deployment of unidirectional strain sensors within a network of SEC sensors. This work is presented in chapter 5.
5. Developed a feature extraction and data fusion algorithm that is both computationally efficient and capable of monitoring mesoscale structures without associated models or historical datasets. This work is presented in chapter 6.

6. Formulated and numerically verified a damage detection, localization, and quantification algorithm that was demonstrated to be capable of tracking incipient damage in reinforced concrete members monitored by a sensing skin. This work is presented in chapter 7.

7. Experimentally validated that the proposed SEC-based sensing skin is capable of operating in the electromagnetically noisy environment of a wind tunnel, similar to the noise level present in a wind turbine blade. Additionally, it was demonstrated that the SEC-based sensing skin is capable of detecting damage within an HDSN that is not directly monitored by an SEC through the use of the damage detection algorithm. This experimental validation is presented in chapter 8.
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Abstract

Recently, numerous studies have been conducted on flexible skin-like membranes for the cost effective monitoring of large-scale structures. The authors have proposed a large-area electronic consisting of a soft elastomeric capacitor (SEC) that transduces a structure's strain into a measurable change in capacitance. Arranged in a network configuration, SECs deployed onto the surface of a structure could be used to reconstruct strain maps. Several regression methods have been recently developed with the purpose of reconstructing such maps, but all these algorithms assumed that each SEC measured strain located at its geometric center. This assumption may not be realistic since an SEC measures the average strain value of the whole area covered by the sensor. One solution is to reduce the size of each SEC, but this would also increase the number of required sensors needed to cover the large-scale structure, therefore increasing the need for the power and data acquisition capabilities. Instead, this study proposes an algorithm that accounts for the sensor’s strain averaging feature by adjusting the strain measurements and constructing a full-field strain map using the kriging interpolation method. The proposed algorithm fuses the geometry of an SEC sensor into the strain map reconstruction in order to adaptively adjust the average kriging-estimated strain of the area monitored by the sensor to the signal. Results show that by considering the sensor geometry, in addition to the sensor signal and
location, the proposed strain map adjustment algorithm is capable of producing more accurate full-field strain maps than the traditional spatial interpolation method that considered only signal and location.

Keywords: structural health monitoring, capacitive-based sensor, soft elastomeric capacitor, flexible membrane sensor, additive strain maps, full-field strain maps, sensor fusion

2.1 Introduction

Recent advances in sensor technologies have reduced the costs associated with the instrumentation of large-scale (or mesoscale) structures, including civil, aerospace, and energy structures, for structural health monitoring applications (Lynch et al., 2016). This reduction in cost enables the deployment of distributed dense sensor networks for direct damage sensing over large surfaces. Direct sensing is generally considered to be one of the two categories of methods used for the detection and localization of damage, with the other category being the indirect methods (Yao et al., 2014). Indirect sensing technologies (e.g. accelerometers) and methods involve the measurement of a structure’s global condition through an often sparse array of sensors. However, the likelihood that a local damage will directly affect the signal output of a sensor is low. As a consequence, these methods rely on sophisticated data analysis and damage detection algorithms. Indirect sensing technologies can be sensitive to, and their application limited by, noisy measurements, complex structures, and/or environmental variations (e.g. humidity and thermal) (Posenato et al., 2008; Enckell et al., 2011). In contrast, direct sensing methods involve the deployment of distributed dense sensor networks that are capable of directly inferring damage from a change in a signal with only simple, often called “threshold” algorithms (Lynch et al., 2004). Examples of strain-based direct damage sensing technologies include fiber-optic sensors, vibrating wire, and resistive strain gauges (RSGs). To provide a structure with a high probability of detection for cracks and other strain field anomalies, a large number of individual sensors are required (Yao et al., 2014; Perry et al., 2017; Tikka et al., 2003; Tung et al., 2014). While mature technologies such as fiber-optic sensors or vibrating wires can be spatially distributed to increase their damage detection resolution, their relatively high costs (including sensors, data acquisition (DAQ), and installation) and relative bulkiness (Lee et al., 2010) when mounted on the surface of a structure make them less suited for the monitoring of mesoscale structures (Enckell et al., 2011; Wang et al., 2012).

The need for spatially distributed strain sensing technologies has been recognized by multiple researchers and addressed using various techniques. One such technique is electrical impedance tomography (EIT) where either the electrical conductivity, permittivity, or impedance is inferred from the electrical measurements made on the surface of a structure. These measurements are then used to generate a tomographic image of the component. EIT has been used for damage detection in structures by measuring the electrical changes in carbon nanotube skins (Loh et al., 2009; Hua
et al., 1993), copper doped conductive paints (Hallaji et al., 2014; Zhang, 2006), or through the component itself (Hou and Lynch, 2008). While EIT is capable of producing a relatively high spatial resolution, it requires a high contact density and repeated measurements to solve the tomography mapping’s inverse problem. In addition, as the analytical solution for the inverse mapping problem is difficult (or sometimes impossible) to formulate, the finite element or finite difference method must be used to obtain an approximate solution (Borcea, 2002). Despite high spatial resolution capabilities, the requirements for repeated measurements using a variety of contacts and for solving the inverse mapping problem make the EIT technique not well suited for every application. Another electrical tomography technique uses a resistor mesh model to detect and localize damage-induced strain changes in cement doped with multi-walled carbon nanotubes (Downey et al., 2017a). However, this model-assisted approach requires that damage be located through the use of a searching method that updates the resistor mesh model associated with the structure, thus adding a relatively high computational cost to the approach (Downey et al., 2017b). Another notable method to collect spatially distributed strain data is the use of optical measurements (e.g. cameras and photocells) leveraging either digital image correlation (Pan et al., 2009) or photoactive nanocomposites that generate small amounts of light when various levels of strain are reached (Ryu and Loh, 2012). While these measurement systems benefit from their being non-contact methods, their requirement of having either a camera or photocell set back from the structure limits their deployment in some applications.

The use of large area electronics or sensing skins for the condition assessment of structures is an emerging technology enabling a broad range of sensors and their associated electronics to be integrated onto a single sheet (Arias et al., 2010; Paradiso et al., 2004). These sensing skins allow for the easy installation of a high number of discrete sensors over a large-scale surface. The discrete sensors that make up a sensing skin allow for the direct detection and localization of damage. These sensing skins are analogous to biological skin in that they are capable of detecting and localizing damage over a structure’s global area. Various researchers have proposed sensing skins that are self-contained units, with all the sensing, data acquisition, power harvesting, and communications built onto a single flexible sheet. Numerous examples of sensing skins, at various stages of development, have been tested at the laboratory scale. One example is a sensing skin that uses a plurality of traditional RSGs and integrated circuits mounted onto a single flexible substrate (Glisic et al., 2016). A prototype of this RSG based sensing skin was fabricated where communications between the sensors and integrated circuits was done through conductive and capacitive antennas to provide a low-cost and scalable architecture (Hu et al., 2014). Other researchers have looked at using polymer materials doped with carbon nanotubes to form piezoresistive strain sensors (Kang et al., 2006; Loh et al., 2007; Robert et al., 2012) that could be combined with electronics to constitute sensing skins. One such example is a fully integrated sensing skin that combined thin film resistive sensors fabricated from a carbon nanotube composite with the required
electronics for on-board resistance measurements (Burton et al., 2017). Other promising approaches for the realization of large-scale sensing skins include using a CO$_2$ laser to directly write RSGs onto a polyimide film to form graphitic porous sensor arrays that could be easily customizable in shape and size (Luo et al., 2016) and the use of strain sensors printed with conductive ink (Zhang et al., 2017).

Another sensing skin, being developed by the authors of this paper, is based on a densely deployed network of low-cost large area capacitor termed the soft elastomeric capacitor (SEC) (Laflamme et al., 2013). The SEC is a robust and durable sensor (Downey et al., 2017c) that is customizable in both shape and size. One particularly useful attribute of the SEC is its capability to measure the additive strain of a structure ($\varepsilon_x + \varepsilon_y$) (Laflamme et al., 2013). The individual SEC has been characterized for both its static (Laflamme et al., 2013b) and dynamic (Laflamme et al., 2015) behaviors. The sensing skin consisting of a network of SEC sensors has been used for the generation of full-field uni-directional strain maps (Sadoughi et al., 2018; Downey et al., 2016), and for the detection of fatigue cracks in steel bridges (Kong et al., 2017). Additionally, an SEC-based sensing skin has been studied for the detection and localization of damage on a wind turbine blade, both numerically (Laflamme et al., 2016) and experimentally (Downey et al., 2017).

Because the SEC is a strain transducing sensor, it follows that a network of SECs deployed onto the surface of a structure could be used to reconstruct strain maps. An approximated full-field additive strain map can be reconstructed by assuming that the measurement of each SEC is located in the geometric center of the SEC and interpolating the measurement points between adjacent SECs. Various interpolation methods can be used for this task, including radial basis functions (Park and Sandberg, 1991), cubic splines (De Boor et al., 1978), and kriging (or Gaussian process regression) (Rasmussen, 2004). As the number and density of SECs deployed over a given area increases, the approximated full-field strain map will become more accurate due to the capability of the SEC network to reproduce more complex strain topographies. However, as with any sensing technology, an increase in the number of sensors deployed onto a structure necessitates increased power, data acquisition capabilities, and communication hardware. Therefore, a trade-off must be made between the cost (economic and technical) associated with a particular sensor density and the required strain map resolution. To help reduce the severity of this trade-off, this work introduces a robust algorithm that fuses the geometry (i.e. the area of the sensor) of the SEC sensor into the previously discussed strain map interpolation method that relied solely on the sensor signal and sensor location.

The strain map adjustment algorithm works by first building a traditional full-field strain map using the SEC sensor signals and locations and then interpolating the measurement points between the sensors. In this work kriging is used as the interpolation method. Next, the sensor geometry is fused into the strain map by calculating what the signal of each SEC should be using the kriging-estimated strain map under the area covered by each sensor and adjusting the SEC signal used for training the kriging model. Thereafter, the computation iteratively adjusts the SEC signal used for
training the kriging model until the estimated signal from the kriging-derived strain map converges to the actual signal of the SECs. The improvement in full-field strain estimation allows for more accurate damage and strain field anomaly detection. In cases where uni-directional strain maps are needed, this algorithm can be used to improve the accuracy of the additive strain field used in the decomposition task using a previously proposed kriging-based (Sadoughi et al., 2018) or least-squares-based (Downey et al., 2016) algorithm. Results show that by considering the sensor geometry, in addition to the sensor signal and location, the proposed strain map adjustment algorithm is capable of producing more accurate full-field strain maps with a given number of sensors than the traditional interpolation method that considered only the sensor signal and location.

2.2 Background

This section provides a brief review of the SEC sensor that forms the basis of the SEC-based sensing skin, followed by a brief introduction to the kriging method used in this work.

2.2.1 Soft Elastomeric Capacitor

The Soft Elastomeric Capacitor (SEC) is a highly scalable thin-film strain sensor. Figure 2.1 presents a square SEC with a area of 56 cm$^2$. The sensor is a parallel plate capacitor with its strain sensing principle derived from the fact that a change in area (i.e., strain) of the monitored structure will provoke a measurable change in its capacitance. The fabrication process of the SEC is simple and highly scalable, because it does not require any highly specialized
manufacturing or processing equipment. The dielectric of the capacitor is constituted from an SEBS block co-polymer filled with TiO$_2$ to increase both its durability (Downey et al., 2017c; Day, 1990) and permittivity (Saleem et al., 2014). The conductive layers painted onto each side of the SEC sensor are fabricated by doping the same SEBS but filled carbon black instead of TiO$_2$. Carbon black is used as the conductive filler as it allows for conductive pathways to form within the SEBS matrix. Additionally, it absorbs both UV and visible light (Inc, 2000) and has demonstrated resiliency to weathering (Downey et al., 2017c). Currently, electrical connections are made to the painted conductive layers of the SEC using copper contacts. To ensure a good connection between the copper contact and SEBS-based conductive paint, a thin layer of the conductive paint is added on top of the copper contacts as denoted in Figure 2.1. For more details regarding the manufacturing process of the SEC sensors, the interested reader is referred to (Laflamme et al., 2013, 2015).

An electro-mechanical model that relates a change in area of the monitored structure to a measurable change in capacitance can be derived by taking the capacitance ($C$) of a parallel plate capacitor, modeled as a non-lossy parallel plate capacitor:

$$C = \varepsilon_0 \varepsilon_r \frac{A}{h}$$  \hspace{1cm} (2.1)

where $\varepsilon_0 = 8.854$ pF/m is the vacuum permittivity, $\varepsilon_r$ is the polymer’s relative permittivity, $A = d \cdot l$ is the sensor area of width $d$ and length $l$ (as annotated in Figure 2.1), and $h$ is the thickness of the dielectric. Assuming small strains, equation (2.1) can be written as a change in capacitance ($\Delta C$):

$$\frac{\Delta C}{C} = \frac{\Delta d}{d} + \frac{\Delta l}{l} - \frac{\Delta h}{h}$$  \hspace{1cm} (2.2)

where it can be noted that $\Delta d/d$, $\Delta l/l$, and $\Delta h/h$, can be expressed as strain components $\varepsilon_x$, $\varepsilon_y$, and $\varepsilon_z$, respectively. Assuming a plane stress condition, $\varepsilon_z = -\nu/(1 - \nu) \cdot (\varepsilon_x + \varepsilon_y)$, a relative change in capacitance $\Delta C$ can be related to a change in the sensor’s deformation as:

$$\frac{\Delta C}{C} = \lambda (\varepsilon_x + \varepsilon_y)$$  \hspace{1cm} (2.3)

where $\nu$ is the sensor material’s Poisson’s ratio taken as $\nu \approx 0.49$ (Wilkinson et al., 2004). Therefore, $\lambda = 1/(1 - \nu) \approx 2$ represents the gauge factor of the sensor. A key advantage of the SEC is its capability to measure the additive strain of a structure, as shown in equation (2.3).
Algorithm 1 Pseudocode for the strain map adjustment algorithm

1: Build and run the initial kriging model.
2: Use the kriging model to calculate the estimated SEC signal.
3: Calculate the difference between the SEC signal and the kriging model’s estimated SEC signal.
4: while difference > difference threshold do:
   5: Add the difference to the SEC signal.
   6: Build and run the updated kriging model.
   7: Use the updated kriging model to calculate the estimated SEC signal.
   8: Calculate the difference between the SEC signal and the kriging model’s estimated strain.
9: end while
10: Build the final kriging model based on the adjusted SEC signal.
11: Run the final kriging model to develop improved additive strain maps.

2.2.2 Kriging (Gaussian Process Regression)

Kriging (or Gaussian process regression) is a statistical process in which interpolated values are obtained from a spatially dependent set of training data. As a general rule, kriging seeks to predict the value of a function at the point of interest by computing a spatially weighted average of the training points in the neighborhood (Rasmussen, 2004; Shahriari et al., 2016). The spatial variability of a generalized spatially continuous process at a location $x$, denoted as $Z(x)$, can be represented as:

$$Z(x) = \mu(x) + \epsilon(x) \quad (2.4)$$

where $\mu(x)$ is the mean value of the process and $\epsilon(x)$ deals with the small-scale spatial variation in the process. When considering a noisy process, $\epsilon(x)$ is typically related to the noise (i.e. error) term. In cases where the prediction mean $\mu(x)$ varies smoothly, universal kriging (sometimes called kriging with external drifts or regression kriging) is preferred (Hengl et al., 2004). When considering external drifts and expressing $n$ observations (training points) as $z(x_1), z(x_2), ..., z(x_n)$, the value at a new, unsampled location $x_0$ can be predicted as the sum of the drift component ($\hat{m}$) plus the residual ($\hat{e}$):

$$\hat{z}(x_0) = \hat{m}(x_0) + \hat{e}(x_0) \quad (2.5)$$

where the drift term $\hat{m}$ is fit onto an assumed trend term using linear regression. Various trend terms have been used to model the large-scale spatial variations in the sample data and these terms include linear, polynomial, and
point logarithmic (Tonkin and Larson, 2002). This work uses a regional linear trend to estimate the mean value at $x_0$ (Kitanidis, 1997). The universal kriging predicted value $\hat{z}(x_0)$ can be solved for in a matrix notation as:

$$\hat{z}(x_0) = q_0^T \cdot \hat{\beta} + \lambda_0^T \cdot e$$  \hspace{1cm} (2.6)

where $q_0$ is a vector of the predictors at $x_0$, $\hat{\beta}$ is a vector that contains the estimated drift term coefficients, $\lambda_0$ is a vector of $n$ kriging weights determined by the covariance function, and $e$ is a vector that contains all the regression residuals. The unknown drift term coefficients, $\hat{\beta}$, can be solved for using the generalized least squares technique, formulated as:

$$\hat{\beta} = (q^T \cdot C^{-1} \cdot q)^{-1} \cdot q^T \cdot C^{-1} \cdot z$$  \hspace{1cm} (2.7)

where $q$ is the matrix of the predictors at all observed locations, $z$ is the sampled observations, and $C$ is the covariance matrix of residuals:

$$C = \begin{bmatrix} C(x_1, x_2) & \cdots & C(x_1, x_n) \\ \vdots & \ddots & \vdots \\ C(x_n, x_1) & \cdots & C(x_n, x_n) \end{bmatrix}$$  \hspace{1cm} (2.8)

The covariance between point pairs $C(x_i, x_j)$, separated by a distance $d$, in the covariance matrix are then estimated using a variogram model. Different forms of variogram models (variance functions) have been developed to model the spatial correlation in the random space between point pairs. Examples of variogram models include the Gaussian, exponential, spherical, linear and power models. For the purpose of this work, the power model was selected due to its simplicity and capability to estimate unbounded spatial variances (Oliver and Webster, 2014). The power variogram model is expressed as $s \cdot d^\alpha + n$, and used to form the piecewise semivariance function $\gamma(d)$:

$$\gamma(d) = \begin{cases} 0 & d = 0 \\ s \cdot d^\alpha + n & 0 \leq d \end{cases}$$  \hspace{1cm} (2.9)

where $s$ is a scaling factor, $\alpha$ is the exponent (between 1 and 1.99), and $n$ is the nugget term (Kitanidis, 1997). The nugget term accounts for the “noise” in the measurement as it represents the random deviations from the otherwise smooth spatial data trend. $\gamma(d)$ is related with the covariance function for a point wise pair as $\gamma(d) = n - C(x_i, x_j)$. As represented in Equation 2.9, this work considers measurements that are “exact”, meaning that at the training points the variogram is forced to be zero (i.e. the predicted values at the training points will be equal to the observed values
at these points). Lastly, considering that the generalized least squares accounts for the spatial correlation of residuals, Equation 2.6 can be expressed as:

$$\hat{z}(x_0) = q_0^T \cdot \hat{\beta} + \lambda_0^T \cdot (z - q \cdot \hat{\beta})$$

(2.10)

Given that various points of interest are sampled with sufficient density, the universal kriging process outlined here can create a near continuous interpolation of a sampled process. More details about the kriging model can be found in reference (Kitanidis, 1997). This work utilized PyKrige, an open source kriging toolkit for Python, for the development and solving of the universal kriging interpolation models (rth et al., 2018).

### 2.3 Strain Map Adjustment Algorithm

![Flowchart detailing the strain map adjustment algorithm.](image)

The use of traditional interpolation methods (including kriging and radial basis functions) for the estimation of full-field strain maps for structures monitored by an SEC-based sensing skin only considers the sensor location and
The proposed strain map adjustment algorithm improves the accuracy of the full-field strain maps by fusing the sensor geometry, along with the sensor location and signal, into the strain maps.

The proposed algorithm maintains the assumption that the signal of the SEC is located at the center of the SEC. However, the additive strain measured by the sensor corresponds to the average strain under the sensing area, and is therefore not equal to the additive strain found at the center. It should also be noted that the discrepancy between these two values increases with either an increase in sensor size or an increase in strain map complexity. The proposed strain map adjustment algorithm is presented as a flowchart in figure 2.2, described as a pseudocode in algorithm 1, and discussed it what follows. First, a universal kriging model, denoted as UK in the following equations, is trained using the SEC sensor locations $I^{SEC}$ and their measured additive strain data $O^{SEC}$:

$$
\varepsilon(x, y) = UK\left((x, y)|\mathcal{D} = \{(I^{SEC}, O^{SEC})\}\right)
$$

(2.11)

where $\varepsilon(x, y)$ is the additive strain at an arbitrary point $(x, y)$. The Gaussian process or kriging model for this arbitrary point is denoted $UK((x, y)|\mathcal{D})$ where $\mathcal{D}$ is the data set used for training the model. Considering an SEC sensor location
i, the average strain value for the area monitored by the sensor, written as $O_{SEC,estimated}^i$, is extracted from the 2-D additive strain field $\varepsilon(x, y)$ such that:

$$O_{SEC,estimated}^i = \frac{1}{n} \sum_{z=1}^{n} \varepsilon(x_z, y_z)$$  \hspace{1cm} (2.12)

where $n$ is the number of strain points under the SEC sensor $i$ that are sampled from the kriging model. Next, the difference between the measured strain for a sensor ($O_{SEC}^i$) and the strain estimated by the kriging model at that location ($O_{SEC,estimated}^i$) is given by:

$$\xi_i = O_{SEC}^i - O_{SEC,estimated}^i$$  \hspace{1cm} (2.13)

Once $\xi_i$ has been solved for, it is used to update the strain value measured by the sensor ($O_{SEC}^i$) and create an adjusted SEC signal value:

$$O_{SEC,adjusted}^i = O_{SEC}^i + \xi_i$$  \hspace{1cm} (2.14)

Combining $O_{SEC,adjusted}^i$ for all sensors in the sensing skin yields the vector $O_{SEC,adjusted}$. These adjusted strain values, resulting from a fusion of SEC signals, locations, and geometries, are used to train a new kriging model:

$$\varepsilon(x, y) = UK((x, y)|\mathcal{D} = \{(I_{SEC}, O_{SEC,adjusted})\})$$  \hspace{1cm} (2.15)

and therefore, a new additive strain field $\varepsilon(x, y)$. This process of obtaining estimated SEC strain signals from the kriging-estimated strain field, adjusting the SEC signals based on the difference between the real and estimated signals, and resolving the kriging-estimated strain field based on the adjusted signals is repeated until a stop condition is met. In this work, the stop condition requires every $\xi_i$ to fall below 0.1 $\mu$e.

A graphical representation of the strain map adjustment algorithm for a simplified 1-D case is presented in figure 2.3. This 1-D pseudo strain data was created to represent a relatively complex strain topography that is monitored by five SECs. The measurement of each SEC is the mean strain over the area monitored by the SEC. The real strain distribution is represented by the thin black line with the real strain value at the center of the SEC denoted by the filled black circles. The geometric transition from one SEC to another is denoted by the dotted vertical line. The strain map adjustment algorithm starts with the strain value measured by the $i$th SEC from the real strain distribution to form the data point $O_{SEC}^i$. For the purpose of this simplified 1-D case, this measurement is obtained without considering any noise in the signal and is represented by the hollow black circle in figure 2.3. These strain measurements can be observed to correctly estimate the strain value at the center of the sensor for sensor locations that monitor linear strain.
distributions (i.e. SECs 1, 4, and 5) while either overestimating or underestimating the strain value for locations that monitor more complex strain distributions (i.e. SECs 2 and 4). Once the SEC measurements have been obtained, a kriging model is generated that uses the SEC-measured strain as the input for the model, this model is then densely sampled over the entire distance to create a near continuous strain distribution as represented by the dashed blue line. Note that the model goes through the data points used in training the model and as such this initially estimated strain distribution can be observed to overestimate the strain at SEC 2 and underestimate the strain at SEC 3. Now the estimated SEC signal ($O^{\text{SEC,estimated}}_i$) is obtained from the densely sampled initial kriging model, and for $i = 3$ (SEC 3), this value is shown as a blue x in the inset of figure 2.3. Next the difference between $O^\text{SEC}_i$ and $O^{\text{SEC,estimated}}_i$ can be calculated from Equation 2.13 and used to adjust the SEC signal used in training the adjusted kriging model (or the next adjusted SEC signal in the case of additional iterations) as denoted in Equation 2.14. This newly adjusted SEC signal is represented by an orange filled circle in the inset of figure 2.3 and is termed the 1st adjusted SEC signal. This process is repeated until the adjusted SEC signal converges to the measured SEC signal. These adjusted SEC signals, which are closer to the real strain values at the center of the SEC, can then be used to generate kriging models that better reproduce the shape of the strain topology over the entire area of interest. For this example, only two iterations are required to generate a kriging model that shows a marked improvement over the original kriging-estimated strain topography as shown by the dotted green line in figure 2.3.

Figure 2.4 Experimental setup used as the basis for the numerical validation and for generating experimental data used in this work.
Figure 2.5 Experimental data for a sensor on the experimental test setup used showing: (a) dynamic response for a sinusoidal input load; (b) static response for a constant load; and (c) q-q plot of the static load compared to a normal distribution.
2.4 Methodology

This section starts by introducing the experimental test setup that forms the basis for both the numerical validation and experimental verification performed in this work. After, a brief noise quantification study is performed on an SEC from the experimental setup to provide realistic noise characteristics for the numerical study. Lastly, the numerical and experimental studies are presented.

2.4.1 Experimental Setup

The strain map adjustment algorithm presented in this work is numerically validated and experimentally verified using the configuration shown in figure 2.4. The numerical investigation is conducted on an FEA model of the plate for a variety of sensor layouts. The experimental test setup consists of a fiberglass plate with a geometry of $500 \times 900 \times 2.6 \text{ mm}^3$. The plate is driven by a stepper motor mounted under the plate and connected to the plate through a series of mechanical linkages. The left-hand side of the plate is bolted to an aluminum support ($12.7 \times 76.2 \times 500 \text{ mm}^3$). This bolted connection forms a rigid connection that was added to eliminate strain complexities from a direct connection of the hinge to the fiberglass plate. This rigid connection is attached to the frame through a pinned connection. The right-hand side of the plate is restrained in the vertical direction by a roller. This roller consists of two lightly greased rods of diameter $12.7 \text{ mm}$ mounted on both the top and bottom of the plate. This experimental setup was previously used in a study related to developing uni-directional strain maps from the SEC-based sensing skin (Sadoughi et al., 2018).

![Figure 2.6 Schematic representation of the experimental plate with the identifiers (A-F) used for annotating the loading points for the ten load cases presented in Table 2.3.](image-url)
Table 2.1 Parameters used in constructing the FEA model.

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>elements total</td>
<td>298,065</td>
</tr>
<tr>
<td>elements type</td>
<td>linear brick</td>
</tr>
<tr>
<td>Abaqus element type</td>
<td>C3D8R</td>
</tr>
<tr>
<td>elements (aluminum connection)</td>
<td>32,340</td>
</tr>
<tr>
<td>elements (fiberglass plate)</td>
<td>265,725</td>
</tr>
<tr>
<td>element nodes</td>
<td>8</td>
</tr>
<tr>
<td>element integration points</td>
<td>1</td>
</tr>
<tr>
<td>Young’s Modulus (aluminum)</td>
<td>68.9 GPa</td>
</tr>
<tr>
<td>Young’s Modulus (fiberglass)</td>
<td>15 GPa</td>
</tr>
<tr>
<td>Poisson’s ratio (aluminum)</td>
<td>0.33</td>
</tr>
<tr>
<td>Poisson’s ratio (fiberglass)</td>
<td>0.21</td>
</tr>
<tr>
<td>density (aluminum)</td>
<td>2,700 kg/m³</td>
</tr>
<tr>
<td>density (fiberglass)</td>
<td>2,100 kg/m³</td>
</tr>
<tr>
<td>plate dimensions</td>
<td>500 × 900 × 3.18 mm³</td>
</tr>
</tbody>
</table>

2.4.2 SEC Noise Quantification

A noise signature is extracted from the experimental test setup for the SEC sensor just to the left of the loading point in Figure 2.4 for the purpose of evaluating the robustness of the strain map adjustment algorithm with respect to noise. The SEC was selected at this location as it experienced a relatively high level of strain during dynamic testing and the length of the cable connecting the SEC sensor to the DAQ is of average length. Figure 2.5 presents the data for the single sensor under a dynamic (Figure 2.5(a)) and static (Figure 2.5(b)) load case. The experimental data for the static load case, sampled at 17 samples per second, was found to have a standard deviation of $\sigma = 32 \mu e$. The red line in Figure 2.5(b) is the best-fit linear regression of the data over the 60-second test. In total, the data was found to drift $4.12 \mu e$ with $r-$ and $p$-values of -0.056 and 0.048 respectively. The capability of a normal distribution to effectively estimate the SEC signal noise is demonstrated by the q-q plot presented in Figure 2.5(c). Therefore, a noise with a normal distribution and a standard deviation of $\sigma = 32 \mu e$ is deemed appropriate for conducting simulations of the strain map adjustment algorithm with respect to noise.

2.4.3 Numerical Validation

Numerical validation of the strain map adjustment algorithm is performed using 10 load cases of varying complexities applied to an Abaqus FEA model of the experimental test setup (Hibbit et al., 2007). The FEA model was
designed to replicate the experimental test setup. In addition to modeling the fiberglass plate, the FEA model also considers the rigid aluminum connection on the left-hand side of the plate. The model is constructed of 298,065 linear brick elements, each with eight-nodes and one integration point. This model configuration was found to have an error of less than 1% when compared to a densely-meshed (1.2 million elements) version of the same FEA model. In the fiberglass plate, nine elements are used through its thickness to prevent shear locking. The plate’s connection, pinned on the left-hand side and a roller on the right-hand side, were modeled as ideal connections. The material properties of the fiberglass were obtained experimentally while the properties of the aluminum were taken from the material’s data sheet supplied by the distributor. The key parameters of the FEA model are listed in Table 2.1.

The 10 loading cases are presented using figure 2.6 and table 2.3 where figure 2.6 details the locations of the seven loading location identifiers (A-F) consisting of four loading points (A-D) and three uniform loading conditions (E-G).
Table 2.2  Values associated with the maximum compressive and tensile strain for the load cases presented in figure 2.7.

<table>
<thead>
<tr>
<th>Load Case</th>
<th>Max Compressive Strain (µε)</th>
<th>Max Tensile Strain (µε)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load Case 1</td>
<td>-1572</td>
<td>1572</td>
</tr>
<tr>
<td>Load Case 2</td>
<td>-1938</td>
<td>1938</td>
</tr>
<tr>
<td>Load Case 3</td>
<td>-7160</td>
<td>7160</td>
</tr>
<tr>
<td>Load Case 4</td>
<td>-1135</td>
<td>1135</td>
</tr>
<tr>
<td>Load Case 5</td>
<td>-1965</td>
<td>1965</td>
</tr>
<tr>
<td>Load Case 6</td>
<td>-1043</td>
<td>1043</td>
</tr>
<tr>
<td>Load Case 7</td>
<td>-907</td>
<td>907</td>
</tr>
<tr>
<td>Load Case 8</td>
<td>-1266</td>
<td>1266</td>
</tr>
<tr>
<td>Load Case 9</td>
<td>-1239</td>
<td>1239</td>
</tr>
<tr>
<td>Load Case 10</td>
<td>-6797</td>
<td>6797</td>
</tr>
</tbody>
</table>

Table 2.3 lists the displacement for each of the identifiers for the 10 load cases considered. In the case that a specific location is unused for a load case, its correlating position in table 2.3 is left empty. A displacement of zero denotes a loading point that is fixed at 0 mm of displacement. The strain maps produced for these 10 load cases are shown in figure 2.7. These load cases were selected to develop strain maps that produced varying amounts of asymmetry and strain map complexity. For each load case, the strain maps are normalized to either their maximum compressive or tensile strain values to help the visualization of results such that the no strain condition is the same color for each plot. The values associated with the maximum compressive and tensile strain for the load cases are listed in table 2.2.

The numerical validation also investigated the effect of changing sensor densities on the accuracy of both the traditional kriging and adjusted kriging strain maps. To do this, an algorithm was formulated that covered the monitored area of the fiberglass plate with an evenly spaced grid of square SEC sensors. This algorithm started with six sensors and progressively added square sensors to the fiberglass plate by reducing the size of each individual sensor. Every combination of square sensors arranged in a rectangular grid formed from six to 500 sensors was considered, with a total of 39 different grid configurations considered. Figure 2.8 shows the SEC sensor layouts for three different sensor densities. As the strain map adjustment algorithm seeks to only update the strain value at the center of each SEC, the spaces between the SECs do not have a direct effect on the strain map interpolations. However, this unmonitored area does have a secondary effect on the performance of the algorithm as an area that is not monitored by a sensor will not be fused into the adjusted additive strain map. For uniformity, this work considers only SEC sensors of a square...
Figure 2.9  SEC and RSG layout of the experimental test setup used for experimental validation.

geometry. The investigation of other dense sensor network configurations, including those with non-uniform sensor densities, geometries, and sizes, are beyond the scope of this introductory work.

2.4.4 Experimental Verification

The experimental verification for the strain map adjustment algorithm was performed using a network of 40 SECs deployed as a grid onto the fiberglass plate. The layout of these SECs is presented in figure 2.9. In addition to the 40 SECs, 20 RSGs were deployed onto the fiberglass plate for the purpose of validating the strain map adjustment algorithm at various locations on the plate. The RSGs (model #FCA-5-350-11-3LJBT, manufactured by Tokyo Sokki Kenkyujo) were deployed in pairs, each individually measuring $\varepsilon_x$ and $\varepsilon_y$. The 40 SECs were deployed in a $5 \times 8$ grid array, each monitoring an area of $38 \times 38 \text{ mm}^2$. The DAQ system consists of 10 custom-built capacitance measurement devices (annotated as SEC DAQ in figure 2.4) that also generate an active shield for the cable that removes the parasitic capacitance found in the cable. In addition to these devices, a chassis (cDAQ-9178, manufactured by National Instruments) was used to hold three quarter bridge analog input (NI-9236) modules for measuring the RSGs, an analog input module (NI-9205) for measuring the LVDT, and a digital output module (NI-9472) for sourcing a trigger to ensure the SEC and RSG data is sampled simultaneously. Additionally, an LVDT (model #0244, manufactured by Trans-Tek) was mounted to the plate to record the plates center displacement. All the data sources were measured at 17 samples per second. Lastly, to remove the high-frequency noise found in the SEC signal, a fifth-order Butterworth filter with a cutoff frequency of 10 Hz was used. The effects of this filtering can be seen in figure 2.5(a). No filtering was needed for either the RSG or LVDT data.
Table 2.3 Displacements associated with the identifiers (A-F) from figure 2.6 for the 10 loading conditions considered for this study

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>load case 1</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>load case 2</td>
<td></td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>load case 3</td>
<td>0</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>load case 4</td>
<td></td>
<td></td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>load case 5</td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>load case 6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>load case 7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>load case 8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>load case 9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>load case 10</td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The experimental validation considered two experimental load cases. First, load case 1 (similar to load case 1 in the numerical investigation) is used to verify the strain map adjustment algorithm for a relatively simple load case. This load case is produced at the center of the plate by the stepper motor located under the plate. The plate is displaced 5 mm from its initial condition harmonically at 0.25 Hz. Second, an asymmetric load is generated to verify the strain map adjustment algorithm under a more complex loading condition. To generate this asymmetric load, a 0.5 kg mass is added at the center of the plate along its top edge (see Figure 2.9) then the plate is excited using the stepper motor in the same manner as load case 1. For both cases, the experimental data is investigated over two complete cycles.

2.5 Results

This section presents the results from both the numerical and experimental studies. First, a detailed evaluation of the strain map adjustment algorithm for load case 4 is presented, followed by a discussion on the results for all ten load cases. Lastly, the experimental results are discussed.
Figure 2.10 Strain maps generated for load case 4: (a) using the traditional kriging method; (b) using the strain map adjustment algorithm; and (c) showing the RMSE as a function of number of iterations for the strain map adjustment algorithm where the inset shows the improvement in strain between the traditional kriging method and the proposed algorithm.
2.5.1 Numerical Validation

Results for the strain map adjustment algorithm for load case 4, monitored with 28 SECs as shown in figure 2.8(b), are presented in figure 2.10. The combination of load case 4 with 28 SECs was selected due to its capability to demonstrate both portions of the strain field where the strain map adjustment algorithm improves the accuracy of the strain map (i.e. near the load case) and portions where its benefit is less obvious (i.e. portions the strain topography that are relatively simple). To expand, figure 2.10 presents both the plate’s real strain map and its kriging-estimated strain maps using the traditional kriging method (figure 2.10(a)) and the strain map adjustment algorithm (figure 2.10(b)). Figure 2.10(c) reports the RMSE error between the real strain map and that estimated using the strain map adjustment algorithm over each successive iteration of the algorithm. In figure 2.10(c) the initial condition is the strain map generated using a traditional kriging method (figure 2.10(a)) and therefore does not incorporate the sensor geometry into the strain map interpolation. Conversely, the strain map for iteration 16 (figure 2.10(b)) incorporates the sensor geometry into the reconstructed strain maps. The inset in figure 2.10(c) shows the reduction in strain map reconstruction error (measured as $\mu \varepsilon$) by the strain map adjustment algorithm (figure 2.10(b)) over the traditional kriging method (figure 2.10(a)). The strain map adjustment algorithm generates a considerable improvement near the loading point at the top center of the plate where the traditional kriging method underestimates the real strain value. Furthermore, the algorithm generally improves the accuracy of the strain map over the entire plate.

Figure 2.11 reports the results for the ten cases used in the numerical validation in terms of the root mean squared error (RMSE) where the error is measured at every point of the strain map. Results are reported for the RMSE from both the traditional kriging method and for the strain map adjustment algorithm. These results are reported with and without noise added to the system. Overall, the strain maps developed using the strain map adjustment algorithm have less error than those developed using the traditional method. A few notable results for some specific load cases are as follows. First, it should be noted that in every load case considered for the no-noise conditions the adjusted strain maps are capable of achieving a level of error that would require far more sensors than if the strain map adjustment algorithm was not used. When noise was added to the sensor signal and for loading conditions that developed low levels of strain (e.g. load cases 1, 4, and 7), the benefit of using the strain map adjustment algorithm for a given number of SECs was reduced but never worst than the traditional kriging method's error levels. Next, it can be noticed that load cases 4 and 5 experience an increase in error for an increase in the number of sensors deployed in the dense sensor network before leveling out once a certain number of sensors are used. This increase in RMSE for load cases 4 and 5 come from the very center of the plate where the kriging method underestimates the peak strain value due to
Figure 2.11  RMSE results for both the traditional kriging and the adjusted kriging methods for all ten load cases, considered both with and without noise.
Figure 2.12 Temporal RMSE results for the 0.25 Hz loading condition under the experimental: (a) load case 1; and (b) load case 2. This figure appears as a video in the online version of this paper.

sensors being positioned right on top of this high strain concentration. However, in both of these cases, the strain map adjustment algorithm is capable of compensating for this concentrated strain location.

2.5.2 Experimental Verification

The experimental results for the 40 sensors deployed on the experimental test setup are presented in figure 2.12. The strain maps in figure 2.12(a) report the full-field strain maps developed using the strain map adjustment algorithms for both load cases. For the experimental study the RMSE is measured at the 20 RSG locations on the plate. The RSGs are used for this task due to their higher accuracy when compared to the SECs, and capability to measure
the additive strain at any location when their signals are added together. As expected, the RMSE for both load cases generally increases when the displacement is increasing and is near either its maximum upward or maximum downward displacement. Load case 1 (figure 2.12(b)) does report lower error values than load case 2 2.12(c)). This increase in the error for load case 2 is to be expected given the general increase in the complexity of the strain topography for load case 2, as seen in figure 2.12(a). Additionally, for two brief moments in load case 2 around 3.4 and 7.4 seconds, the adjusted strain map reports a higher level of error than those generated using the traditional kriging methods. This can be attributed to the relatively small number of RSG gauges used for quantifying the error of the full-field strain maps.

2.6 Conclusion

This work proposed an algorithm that fuses the locations of strain sensors, their signals, and the geometry of a network of sensor constituting a sensing skin into an approximated full-field strain map. These sensors, termed the soft elastomeric capacitors (SECs), are a large-area electronic that are capable of covering large areas at low costs. Given that each SEC measures the summation of a structure’s orthogonal strains (i.e. $\varepsilon_x + \varepsilon_y$), the SECs deployed in a network configuration are capable of reproducing the full-field additive strain map of a structure. These full-field strain maps can then be used to extract physics-based features for real-time condition assessment. Examples of the physics-based features include changes in strain maps and deflection shapes.

The proposed algorithm improves the quality of these full-field strain maps by fusing the sensor size into a traditional strain field interpolation that only uses the sensor location and signal. This work used kriging as the interpolation method. However, other interpolation methods including cubic splines and radial bias functions could also be used. The improvement in the additive full-field strain map generation is accomplished through iterative adjustments to the measured SEC signal used as the input to the kriging model until the measured SEC signal matches the SEC signal estimated using the kriging model. Therefore, the newly proposed algorithm fuses data from the SEC’s location, signal, and geometry to produce a full-field strain map. Results from numerical and experimental investigations show that the proposed strain map adjustment algorithm is capable of generating improved full-field strain maps over those produced using the traditional kriging method.
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Abstract

The authors have recently developed a soft-elastomeric capacitive (SEC)-based thin film sensor for monitoring strain on mesosurfaces. Arranged in a network configuration, the sensing system is analogous to a biological skin, where local strain can be monitored over a global area. Under plane stress conditions, the sensor output contains the additive measurement of the two principal strain components over the monitored surface. In applications where the evaluation of strain maps are useful, in structural health monitoring for instance, such signal must be decomposed into linear strain components along orthogonal directions. Previous work has led to an algorithm that enabled such decomposition by leveraging a dense sensor network configurations with the addition of assumed boundary conditions. Here, we significantly improve the algorithm’s accuracy by leveraging mature off-the-shelf solutions to create a hybrid dense sensor network (HDSN) to improve on the boundary condition assumptions. The system’s boundary conditions are enforced using unidirectional RSGs and assumed virtual sensors. Results from an extensive experimental investigation demonstrate the good performance of the proposed algorithm and its robustness with respect to sensors’ layout. Overall, the proposed algorithm is seen to effectively leverage the advantages of a hybrid dense network for application of the thin film sensor to reconstruct the surface strain fields over large surfaces.
Keywords: structural health monitoring, capacitive-based sensor, soft elastomeric capacitor, flexible membrane sensor, sensor network, signal decomposition, strain measurement.

3.1 Introduction

Structural health monitoring (SHM) is the automation of damage detection, localization, and prognosis of structural systems or components. The monitoring of large-scale systems, here termed mesosystems, is especially challenging due to the inherent geometric size and complexity (Laflamme et al., 2015). Mesosystems, including aerospace structures, energy systems and civil infrastructures are traditionally inspected and maintained via time-based or breakdown-based maintenance strategies. The use of SHM to enable condition-based maintenance (CBM) may lead to strong economic benefits for owners, operators, and society. Of particular interest is the field of wind energy system, where CBM is known to have substantial economic benefits (Chang et al., 2003; Ciang et al., 2008; Adams et al., 2011).

Monitoring solutions for mesoscale structures need to be capable of global (e.g., loss of stiffness, changing boundary conditions) and local (e.g., localizing material failure, crack propagation, and fastener loosening) condition assessment over strategic locations. However, distinguishing a localized change in a structure from a global change is difficult using existing technologies and methods (Zou et al., 2000; Ubertini et al., 2014). The task is often complicated by the dependence of sensor signals on environmental effects such as temperature and humidity (Gross et al., 1999; Rumsey and Paquette, 2008). The ability to monitor local damage over a global scale necessitates a large array of sensors (Ciang et al., 2008). However, the cost incurred in using traditional sensors can be hard to financially justify (Frangopol and Messervey, 2009).

A solution to the local-global monitoring challenge involves the utilization of flexible skin-like membranes. Such films, often termed electronic artificial skins, e-skins, or sensing skins are thin electronic sheets that mimic biological skin. Research on sensing skin has recently gained popularity with advances in the field of flexible electronics (Laflamme et al., 2015; Rogers et al., 2010). Dense sensor network applications of skin sensors have also been reported. Lee et al. (Lee et al., 2006) demonstrated a flexible capacitive tactile sensor. Experimentally verified using a 16 × 16 array of tactile cells, this artificial skin has a spatial resolution of 1 mm. Xu et al. (Xu et al., 2003) utilized a 36-sensor array of resistive heating elements on a flexible polyimide film to measure shear stress topography and flow separation on the leading edge of a delta-wing structure during wind tunnel tests. Recently, research has progressed towards microelectromechanical systems (MEMS) based flexible skins without the need for rigid packages (Ahmed et al., 2012; Mahmood et al., 2015). Large sensing sheets of strain gauges with embedded processors on a 50 µm thick
polyimide sheet have been proposed, with applications to crack detection and localization (Hu et al., 2014; Tung et al., 2014).

The use of resistance-based thin-film strain sensors fabricated with carbon nanotubes has attracted considerable attention in the last decade. Examples of such sensors include a strain sensor fabricated from single-walled carbon nanotubes (SWCNT) exhibiting a gauge factor between 1 and 5 (Kang et al., 2006), a highly sensitive sensor also using SWCNT but resulting in a gauge factor of 269 (Chang et al., 2008). Advanced methods for constructing flexible membranes reinforced with self-assembled arrays of SWCNT have been investigated (Grilli et al., 2014) and show great potential for the development of robust sensing skins. Transparent elastic conductors capable of transducing strain and pressure, essential in certain electronic and optoelectronic applications, have been fabricated with conductivities as high as 2,200 S/cm in the stretched state (Lipomi et al., 2011). Integrated sensor-electronic have been developed from SWCNT-polymer composite patterned onto a flexible polyimide substrate using optical lithography yielding a gauge factor of 0.77 and a resolution of 50 µε (Burton et al., 2016). Strain transducers based on SWCNT have been demonstrated for measuring high strain applications, up to 280%, such as that needed for human-motion detection (Yamada et al., 2011).

Capacitive-based sensing skins have also been studied for measuring strain (Suster et al., 2006), pressure (Lee et al., 2016), triaxial force (Dobrzynska and Gijs, 2012), and humidity (Geng et al., 2016). Capacitive-based sensors offer the potential to be highly applicable to mesoscale monitoring as they are less affected by temperature changes and can be manufactured using various techniques, including high-speed offset lithography printing process (Harrey et al., 2002). The challenge in the fabrication of sensing skins for mesosensing lies in the selection of an inexpensive polymer mix that is robust to environmental conditions (Metzger et al., 2008). In the same framework of low-cost sensing skins for mesoscale systems, the authors have previously developed a soft elastomeric capacitor (SEC). The proposed SEC was designed to be inexpensive with an easily scalable manufacturing process (Yoda, 1998). The SEC is fabricated from an inexpensive nanocomposite based on a styrene-co-ethylene-co-butylene-co-styrene (SEBS) block co-polymer matrix filled with titania (dielectric) and carbon black (electrodes) particles and is customizable in shape and size (Laflamme et al., 2013a,b). Static (Laflamme et al., 2013b) and dynamic behaviors (Laflamme et al., 2015; Saleem et al., 2015) have been characterized, including damage detection applications in wind turbine blades (Laflamme et al., 2016) subjected to random wind loading (Ubertini and Giuliani, 2010), and the effectiveness of a dense sensor network for detecting fatigue cracks has been demonstrated (Kharroub et al., 2015).

A particular feature of the SEC is that it measures additive in-plane strain, instead of a traditional measurement of the linear strain along a single direction. When used in a dense sensor network (DSN) the SEC is able to monitor local additive strain over large areas. Therefore, the signal can be used to reconstruct strain maps, provided that the
additive strain is decomposed into linear strain components along two orthogonal directions. The authors presented an algorithm in (Wu et al., 2015) designed to leverage a DSN configuration to enable strain field decomposition. The algorithm assumed a shape function and classical Kirchhoff plate theory and solved for the coefficients of the shape function using the least squares estimator (LSE). Numerical simulations showed the promise of the algorithm. However, the proposed technique was limited by sensor placement along the edge of the plate, and the quality of the assumptions on the boundary conditions. It follows that boundary conditions can be difficult to assume for complex geometries and may be time-varying over the monitored structure’s lifetime.

In this work, the authors propose a hybrid DSN (HDSN) to alleviate limitations of the previously proposed strain decomposition algorithm (Wu et al., 2015). The HDSN considered here introduces resistive strain gauges (RSGs), a mature sensing technology capable of precise point measurements. However, due to their size, as well as technical and economic constraints, RSGs lack the ability to efficiently cover mesosurfaces (Liu et al., 2010). The HDSN presented here combines the SECs coverage capacity with the high precision measurements of RSGs. The LSE algorithm discussed above is expanded to include RSG readings and virtual sensing nodes at known boundary conditions. The enhanced LSE algorithm also introduces weighted matrices to the LSE algorithm to concatenate data, allowing for the enforcement of localized strain conditions and the fusion of unidirectional and additive strain sensors. The proposed strain decomposition algorithm is experimentally verified utilizing an HDSN consisting of 20 SECs and a variable number of RSGs, from 2 to 46, on a thin composite plate.

The paper is organized as follows. Section 3.2 provides a background on the SEC technology, including its electro-mechanical model and derivation of the prior LSE-based strain decomposition algorithm. Section 3.3 extends the algorithm to HDSN formulations. Section 3.4 illustrates the methodology used in the evaluation and validation of the algorithm. Section 3.5 reports and discusses algorithm results. Section 3.6 concludes the paper.

3.2 Background

The SEC, shown in figure 3.1(a), is a soft electronic element that transduces a change in the geometry (i.e. strain) into a change in capacitance. The fabrication process of the SEC is documented in (Laflamme et al., 2015). Briefly, its dielectric is composed of an SEBS block co-polymer matrix filled with titania to increase both its permittivity and durability. Both of its conductive plates are also fabricated from an SEBS, but this time filled with carbon black particles. All of the components used in the fabrication process are readily and widely available, and its fabrication process is relatively simple. It results that the SEC is a highly scalable skin sensor. In this section, the electro-mechanical
model of the SEC is derived and validated, and the basic strain decomposition algorithm previously developed by the authors reviewed.

3.2.1 Electro-Mechanical Model

The SEC is designed to measure in-plane strain ($x - y$ plane in figure 3.2(b)) and is adhered to the monitored substrate using an off-the-shelf epoxy along the $x - y$ plane. The sensor is typically installed after some pre-stretching to prevent any warping of the sensor under compressive loading of the monitored substrate. Assuming a relatively low sampling rate ($< 1$ kHz), the SEC can be modeled as a non-lossy capacitor with capacitance $C$, given by the parallel plate capacitor equation,

$$C = e_0 e_r \frac{A}{h}$$

where $e_0 = 8.854$ pF/m is the vacuum permittivity, $e_r$ is the polymer relative permittivity, $A = d \cdot l$ is the sensor area of width $d$ and length $l$, and $h$ is the thickness of the dielectric. Assuming small strain, the differential of equation (3.1) is expressed as

$$\frac{\Delta C}{C} = \left( \frac{\Delta l}{l} + \frac{\Delta d}{d} - \frac{\Delta h}{h} \right) = \varepsilon_x + \varepsilon_y - \varepsilon_z$$

Figure 3.1 (a) Picture of an SEC sensor compared with an RSG; and (b) sketch of an SEC’s geometry with reference axes.
where $\varepsilon_x$, $\varepsilon_y$ and $\varepsilon_z$ are linear strains in the $x$, $y$ and $z$ directions as shown in figure 3.2(b). An expression relating $\varepsilon_z$ to $\varepsilon_x$ and $\varepsilon_y$ can be obtained using Hooke’s law for plane stress

$$
\varepsilon_z = -\frac{\nu}{1-\nu} (\varepsilon_x + \varepsilon_y)
$$

which gives

$$
\frac{\Delta C}{C} = \lambda (\varepsilon_x + \varepsilon_y)
$$

with

$$
\lambda = \frac{1}{1-\nu}
$$

representing the gauge factor of the sensor. For SEBS, $\nu \approx 0.49$ (Wilkinson et al., 2004), which gives a gauge factor $\lambda \approx 2$. Equation (3.4) shows that the signal of the SEC varies as a function of the additive strain $\varepsilon_x + \varepsilon_y$. The linearity of the derived electro-mechanical model holds for mechanical responses up to 15 Hz (Laflamme et al., 2015). An altered electro-mechanical model has been derived in (Saleem et al., 2015) for modeling mechanical responses up to 40 Hz, but is not shown here for brevity.

### 3.2.2 Model Validation

The SEC’s electro-mechanical model has been validated at numerous occasions. A typical result is presented here. The test setup consists of a simply supported aluminum plate of dimensions 200 x 75 x 3 mm$^3$ subjected to a four-point load setup to provide a constant strain field across the SEC, mounted onto the bottom surface of the plate at half-length. The performance of the SEC is validated using an off-the-shelf resistive strain gauge (RSG) (Vishay Micro-Measurements, CEA-06-500UW-120) having a resolution of 1 $\mu$e. A quasi-static triangular load is applied using a servo-hydraulic fatigue testing machine (MTS). Data from the SECs are acquired using an inexpensive off-the-shelf data acquisition system (ACAM PCap01) sampled at 95.4 Hz. Data from the RSGs are measured using Hewlett-Packard 3852 data acquisition system at a sampling frequency of 55Hz. A time series of the measured responses of the SEC and RSG is plotted in figure 3.2a, where the signal of the SEC was converted into strain using the electro-mechanical model (equation (3.4)) specialized for uni-directional strain. Figure 3.2b is a plot of the measured strain from the SEC versus the applied strain. Results show a good agreement of the SEC data with the RSG data, and that the electro-mechanical model holds. The resolution of the sensor using this particular data acquisition setup is 25 $\mu$m.
Figure 3.2 (a) Comparison of strain time histories for the SEC and the RSG; and (b) measured strain by the SEC versus applied strain.

3.2.3 Strain Decomposition Algorithm

A strain decomposition algorithm was proposed in (Wu et al., 2015) to decompose the SEC signal (equation (3.4)) into linear strain components in two orthogonal directions. It is summarized in this subsection and later enhanced for HDSN applications.

The algorithm consists of assuming a parametric displacement shape function, from which the equations mapping strain in two orthogonal directions, $x$ and $y$, are derived. An LSE is then used to estimate the coefficients of strain maps that would best fit the signals of the SECs, which is done after enforcing boundary conditions. A polynomial displacement shape function has shown promise for conducting strain decomposition on a thin plate. Consider a cantilever plate of the type illustrated in figure 3.3 and an $n^{th}$ order polynomial to approximate its deflection shape $w(x, y)$ as

$$w(x, y) = \sum_{i=0}^{n} b_{ij} x^i y^j$$  \hspace{1cm} (3.6)

where $b_{ij}$ are regression coefficients and $i > 0$ to satisfy the displacement boundary condition on the clamped edge ($w(0, y) = 0$). Considering a network with $m$ sensors and collecting displacements at sensors’ locations in a vector $\mathbf{W} \in \mathbb{R}^{m \times 1}$, the following equation can be written from equation (3.6)
Figure 3.3 Cantilever plate with 20 SECS.

\[
W = \begin{bmatrix} w_1 & \cdots & w_k & \cdots & w_m \end{bmatrix}^T = HB \tag{3.7}
\]

where \( H \in \mathbb{R}^{m \times (n+1)} \) is called the location matrix and \( B \in \mathbb{R}^{n \times (n+1) \times 1} \) is the regression coefficients matrix. After straightforward computations, the following expressions are obtained for quantities contained in equation (3.7)

\[
H = \begin{bmatrix}
x_1 & x_1y_1 & \cdots & x_1y_1^n & x_1^2 & x_1^2y_1 & \cdots & x_1^2y_1^n & \cdots & x_1^n & x_1^ny_1 & \cdots & x_1^ny_1^n \\
\vdots & \vdots & \cdots & \vdots & \vdots & \vdots & \cdots & \vdots & \cdots & \vdots & \vdots & \cdots & \vdots \\
x_m & x_my_m & \cdots & x_my_m^n & x_m^2 & x_m^2y_m & \cdots & x_m^2y_m^n & \cdots & x_m^n & x_m^ny_m & \cdots & x_m^ny_m^n
\end{bmatrix} \tag{3.8}
\]

\[
B = \begin{bmatrix} b_{10} & \cdots & b_{ij} & \cdots & b_{nm} \end{bmatrix}^T \tag{3.9}
\]

Linear strain functions \( \varepsilon_x(x,y) \) and \( \varepsilon_y(x,y) \), along \( x \) and \( y \) directions, respectively, can be obtained from equation (3.7) by enforcing Kirchhoff plate Theory as:

\[
\varepsilon_x(x,y) = -\frac{c}{2} \frac{\partial^2 w(x,y)}{\partial x^2} = H_xB_x \tag{3.10}
\]

\[
\varepsilon_y(x,y) = -\frac{c}{2} \frac{\partial^2 w(x,y)}{\partial y^2} = H_yB_y \tag{3.11}
\]

where \( c \) is the thickness of the plate. Collecting linear strains at sensors locations along \( x \) and \( y \) directions in vectors \( E_x \) and \( E_y \), respectively, and making use of equation (3.6), the following expressions are derived

\[
E_x = H_xB_x \tag{3.12}
\]

\[
E_y = H_yB_y \tag{3.13}
\]
where \( H_x \) and \( H_y \) are the location matrices for sensors transducing \( e_x(x, y) \) and \( e_y(x, y) \), respectively. Furthermore, \( B_x \) and \( B_y \) are the corresponding regression coefficients matrices. Written in terms of sensors’ signals \( S \in \mathbb{R}^{m \times 1} \), the same equation reads:

\[
S = \begin{bmatrix} s_1 & \cdots & s_k & \cdots & s_m \end{bmatrix}^T = E_x + E_y = H_sB_s
\]

where, for convenience, the signal \( s_k \) for the \( k \)-th SEC sensor is taken as:

\[
s_k = \frac{\Delta C_k}{C_k} = e_x(x_k, y_k) + e_y(x_k, y_k)
\]

where \((x_k, y_k)\) denote the location of the \( k \)-th SEC sensor and \( H_s \) and \( B_s \) read as

\[
H_s = \begin{bmatrix} H_x \vert H_y \end{bmatrix}
\]

\[
B_s = \begin{bmatrix} B_x \vert B_y \end{bmatrix}
\]

Using sensors’ readings, the regression coefficient matrix \( B_s \) can be estimated as \( \hat{B}_s \) via an LSE:

\[
\hat{B}_s = (H_s^T H_s)^{-1} H_s^T S
\]

where the hat denotes an estimation. It follows that the strain maps can be reconstructed using

\[
\hat{E}_x = H_s \hat{B}_x \quad \hat{E}_y = H_s \hat{B}_y
\]

However, in its unaltered form, \( H_s \) is multi-collinear because \( H_x \) and \( H_y \) share multiple rows, resulting in \( H_s^T H_s \) being non-invertible. The solution utilized in (Wu et al., 2015) was to assume boundary conditions and replace selected rows of \( H_s \) with null coefficients or scaling factors, as determined by the particular boundary conditions. Such a strategy was numerically validated for the specialized case of a cantilever thin plate. While results demonstrated the overall promise of the algorithm, the quality of the assumptions on the boundary conditions limited the performance of the algorithm. In the section that follows, the algorithm is extended to include uni-directional data from RSGs, with the objective to minimize knowledge required on the components’ boundary conditions.

### 3.3 Extended LSE-based Algorithm using HDSN

The integration of a limited number of off-the-shelf sensors within an SEC network can have the advantage to add known strain values at given locations, therefore reducing or eliminating the reliance on boundary conditions...
assumptions. With the proposed HDSN configurations, RSGs are introduced at strategic locations to provide accurate boundary conditions within the LSE algorithm. Data from SECs and RSGs are fused in the algorithm using the same mathematical notation, with a prime to denote quantities that are generalized in the extended algorithm. In particular, the generalized sensors’ location matrix is defined as:

\[ H_s' = \begin{bmatrix} \Gamma_x H_x | \Gamma_y H_y \end{bmatrix} \]  \hspace{1cm} (3.20)

where \( \Gamma_x \) and \( \Gamma_y \) are appropriately defined diagonal weight matrices, as detailed in the following. The signal vector \( S' \), including both SEC and RSG signals, is defined as:

\[ S' = \begin{bmatrix} S_{SEC} \\ S_{RSG} \end{bmatrix} \]  \hspace{1cm} (3.21)

where \( S_{SEC} \) and \( S_{RSG} \) are matrices containing SEC and RSG signals, respectively. Equation (3.20) thus becomes:

\[ \hat{B}' = (H_s'^T H_s')^{-1} H_s'^T S' \]  \hspace{1cm} (3.22)

Weight matrices introduced in equation (3.20) are diagonal matrices composed of scalars, \( \gamma_{x,k} \) and \( \gamma_{y,k} \), associated with the \( k \)-th sensor. In particular, RSG signals are incorporated in \( H_s' \) using

\[ \gamma_{x,k} = 1, \quad \gamma_{y,k} = 0 \]  \hspace{1cm} (3.23)

when the \( k \)-th RSG measures strain along the \( x \)-axis only, or, alternatively,

\[ \gamma_{x,k} = 0, \quad \gamma_{y,k} = 1 \]  \hspace{1cm} (3.24)

when the \( k \)-th RSG measures strain along the \( y \)-axis only. Different weight values other than unity can be selected in the design to add more importance to particular sensors. For instance, \( \gamma > 1 \) can be selected for RSGs due to their high level of accuracy compared with the SEC technology, or for SECs installed along a known boundary condition.

The extended algorithm also includes virtual sensors based on knowledge about the system’s behavior. Virtual sensors are analogous to assumed boundary conditions, except that they are located at points on the edge of the strain reconstruction map. In the algorithm, virtual sensors are treated identically to RSGs and can also be used directly in the reconstruction of the strain maps. For instance, a sensor reading \( \varepsilon_y = 0 \) can be added under a clamped fixity that extends along the \( y \) axis.
The extended LSE-based algorithm is conceptually illustrated in figure 3.4. Dotted boxes in the figure represent the two new features added through the utilization of an HDSN. Both the virtual sensors and RSG signals can be utilized either fully or partly into the LSE or directly in the reconstruction of the strain maps as known points. Strain maps are decomposed at the sensors’ locations included in matrix $H_s'$ and reconstructed elsewhere using $C^2$ continuous biharmonic splines. The algorithm can be specified by constructing splines that interpolate decomposed strains from equation (3.19), strains measured by RSGs and/or strains known at virtual sensors locations.

![Figure 3.4 Modified strain decomposition algorithm.](image)

The described extended algorithm still includes boundary conditions on the SEC strain readings, as it was the case for the original algorithm, to provide the user with greater flexibility. For instance, in the case of a cantilever plate, the boundary condition along the fixity can be assumed as $e_y(0, a_y \leq y \leq L_y - a_y) = 0$, where $a_y$ is a positive constant such that $0 \leq a_y \leq L_y/2$ to account for different boundary conditions at corners. This assumed boundary condition is enforced for SECS installed along the fixity using $\gamma_{x,m} = 1, \gamma_{y,m} = 0$. 


3.4 Methodology

Validation of the strain decomposition algorithm presented in Section 3.3 is conducted experimentally on an HDSN. This section describes the methodology used for the experimental validation.

3.4.1 HDSN Configuration

The HDSN consists of 20 SECs and 46 RSGs deployed onto the surface of a fiberglass plate of geometry $74 \times 63 \times 0.32$ cm$^3$ fixed along one edge with clamps as shown in figure 3.5(a). Figure 3.5(b) is a schematic of the SEC and RSG sensor placement. Each SEC covers $6.5 \times 6.5 = 42$ cm$^2$ in area, laid out in a $4 \times 5$ grid array. The point node used in constructing the $H_e$ matrix is taken as the center of each SEC. RSGs used in the experimental setup are foil-type strain gauges of 6 mm length manufactured by Tokyo Sokki Kenkyujo, model FLA-6-350-11-3LT. They are aligned along the directions of the plate’s edges, in either a single or double configuration, individually measuring $\varepsilon_x$ and $\varepsilon_y$ as indicated in figure 3.5(b) by using circles and squares, respectively. The number of considered RSGs was purposely very large in order to provide enough measurement points to assess the performance of the algorithm as a function of the number of arbitrarily located RSGs.

![Figure 3.5](image)

Figure 3.5 (a) Picture of the experimental configuration; and (b) sensor nomenclature.

The plate is subjected to four different displacement-controlled load cases, listed in Table 3.1. Load case I consists of an upward uniform displacement along the free edge $\overline{BC}$ as shown in figure 3.5(b). Load case II is a downward uniform displacement along free edge $\overline{BC}$. Load case III is an upward point displacement under point A (directly under SEC 14), with points B and C restrained in the vertical direction. Load case IV consists of an upward displacement
at point C, with point B restrained in the vertical direction. The displacement controlled loads were applied using a frame built from extruded aluminum framing. Each test consisted of three 15-second sets of unloaded, loaded, and unloaded conditions, for a total of 45 seconds.

<table>
<thead>
<tr>
<th>loading case</th>
<th>point of applied displacement</th>
<th>displacement (mm)</th>
<th>vertical displacement restraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>BC</td>
<td>125</td>
<td>none</td>
</tr>
<tr>
<td>II</td>
<td>BC</td>
<td>-97</td>
<td>none</td>
</tr>
<tr>
<td>III</td>
<td>A</td>
<td>47</td>
<td>B, C</td>
</tr>
<tr>
<td>IV</td>
<td>C</td>
<td>47</td>
<td>B</td>
</tr>
</tbody>
</table>

Different data acquisition (DAQ) hardware is used for the measurement of the SEC and RSG sensors, as annotated in figure 3.5(a). SEC measurements are recorded using a capacitance-to-digital converter, PCAP-02, mounted inside protective boxes and manufactured by ACAM-Messelectronic GmbH. Capacitance measurement is performed by measuring the SEC sensors discharge time, in comparison with the discharge time of a known reference capacitor. This DAQ is capable of reading up to 7 channels, multiplexed through a single capacitance-to-digital converter. The acquisition of data was performed using a PCAP-02 evaluation board with ACAM’s evaluation software at a sampling rate of 25 Hz. RSG measurements are recorded using a National Instruments cDAQ-9174 with four 24-bit 350 Ω quarter-bridge modules (NI-9236) through LabVIEW, sampled at 100 Hz.

Figure 3.6 shows an example of SEC signal, \( \Delta C \), acquired from a row of sensors (16 - 20) during load case III. Data are presented filtered using a moving average. The sensors operate as designed under both compression and tension. Given the static nature of the study, the capacitance signal for the reconstruction of strain maps is taken as the average of data points between 23 and 28 seconds.

### 3.4.2 Algorithm Configurations

Validation is performed on different algorithm configurations, as listed in Table 3.2, to investigate the effects of the different inputs illustrated in the block diagram of figure 3.4. Algorithm 1 consists of enforcing boundary conditions through the introduction of RSGs into the SEC DSN, forming an HDSN. This is obtained by adding RSGs into \( \mathbf{H}_r \). Algorithms 2-4 add additional inputs, namely virtual sensors at known boundary conditions, assumptions on the SEC strain boundary conditions and RSG data directly in the reconstruction of the strain maps. Algorithm 5 uses all the inputs.
Figure 3.6 Example of sensor signals: sensors SEC 16-20 under load case III.

For the thin plate under study, virtual sensors are added to enforce the assumptions on the boundary conditions. On the fixed edge, $e_y = 0$ is assumed for $a_y \leq y \leq L_y - a_y$ where $a_y = 5$ mm to account for the corner effects. For all loading cases, 5 virtual sensors are placed along the fixity ($x = 0$) at $y = 5.00, 15.8, 26.6, 37.4, 48.2$ and $59.0$ mm with virtual signals $e_y = 0$. For the purpose of enforcing the plates boundary conditions, and due to low levels of $e_x$ along the free edge opposite to the fixity, the assumption that $e_x \approx 0$ was made along the free edge. Five virtual sensors are placed along the free edge ($x = 0.74$ mm) at $y = 5.00, 15.8, 26.6, 37.4, 48.2$ and $59.0$ mm with signals ($e_x = 0$). While this assumption is valid only for load cases 1 and 2, it has shown to be convenient to equate the strain levels to 0 given the low levels of strain at these positions.

For the algorithm cases based on strain assumptions at the SECs locations, different assumptions were made along the plate’s edges for different load cases in order to be consistent with the prior form of the algorithm. For the boundary conditions along the fixity, $e_y$ was assumed to be zero for $a_y \leq y \leq L_y - a_y$, where $a_y$ is taken as 20 cm. This is enforced in the LSE algorithm by setting $\gamma_{y,11} = 0$ and $\gamma_{y,16} = 0$. A similar approach was taken for $e_x$ at the plate’s free edge (SEC 10 and 15) due to the low level of strain present, $e_x$ was enforced as zero by setting $\gamma_{x,10} = 0$ and $\gamma_{x,15} = 0$. Under the asymmetric loads (loading cases III and IV), different assumptions are conducted on $e_x$ and $e_y$. Table 3.3 summarizes weights used to enforce the assumptions on boundary conditions for all SECs under different loading cases.
Table 3.2 Evaluated algorithm configurations.

<table>
<thead>
<tr>
<th>algorithm configuration</th>
<th>virtual sensing</th>
<th>SEC assumptions</th>
<th>RSG data in strain maps</th>
<th>RSGs added into $H_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>2</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>x</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>5</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

Table 3.3 Weight parameters $\gamma$ used to enforce the assumptions on boundary conditions.

<table>
<thead>
<tr>
<th>loading case</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEC</td>
<td>$\gamma_x$</td>
<td>$\gamma_y$</td>
<td>$\gamma_x$</td>
<td>$\gamma_y$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2 to 5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>7 to 9</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>12 to 14</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>17 to 20</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

For the algorithm cases utilizing RSG data directly in the strain maps, RSG sensor data are introduced directly into the decomposed strain maps alongside with the decomposed SEC strains from the enhanced LSE algorithm. Lastly, for all of the algorithms, a polynomial function (equation (3.6)) for the deflection shape was assumed. A fourth order polynomial was selected to improve the ability of the strain decomposition algorithm in capturing more complex strain features in the $y$ direction. Note that $i \geq 2$ and $j \geq 2$ to satisfy the boundary conditions of a cantilever plate.

$$w(x, y) = \sum_{i=2, j=2}^{4} a_{ij} x^i y^j$$ (3.25)
Figure 3.7 Algorithm results for varying RSGs added to the DSN: (a) load case I for $\varepsilon_x$; (b) load case I for $\varepsilon_y$; (c) load case II for $\varepsilon_x$; (d) load case II for $\varepsilon_y$; (e) load case III for $\varepsilon_x$; (f) load case III for $\varepsilon_y$; (g) load case IV for $\varepsilon_x$; and (h) load case IV for $\varepsilon_y$.
3.4.3 Selection of RSGs into the HDSN

Selection of the RSGs is conducted randomly to study the influence of sensor placement on the performance of the algorithm. A total of 100 sets of randomly selected sensors constructed from the RSG placement shown in figure
3.5(b) were generated. Simulations consist of adding RSGs in the HDSN in the order listed in each random set. Each algorithm case is ran 100 times, and results show the average value of the LSE performance. The variance in performance under changing RSGs sensors layout is also discussed. The special case of 1 single RSG, for which only 46 permutations are possible, is not considered. Optimal sensor placement for RSGs within the HDSN is out-of-the-scope of this paper.

3.5 Results

Results from the experimental validation are presented and discussed in this section. The performance of each algorithm configuration (Table 3.2) is quantified using the mean absolute error (MAE) between the LSE estimated strain maps and the known strains at the locations of the RSGs (23 along the $x$-axis and 23 along the $y$-axis). The LSE estimated strain maps are developed for the entire area of the cantilever plate shown in figure 3.5. In the subsection that follows, the performance in strain reconstruction is investigated, for different LSE-based algorithms, as a function of the number of RSGs used in the algorithm, taken at random locations as discussed in Section 3.4. Afterward, the robustness of the algorithm is studied as a function of RSG sensor placement.

3.5.1 Algorithm Configurations

Figure 3.4.2 shows the average performance of the algorithms under each loading case. The “RSG-only” case is the performance benchmark, and converges to 0 as the number of RSG augments due to the formulation of the MAE index. As expected, the performance of each algorithm improves with the number of RSGs used into the HDSN. Using algorithm 1 as the base line (simplest form), algorithms 2-5 improve on the MAE to various levels, where adding more inputs to the algorithms helps the reconstruction of strain maps, except for a few cases (loading case I, for instance) where algorithm 3 underperforms algorithm 1, most likely due to errors on the boundary conditions assumptions. Algorithm 2 provides a substantial improvement in the MAE compared with algorithm 1 through the integration of virtual sensors. Algorithm 4 generally exhibits a slower convergence rate, offering only a marginal improvement to the base LSE algorithm (algorithm 1). However, algorithm 4 could see substantial improvement with an optimized sensor placement scheme. Lastly, algorithm 5, which combines all of the inputs, performs similarly to algorithm 2. Under most loading conditions and algorithms configurations, the extended LSE algorithm provides a better representation of
Figure 3.8  Decomposed strain maps: (a) load case I for $\varepsilon_x$; (b) load case I for $\varepsilon_y$; (c) load case II for $\varepsilon_x$; (d) load case II for $\varepsilon_y$; (e) load case IV for $\varepsilon_x$; (f) load case III for $\varepsilon_y$; (g) load case IV for $\varepsilon_x$; and (h) load case IV for $\varepsilon_y$. 
Figure 3.8 (continued)
Figure 3.9 Algorithm robustness towards sensor placement: (a) load case I for $\varepsilon_x$; (b) load case I for $\varepsilon_y$; (c) load case II for $\varepsilon_x$; (d) load case II for $\varepsilon_y$; (e) load case III for $\varepsilon_x$; (f) load case III for $\varepsilon_y$; (g) load case IV for $\varepsilon_x$; and (h) load case IV for $\varepsilon_y$.

the unidirectional strain maps than the equivalent number of RSGs, when less than 20 RSGs are added into the HDSN, demonstrating a net advantage of utilizing an HDSN. Also, it can be concluded from these results that algorithm 2 offers the best performance given its simplicity. Another notable advantage of algorithm 2 over algorithm 5 is that it does not include SEC assumptions, which need to be adjusted depending upon the peculiar loading condition. It is, therefore, a generally applicable algorithm.
The decomposed strain maps are presented in figure 3.8. An HDSN consisting of 20 RSGs was arbitrarily selected to investigate the extended LSE algorithm (configuration 2) when using an equal number of RSGs and SECs. The decomposed strain maps are compared against the strain maps obtained using 46 RSGs only. The layout of RSG sensors within the HDSN was selected to provide the best fit from the list of 100 randomly generated sensor placement arrangements discussed in Section 3.4.3. Results show similar maps, with slight disagreements for the strain along the $y$-axis. Obtaining a more accurate fit for $\varepsilon_y$ would require a higher order shape function. Such strategy was not
investigated due to the low number of SECs along that axis, which would result in over-fitting for lower numbers of RSGs used into the HDSN.

3.5.2 Algorithm Robustness to Sensor Placement

The robustness of the LSE-based algorithm with respect to the layout of RSG sensors is evaluated by comparing the 95% confidence bound on the MAE over all 100 sensor placement cases. For the study, algorithm 2 is selected due to its higher overall performance compared with other algorithm variations. Figure 3.9 compares the results with the RSG only case. Except for loading case III, the 95% confidence bound on the HDSN using algorithm 2 is small compared to the 95% confidence bound using RSGs only. This is as expected, given that the HDSN always utilizes 20 SECs spread over the entire plate. The 95% confidence bound is larger for loading case III, most likely due to the higher complexity of the strain maps. Overall, the confidence bounds obtained by the HDSN are tighter than those obtained using RSG readings only, which allows the authors to conclude that the HDSN has a high robustness with respect to sensor placement.

3.6 Conclusion

This paper presented a method for the directional decomposition of additive strain measured by a novel large soft elastomeric capacitor (SEC). The SEC is an inexpensive strain gauge, designed to cover large surfaces for the purpose of damage detection and localization. A previously proposed least squares estimator (LSE)-based algorithm was enhanced to provide boundary condition updating through the use of a hybrid dense network (HDSN) leveraging mature off-the-shelf technology, in particular, a set of electrical resistive strain gauges (RSGs). In this HDSN configuration, the SECs’ ability to inexpensively monitor large areas is combined with the RSGs ability to provide precise, unidirectional local strain measurements. The original LSE algorithm consists of assuming a shape function in the framework of classical Kirchhoff plate theory and using an LSE to find the coefficients of the shape function. The enhanced LSE algorithm introduces weighted matrices to concatenate and achieve an effective fusion between signals from both the SECs and the RSGs. Additionally, virtual sensing nodes are introduced along the plates known boundary conditions to enforce known boundary conditions outside the HDSN sensing points.

Experimental investigations were conducted on a cantilever plate equipped with 20 SECs and 46 RSGs. For a plate under simple loading cases, the LSE algorithm successfully produced unidirectional strain maps. However, it showed limitations in fitting more complex strain fields, possibly due to the limited number of sensors (SECs and RSGs) used in the investigation that limited the order of the polynomial used in representing the shape function. Further
investigation is needed to validate the proposed algorithm for use with different HDSN layouts and with an expanded library of loading cases. While the proposed strategy showed to be robust with respect to sensor placement, the formal network design, including the optimal placement, type, and number of sensors within an HDSN needs to be explored. The algorithmic improvements presented here build a basis for future work in real-time boundary condition updating and regression fitting of parameters’ weights.
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Abstract

Flexible skin-like membranes have received considerable research interest for the cost-effective monitoring of mesoscale (large-scale) structures. The authors have recently proposed a large-area electronic consisting of a soft elastomeric capacitor (SEC) that transduces a structure’s change in geometry (i.e. strain) into a measurable change in capacitance. The SEC sensor measures the summation of the orthogonal strains (i.e. $\varepsilon_x + \varepsilon_y$). It follows that an algorithm is required for the decomposition of the sensor signal into unidirectional strain maps. In this study, a new method enabling such decomposition, leveraging a dense sensor network of SECs and resistive strain gauges (RSGs), is proposed. This method, termed iterative signal fusion (ISF), combines the large-area sensing capability of SECs and the high-precision sensing capability of RSGs. The proposed method adaptively fuses the different sources of signal information (e.g. from SECs and RSGs) to build a structure’s best fit unidirectional strain maps. Each step of ISF contains an update process for strain maps based on the Kriging model. To demonstrate the accuracy of the proposed method, an experimental test bench is developed, which is the largest deployment of the SEC-based sensing skin to date both in terms of size and sensor count. A network of 40 SECs deployed on a grid (5 × 8) is utilized and an optimal
sensor placement algorithm is used to select the optimal RSG sensor locations within the network of SECs. Results show that the proposed ISF method is capable of reconstructing unidirectional strain maps for the experimental test plate. In addition to the experimental data, a numerical validation for the ISF method is provided through a finite element analysis model of the experimental test bench.

Keywords: structural health monitoring, sensing skin, capacitive-based sensor, soft elastomeric capacitor, sensor network, kriging-based signal decomposition

4.1 Introduction

Traditionally, mesoscale structural systems, including aerospace structures, energy systems and civil infrastructures are investigated and maintained using break-down based and time-based (Chang et al., 2003) strategies. An alternative is condition-based maintenance, which is known to have strong economic benefits for owners, operators, and society (Ciang et al., 2008; Adams et al., 2011). Structural health monitoring (SHM) and life prediction are among the key components of the condition based maintenance (Hu et al., 2015; Wang et al., 2012). SHM is defined as the automation of damage detection, localization, and prognosis of structural systems and components. A major challenge in the SHM of mesoscale structural systems is the distinction of global versus local faults (Brownjohn et al., 2011; Park et al., 2013; Kullaa, 2011). Also, since the monitored mesoscale structures can be geometrically complex (Park et al., 2013), the selection of sensors and models capable of performing SHM can be challenging (Brownjohn et al., 2011). Of particular importance in the development of an SHM system is the consideration of sensor density. The use of dense sensor networks (DSNs) for SHM applications have attracted interest in recent years (Kullaa, 2011; Hu et al., 2014; Downey et al., 2017; Yao and Glisic, 2015; Deraemaeker and Preumont, 2006)

When compared to traditional sparse sensor networks, a DSN will provide for greater detection and localization of localized damage, including cracks (Yao et al., 2014; Kong et al., 2017), material delamination (Cramer, 2016; Pavlopoulou et al., 2015), corrosion (Zhao et al., 2007), and loosening of bolts (Caccese et al., 2004; Ghazi et al., 2017). While a DSN has its advantages, it faces challenges in terms of high hardware requirements, complex installation, and high data management costs (Ghazi et al., 2017). Recently, through the use of micro-fabrication techniques (Hu et al., 2014; Luo et al., 2016) and advances in the field of flexible electronics (Rogers et al., 2010), skin-like sensing membranes have been proposed as a solution for simplifying the deployment and utilization of DSNs. These DSNs would fully integrate sensing, data acquisition, data transmission, and power management into a sensing skin. The term sensing skin is used because of their ability to mimic the capability of biological skin to detect and localize events (e.g. damage, contact, temperature changes) over a large area (Hammock et al., 2013).
Sensing skins for SHM applications have attracted significant attention in the last few years and various sensing skins have been proposed and prototyped. These efforts have leveraged various technologies, including: resistive strain gauges (RSGs) (Hu et al., 2014; Yao and Glisic, 2015); piezoceramic transducers and receivers (Schulz and Sundaresan, 2006; Giurgiutiu et al., 2004); carbon nanotube thin film strain sensors (Loh et al., 2009; Burton et al., 2017); electrically conductive paint (Hallaji et al., 2014); graphitic porous sensor arrays on polyimide (Luo et al., 2016); and photoactive nanocomposites (Ryu and Loh, 2012). The authors have previously proposed a fully integrated sensing skin (Downey et al., 2017) based on a novel large-area electronic termed the soft elastomeric capacitor (SEC) (Laflamme et al., 2013). The SEC was designed to be inexpensive and benefits from an easily scalable manufacturing process. In contrast with traditional strain sensors (e.g. RSG, fiber optic, and vibrating wire) that measure unidirectional strain at discrete points, the SEC measures the additive strain over an area. The SEC and its additive strain signal have been used for fatigue crack detection (Kong et al., 2017) as well as damage detection and localization over large areas (Laflamme et al., 2016). However, in cases where the unidirectional strain maps of a structure are desired, it is imperative that the sensor’s additive signal be decomposed into its unidirectional components. Examples where a structure’s unidirectional strain maps are needed include: the incorporation of strain data into existing strain based displacement (Pan et al., 2009) and damage detection (Cuadra et al., 2013) algorithms; model updating, including finite element analysis (FEA) and analytical surrogate models (Tuegel, 2012); and material characterization (Lomov et al., 2008; Poulsen et al., 2004).

In situations where the structure’s unidirectional strain maps are needed, the main challenge is to decompose the SEC’s additive strain map into its linear strain components along two orthogonal directions. To address this challenge, the authors have previously developed an algorithm that leverages a dense sensor network (DSN) of SECs to decompose the additive strain maps. The algorithm assumes a polynomial deflection shape and appropriate boundary conditions and uses a least squares estimator (LSE) to estimate unidirectional strain maps over the DSN’s area (Wu et al., 2015). However in certain cases, such as the complex loading conditions present in a wind turbine blade (Downey et al., 2017,b), accurate knowledge of the boundary conditions can be difficult or impossible to determine. To alleviate this challenge, RSGs were added to the DSN to allow for the real-time updating of boundary conditions at key locations, therefore, forming a hybrid DSN (HDSN) (Downey et al., 2016). This extended LSE algorithm has been demonstrated for damage detection, both numerically (Downey et al., 2017b) and experimentally (Downey et al., 2017). While computationally efficient, the extended LSE algorithm lacks the ability to reproduce nonlinear or complex strain maps due to its selection of a polynomial deflection shape function. The capability to reproduce nonlinear or complex strain maps is important, because damage often manifests itself as nonlinearities in a unidirectional strain map (e.g., a thin crack in a plate) (Downey et al., 2017).
In this study, the authors propose a generic method, termed iterative signal fusion (ISF), that overcomes the difficulty of capturing high nonlinearities in strain responses and makes strain map reconstruction suitable for local damage detection. The method adaptively fuses the different sources of strain information from an HDSN containing both SECs and RSGs to build optimum and unique unidirectional strain maps. Each step of the ISF contains an update process for the strain maps based on a surrogate modeling technique. Various potential surrogate modeling techniques are based on radial basis functions (Park and Sandberg, 1991), support vector machines (Cortes and Vapnik, 1995), artificial neural networks (Schalkoff, 1992), fuzzy modeling (Medina and Ojeda-Aciego, 2010; Pozna et al., 2012), and Kriging (Rasmussen, 2004). In the field of surrogate modeling, Kriging, or sometimes called Gaussian process regression, is a method of spatial interpolation for which the approximations are modeled by a Gaussian process derived by proper covariance (Rasmussen, 2004; Sadoughi et al., 2017a). The authors’ previous studies showed that Kriging has strong benefits when it comes to processing data with a small number of sample points, a small number of input variables, and/or when the response shows a highly nonlinear behavior (Sadoughi et al., 2017b). Due to these benefits, Kriging is selected in this study as the surrogate modeling technique. Since the RSG and SEC sensors are located at different locations on the surface of a structure, a simple Kriging model cannot directly be used to generate the unidirectional strain maps based on the available data. To address this issue, the proposed ISF method adaptively finds the best unbiased prediction of unidirectional strain data at the SEC sensor locations to virtually expand the set of strain data. Consequently, the unidirectional strain maps can be generated directly from this expanded data set using Kriging, or any other surrogate modeling technique.

In comparison with the previously developed extended LSE algorithm (Downey et al., 2016), the newly proposed ISF method is capable of more accurately modeling highly nonlinear strain maps due to its use of a Gaussian variogram in comparison to the polynomial shape function assumed by the extended LSE algorithm. The use of this Gaussian variogram also reduces the risk of overfitting that is common in high order polynomial shape functions. Preliminary comparisons between the proposed ISF method and the extended LSE algorithm have shown that ISF is able to achieve a more accurate approximation of unidirectional strain maps (Sadoughi et al., 2018). While the proposed ISF method is capable of producing more accurate uni-directional strain maps than the extended LSE algorithm, the extended LSE algorithm is more computationally efficient and may be better suited for certain embedded applications where computational power is limited (e.g., calculations performed on a sensing skin (Downey et al., 2017; Lynch et al., 2004)).

As with any sensor network, the placement of sensors is a critical component of an SHM system (Yi and Li, 2012). The optimal sensor configuration is one that minimizes the likelihood of type I (false positive) or type II (false negative) errors (Flynn and Todd, 2010). Therefore, it is critical to implement an optimal sensor placement strategy.
for determining the locations of sensors within an HDSN. For the particular case under study, a network of 40 SECs deployed on a grid (5 × 8) is utilized on an experimental test bench and an optimal sensor placement algorithm is used to select the optimal RSG sensor locations within the network of SECs. This optimal sensor placement algorithm (Downey et al., 2017), previously developed by the authors for use within the extended LSE algorithm, leverages the intuitive idea that not all potential sensor locations hold the same level of information. The key contributions of this paper are twofold: 1) it introduces an effective strain decomposition algorithm for the previously proposed SEC-based sensing skin that does not require the assumption of a shape function; and 2) it validates the proposed SEC-based sensing skin and the newly proposed ISF method through experimental results obtained from the largest deployment of the SEC-based sensing skin, both in terms of size and sensor count.

4.2 Background

This section covers the background that is needed to implement the ISF method. This includes a review of the SEC sensors and its electromechanical model, a previously investigated genetic algorithm to determine the optimal placement of RSGs within a network of SECs, and the discussion of a generic Kriging model.

4.2.1 Soft Elastomeric Capacitor (SEC)

![Figure 4.1 A soft elastomeric capacitor (SEC) sensor with key components and reference axes annotated.](image)

The SEC is a robust large-area electronic that is inexpensive and easy to fabricate. Its architecture, manufacturing process, and electromechanical models are presented in Refs. (Laflamme et al., 2013, 2015; Saleem et al., 2015) and reviewed here for completeness. The SEC sensor takes the form of a parallel plate capacitor, as shown in Figure 4.1, where the dielectric is composed of a styrene-ethylene-butadiene-styrene (SEBS) block co-polymer matrix filled with titania (TiO$_2$) to increase both its durability and permittivity. Its conductive plates are fabricated using a conductive
paint, made from the same SEBS, but filled with carbon black particles, painted onto each side of the SEBS matrix. Copper contacts, with an electrically conductive adhesive, are added to the conductors on both the top and bottom plates. These contacts are used for connecting the data acquisition to the SECs with a secure solder connection. Lastly, a thin layer of conductive paint is applied over the copper contacts to ensure a good connection between the copper contacts and the conductors, as seen in Figure 4.1. Manufacturing of the SEC sensor in various shapes and sizes is relatively simple and does not require any highly specialized equipment or techniques, therefore allowing the technology to be easily scaled. To ensure the SEC is capable of monitoring the substrate in both tension and compression, the sensor is pre-stretched during its adhesion to the monitored substrate.

The capacitance \( C \) of a parallel plate capacitor can be modeled as a non-lossy parallel plate capacitor assuming a sampling rate of less than 1 kHz:

\[
C = e_0 \varepsilon_r \frac{A}{h}
\]  

where \( e_0 = 8.854 \text{ pF/m} \) is the vacuum permittivity, \( \varepsilon_r \) is the polymer’s relative permittivity, \( A = d \cdot l \) is the sensor area of width \( d \) and length \( l \), and \( h \) is the thickness of the dielectric as annotated in Figure 4.1. Assuming small changes in strain, equation 4.1 leads to a differential equation that relates a change in strain to a change in capacitance \( \Delta C \):

\[
\frac{\Delta C}{C} = \frac{\Delta d}{d} + \frac{\Delta l}{l} - \frac{\Delta h}{h}
\]  

where \( \Delta d/d, \Delta l/l, \) and \( \Delta h/h \), can be expressed as strain \( \varepsilon_x, \varepsilon_y, \) and \( \varepsilon_z \), respectively. Assuming a plane stress condition, \( \varepsilon_z = -\nu /(1 - \nu) \cdot (\varepsilon_x + \varepsilon_y) \) where \( \nu \) is the sensor material’s Poisson’s ratio taken as \( \nu \approx 0.49 \) (Wilkinson et al., 2004). The relative change in capacitance \( \Delta C \) can be related to a change in the sensor’s deformation as:

\[
\frac{\Delta C}{C} = \lambda (\varepsilon_x + \varepsilon_y)
\]  

where \( \lambda = 1/(1 - \nu) \) represents the gauge factor of the sensor. Since \( \nu \approx 0.49 \), the gauge factor can be estimated as \( \lambda \approx 2 \). Equation (4.3) shows that the signal of the SEC varies as a function of the sensor’s additive strain, \( \varepsilon_x + \varepsilon_y \).

The SEC’s electro-mechanical model presented in equation 4.3 has been validated for both static and quasi-static loading conditions (Laflamme et al., 2013b). The linearity of the electro-mechanical model has been validated for mechanical excitation under 15 Hz (Laflamme et al., 2015). Additionally, for mechanical responses up to 40 Hz, an altered electro-mechanical model accounting for the dynamic material properties of the SEC was presented in (Saleem et al., 2015), but is not discussed here for brevity.
4.2.2 Optimal Sensor Placement

The sensing skin used in this work consists of a network of SECs with a few RSGs distributed into the SEC grid to form an HDSN. The numbers and locations of RSGs within an HDSN affect the accuracy of the decomposed strain fields. Therefore, it is important to consider an optimal sensor placement scheme for the RSGs when validating the ISF method. The authors have previously developed a genetic algorithm with a learning gene pool for selecting optimal RSG sensor locations within a network of SECs (Downey et al., 2017). The genetic algorithm leverages the intuitive idea that for a set of potential sensor locations \( \mathcal{P} \), some sensor locations \( p \) add little or no information to the estimated system. Conversely, some sensor locations add a measurable level of information to the system. Therefore, the goal of the genetic algorithm is to build a set of optimal sensor locations \( \mathcal{P} = [p_1 \ldots p_m] \) that minimize the error between the system and its estimated state. This goal is achieved through linking sensor locations to genes. The probability of these genes (sensor locations) reoccurring are then mutated over generations by the genetic algorithm. After a sufficient number of generations, only the strongest genes remain and these form a set of sensor locations that constitute an optimal set of RSG locations within the network of the SECs. In this work, the system is the true strain maps of the monitored substrate while the estimated state is the strain maps obtained through the ISF method. The error between the true strain field and its estimated state can be expressed in terms of type I and type II errors (Flynn and Todd, 2010; Downey et al., 2017). In the case where strain maps are obtained for a structure with the intention of detecting damage, a type I error (false positive) is the incorrect classification of a healthy state as a damage state, while, a type II error (false negative) is the failure to detect a structural fault.

Here, a previously developed single objective function (Downey et al., 2017), borrowed from the field of robust design (Doltsinis and Kang, 2004), is used in the multi-objective problem for decreasing the likelihood of type I and type II errors through the optimal placement of RSGs in the HDSN. The occurrence of type I errors within the HDSN’s extracted strain maps is reduced through minimizing the mean absolute error (MAE) between the system and its estimated state. The use of MAE for selecting sensor locations provides an effective representation of how a structure will perform under various loading conditions. However, if the placement of RSGs is based solely on the MAE of the system, locations of high disagreement between the estimated and real systems will develop. In the case of a load-carrying structural component, such an occurrence could result in the component being stressed passed its design limit (i.e. type II error). Therefore, to reduce the occurrence of type II errors, a second optimization problem based on minimizing the maximum difference between the system and its estimated state (i.e. strain value) at any point on a strain map is introduced, defined as \( E_{\text{max}} \). The bi-objective optimization problem (type I and II errors) can be simplified into a single objective function through a straightforward scalarization approach formulated as a linear
combination of the bi-objective optimization problem. Considering \( n \) possible sensor locations in \( \mathbb{P} \), a single objective problem for optimizing the placement of \( m \) sensors (\( 0 \leq m \leq n \)) can be formulated as,

\[
\begin{align*}
\text{minimize} & \quad \mathbb{P}_{\text{fit}} = (1 - \alpha) \frac{\text{MAE}(\mathbb{P})}{\text{MAE'}} + \alpha \frac{\text{E}_{\text{max}}(\mathbb{P})}{\text{E'}_{\text{max}}} \\
\text{subject to} & \quad \mathbb{P} = [p_1, \ldots, p_m]^T \in \mathbb{P}
\end{align*}
\]

(4.4)

where \( \alpha \) is a user-defined scalarization factor used to weigh both objective functions (\( 0 \leq \alpha \leq 1 \)) and MAE' and E'\(_{\text{max}}\) are factors used for normalizing MAE and E\(_{\text{max}}\). While the selection of \( \alpha \) depends on the structure’s ability to tolerate type I or type II errors, the value of 0.5 has been shown to be a suitable value for similar problems (Downey et al., 2017).

### 4.2.3 Kriging (Gaussian Process Regression)

Kriging performs two main steps simultaneously: 1) it builds a trend function \( \mathbf{h}(\mathbf{x}) \beta \) based on the available data; and 2) it constructs a Gaussian process using the residuals \( \mathbf{Z} \) (Rasmussen, 2004). The Kriging-approximated model of the true response \( G(\mathbf{x}) \) takes the following form

\[
\hat{G}(\mathbf{x}) = \mathbf{h}(\mathbf{x}) \beta + \mathbf{Z}(\mathbf{x})
\]

(4.5)

where \( \mathbf{Z}(\mathbf{x}) \) is a Gaussian process with zero mean, variance \( \sigma^2 \), and a correlation matrix \( \Psi \). The objective is to capture the general trend or the largest variance in the data using the regression function and interpolate the residuals using the Gaussian process. The elements of matrix \( \Psi \) are derived by the kernel function that can take different forms to model the spatial correlation in random space. One popular choice is the squared exponential kernel with a vector of hyper-parameters \( \theta \) (Couckuyt et al., 2014):

\[
\psi(\mathbf{x}_i, \mathbf{x}_j) = \exp\left(-\frac{1}{2} (\mathbf{x}_i - \mathbf{x}_j)^T \text{diag}(\theta)^{-2} (\mathbf{x}_i - \mathbf{x}_j)\right)
\]

(4.6)

where \( \mathbf{x}_i \) and \( \mathbf{x}_j \) are two arbitrary points in the input space. The hyper-parameters determine the smoothness of the prediction, and are estimated by maximizing the likelihood of observations given \( \Psi \). Subsequently, using the Sherman-Morrison-Woodbury formula, the prediction mean \( \mu_{\hat{G}} \) and uncertainty \( \sigma_{\hat{G}}^2 \) of Kriging are expressed as (Couckuyt et al., 2014):

\[
\mu_{\hat{G}}(\mathbf{x}) = \mathbf{h}(\mathbf{x}) \beta + \mathbf{r}(\mathbf{x}) \cdot \Psi^{-1} \cdot (\mathbf{y} - \mathbf{F} \beta)
\]

(4.7)

\[
\sigma_{\hat{G}}^2(\mathbf{x}) = \sigma^2 \left[1 - \mathbf{r}(\mathbf{x}) \Psi^{-1} \mathbf{r}(\mathbf{x})^T + \frac{(1 - \mathbf{F}^T \Psi^{-1} \mathbf{r}(\mathbf{x})^T)}{\mathbf{F}^T \Psi^{-1} \mathbf{F}}\right]
\]

(4.8)
Figure 4.2 Flowchart of unidirectional strain map reconstruction using a traditional Kriging method.

where $\mathbf{h}(\mathbf{x}) = [h_1, \ldots, h_p]^T$ is a vector of $p$ trend functions, $\mathbf{y} = [y_1, \ldots, y_t]^T$ is a vector of $t$ responses, $\beta$ is the $p$-element vector of the coefficients of the trend functions, and $\mathbf{r}(\mathbf{x}) = [\psi(\mathbf{x}, \mathbf{x}_1), \ldots, \psi(\mathbf{x}, \mathbf{x}_t)]^T$ is a correlation vector between training and testing points. The process variance $s^2$ can be determined as $s^2 = 1/t \cdot (\mathbf{y} - \mathbf{F}\beta)^T \Psi^{-1} (\mathbf{y} - \mathbf{F}\beta)$. More details about the Kriging model can be found in reference (Couckuyt et al., 2014).

### 4.3 Iterative Signal Fusion (ISF)

This work proposes the new ISF method for strain map reconstruction, with the objective to minimize the loss of information when fusing the various signals from HDSNs. To build strain maps from a DSN with a single type of sensor, one may simply use traditional surrogate modeling techniques (e.g. Kriging) when the source of strain data is limited to the one type of sensor, provided the strain data is obtained for the correct orientation. However, in the HDSN of interest both unidirectional and additive strain data are collected at different RSG and SEC sensor locations (see Figure 4.4(b)). In addition, the different sensing systems are measuring the same physical phenomenon and thus a high correlation among the unidirectional and additive strain data can be expected. Therefore, a direct implementation of any traditional surrogate modeling technique would not leverage all potential information in the unidirectional strain map reconstruction. To overcome this challenge, the proposed ISF method adaptively fuses the multiple sources of strain information from both the SECs and RSGs to build an optimal prediction of the unidirectional strain maps. It follows that a high correlation among the reconstructed unidirectional and additive strain models is considered. In what follows, the traditional method and proposed methods are explained in the form of two scenarios.
4.3.1 Scenario 1 - Traditional Method

First, consider the scenario where no information fusion is applied. The strain measurements collected by an HDSN can be grouped into three data sets (see the solid-line boxes in Figure 4.2): 1) x-direction strains \( \varepsilon_x \) at the location of RSG–x sensors \( I_{RSG-x} \), 2) y-direction strains \( \varepsilon_y \) at the location of RSG–y sensors \( I_{RSG-y} \), and 3) additive strains \( \varepsilon_x + \varepsilon_y \) at the location of SEC sensors \( I_{SEC} \). Next, taking \( O \) as the measured strain data, superscripts are added to denote sensor type/locations and subscripts are added to denote strain map type. For example, \( O_{SEC}^{\varepsilon_x + \varepsilon_y} \) represents the additive strain data at the locations of the SEC sensors while \( O_{RSG-x}^{\varepsilon_x} \) represents the additive strain data at the location of the RSG–x sensors. As shown in Figure 4.2, traditional surrogate modeling techniques such as Kriging build the model for each of the three available strain data sets (i.e. \( O_{RSG-x}^{\varepsilon_x} \), \( O_{RSG-y}^{\varepsilon_y} \), and \( O_{SEC}^{\varepsilon_x + \varepsilon_y} \)) separately and independently. Therefore, the \( \varepsilon_x \) strain map, the \( \varepsilon_y \) strain map, and the \( \varepsilon_x + \varepsilon_y \) strain map at an arbitrary point \((x, y)\) on the surface of a structure are defined as:

\[
\varepsilon_x = GP((x, y)|\mathcal{D} = \{(I_{RSG-x}^{\varepsilon_x}, O_{RSG-x}^{\varepsilon_x})\}) \tag{4.9}
\]

\[
\varepsilon_y = GP((x, y)|\mathcal{D} = \{(I_{RSG-y}^{\varepsilon_y}, O_{RSG-y}^{\varepsilon_y})\}) \tag{4.10}
\]

\[
\varepsilon_x + \varepsilon_y = GP((x, y)|\mathcal{D} = \{(I_{SEC}^{\varepsilon_x + \varepsilon_y}, O_{SEC}^{\varepsilon_x + \varepsilon_y})\}) \tag{4.11}
\]

where \( GP((x, y)|\mathcal{D}) \) denotes the prediction at the arbitrary point \((x, y)\) in the 2-D input space using the Gaussian process or Kriging model which is trained based on the data set \( \mathcal{D} \). In Scenario 1, each model is built using a separate data set and it follows that this scenario does not consider any correlation among the built models. For instance, the SEC sensor data is not used for constructing either the \( \varepsilon_x \) strain map or the \( \varepsilon_y \) strain map.

4.3.2 Scenario 2 - Proposed Method

Second, consider a scenario that leverages the correlation among the different sources of data in constructing the unidirectional strain maps. The ISF method is proposed based on this premise. To fuse the different sources of information, the proposed ISF method iteratively exploits all three strain measurement sets to estimate the strain responses at sensor locations where such responses are not measured. Figure 4.3 shows the flowchart of the ISF method. A solid-line box denotes a directly measured strain and a dashed-line box denotes a strain that is not directly measured and needs to be estimated using the ISF method. To this end, Kriging is used to find the best unbiased prediction of strain data at the dashed-line boxes using the available data sets (i.e. RSG–x, RSG–y, and SEC senor...
Algorithm 2  Procedure of ISF using Kriging to construct the strain maps

1: Build the initial Kriging model for all three strain maps  ➤ Equations 4.12, 4.13 and 4.14
2: Calculate the error estimator $\xi$  ➤ Equation 4.21
3: while $\xi > \xi_0$ do
   4:  Step 1: $\varepsilon_y$ map at RSG−x sensors location  ➤ Equation 4.15
   5:  Step 2: $\varepsilon_x + \varepsilon_y$ strain map at RSG−x sensors location  ➤ Equation 4.16
   6:  Step 3: $\varepsilon_x + \varepsilon_y$ strain map at RSG−y sensors location  ➤ Equation 4.17
   7:  Step 4: $\varepsilon_x$ strain map at RSG−y sensors location  ➤ Equation 4.18
   8:  Step 5: $\varepsilon_x$ strain map at SEC sensors location  ➤ Equation 4.19
   9:  Step 6: $\varepsilon_y$ strain map at SEC sensors location  ➤ Equation 4.20
  10: Calculate the error estimator $\xi$  ➤ Equation 4.21
11: end while
12: Build the final Kriging models  ➤ Equations 4.22 and 4.23

data) as the training data sets. It follows that the unidirectional strain maps can be generated directly from Kriging or any other surrogate modeling techniques based on the expanded data sets at all solid-line and dashed-line boxes.

In Figure 4.3, all nine possible strain data sets are shown in the main middle block. The three solid-line boxes represent the available strain data sets and the six dashed-line boxes show the unavailable data sets for which one attempts to find the best unbiased predictions (called virtual data set). A pseudo-code of the proposed method is provided in Algorithm 2. The algorithm starts with finding initial guesses for the virtual data sets using the available data sets:

$$[O_{\varepsilon_x}^{RSG−y}, O_{\varepsilon_y}^{SEC}] = GP(\{I_{RSG−y}, I_{SEC}|D = \{I_{RSG−x}, O_{\varepsilon_x}^{RSG−x}\}) \quad (4.12)$$
After finding the initial guesses, the virtual data sets are updated iteratively until the optimal prediction is achieved. As shown by the small arrows in Figure 4.3, each iteration consists of six sequential steps, each of which updates a Kriging (or strain response) model with the most recent strain measurements/estimates and uses the updated model to estimate the strain responses pertaining to one of the virtual data sets. Step 1 estimates \( \varepsilon \) at \( \mathbf{RSG}^{x} \) (virtual data set \( \mathbf{O}_{RSG-x} \)) based on all available \( y \)-strain measurements/estimates, \( \mathbf{O}_{RSG-y}^{x} \) and \( \mathbf{O}_{SEC}^{x} \), with the following form:

\[
\mathbf{O}_{RSG-x} = GP\left( (\mathbf{I}_{RSG-x}, \mathbf{I}_{SEC}) \mid (\mathbf{I}_{RSG-y}, \mathbf{O}_{RSG-y}^{x}, (\mathbf{I}_{RSG-y}, \mathbf{O}_{SEC}^{x})) \right)
\]  

(4.13)

After finding the initial guesses, the virtual data sets are updated iteratively until the optimal prediction is achieved. As shown by the small arrows in Figure 4.3, each iteration consists of six sequential steps, each of which updates a Kriging (or strain response) model with the most recent strain measurements/estimates and uses the updated model to estimate the strain responses pertaining to one of the virtual data sets. Step 1 estimates \( \varepsilon \) at \( \mathbf{RSG}^{x} \) (virtual data set \( \mathbf{O}_{RSG-x} \)) based on all available \( y \)-strain measurements/estimates, \( \mathbf{O}_{RSG-y}^{x} \) and \( \mathbf{O}_{SEC}^{x} \), with the following form:

\[
\mathbf{O}_{RSG-x} = GP\left( (\mathbf{I}_{RSG-x}, \mathbf{I}_{SEC}) \mid (\mathbf{I}_{RSG-y}, \mathbf{O}_{RSG-y}^{x}, (\mathbf{I}_{RSG-y}, \mathbf{O}_{SEC}^{x})) \right)
\]  

(4.15)

At Step 2, \( \mathbf{O}_{RSG-x}^{x} \) (i.e. \( \varepsilon \) at \( \mathbf{RSG}^{x} \)) is used to update the additive strain data \( \mathbf{O}_{RSG-x}^{x} \) at the same locations:

\[
\mathbf{O}_{RSG-x}^{x} = \mathbf{O}_{RSG-x}^{x} + \mathbf{O}_{RSG-x}^{x}
\]  

(4.16)

At Step 3, the virtual data set \( \mathbf{O}_{RSG-y}^{x} \) is updated using a Kriging model trained with the true data set \( \mathbf{O}_{SEC}^{x} \) and virtual data set \( \mathbf{O}_{RSG-x}^{x} \).

\[
\mathbf{O}_{RSG-y}^{x} = GP\left( (\mathbf{I}_{RSG-y}, \mathbf{I}_{SEC}) \mid (\mathbf{I}_{RSG-y}, \mathbf{O}_{RSG-y}^{x}, (\mathbf{I}_{RSG-y}, \mathbf{O}_{RSG-x}^{x})) \right)
\]  

(4.17)

At Step 4, the updated \( \mathbf{O}_{RSG-y}^{x} \) is used to predict \( \mathbf{O}_{RSG-y}^{x} \):

\[
\mathbf{O}_{RSG-y}^{x} = \mathbf{O}_{RSG-y}^{x} - \mathbf{O}_{RSG-y}^{x}
\]  

(4.18)

At Step 5, \( \mathbf{O}_{SEC}^{x} \) is updated using the following equation:

\[
\mathbf{O}_{SEC}^{x} = GP\left( (\mathbf{I}_{SEC}) \mid (\mathbf{I}_{RSG-x}^{x}, \mathbf{O}_{RSG-x}^{x}, (\mathbf{I}_{RSG-y}^{x}, \mathbf{O}_{SEC}^{x})) \right)
\]  

(4.19)

Lastly, Step 6 updates \( \mathbf{O}_{SEC}^{x} \) using the values solved for in Steps 4 and 5 (equations 4.18 and 4.19):

\[
\mathbf{O}_{SEC}^{x} = \mathbf{O}_{SEC}^{x} - \mathbf{O}_{SEC}^{x}
\]  

(4.20)

After performing the 6 sequential steps, the strain estimates in all virtual data sets (dashed-line boxes) will be updated. The iteration continues until the level of change in the strain values pertaining to all dashed-line boxes converges close to zero. To this end, an error estimator is defined as:

\[
\xi = \mathbf{O}_{RSG-x}^{x} - GP\left( (\mathbf{I}_{RSG-x}^{x}, \mathbf{I}_{SEC}) \mid (\mathbf{I}_{RSG-y}^{x}, \mathbf{O}_{RSG-y}^{x}), (\mathbf{I}_{SEC}, \mathbf{O}_{SEC}) \right)
\]  

(4.21)
If the change in $O_{x}^{RSG-\epsilon}$ over sequential iterations converges to a same number (i.e. $\xi < \xi_0$), then the algorithm is stopped and the final Kriging models are built based on all measured/estimated $\epsilon_x$ and $\epsilon_y$ strain data to reconstruct the unidirectional strain maps, expanded for the entire surface area of the structure:

$$\epsilon_x = GP((x,y)|D = \{(I^{RSG-\epsilon_x}, O_{x}^{RSG-\epsilon_x}), (I^{RSG-\epsilon_y}, O_{x}^{RSG-\epsilon_y}), (I^{SEC}, O_{x}^{SEC})\})$$  \hspace{1cm} (4.22)

$$\epsilon_y = GP((x,y)|D = \{(I^{RSG-\epsilon_y}, O_{y}^{RSG-\epsilon_y}), (I^{RSG-\epsilon_y}, O_{y}^{RSG-\epsilon_y}), (I^{SEC}, O_{x}^{SEC})\})$$  \hspace{1cm} (4.23)

### 4.4 Methodology

This section presents the methodology used in validating the ISF method. First, an experimental test bench specifically designed for validating the ISF method is introduced, followed by the introduction of an FEA model of the test bench that is used for the numerical validation of the ISF method.

#### 4.4.1 Experimental Setup

The test bench developed for validating the ISF method is shown in Figure 4.4. An HDSN consisting of 40 SECs and 20 RSGs (10 measuring $\epsilon_x$ and 10 measuring $\epsilon_y$) was deployed onto the surface of a fiberglass plate with a geometry of $500 \times 900 \times 2.6 \text{ mm}^3$, as shown in Figure 4.4(a). Figure 4.4(b) is a schematic of the sensor layout.
Table 4.1 Parameters used in constructing the FEA model.

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
<th>parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abaqus element type</td>
<td>C3D8R</td>
<td>Young’s Modulus (aluminum)</td>
<td>68.9 GPa</td>
</tr>
<tr>
<td>element type</td>
<td>linear brick</td>
<td>Poisson’s ratio (aluminum)</td>
<td>0.33</td>
</tr>
<tr>
<td>element nodes</td>
<td>8</td>
<td>density (aluminum)</td>
<td>2,700 kg/m³</td>
</tr>
<tr>
<td>element integration points</td>
<td>1</td>
<td>Young’s Modulus (fiberglass)</td>
<td>15 GPa</td>
</tr>
<tr>
<td>elements total</td>
<td>298,065</td>
<td>Poisson’s ratio (fiberglass)</td>
<td>0.21</td>
</tr>
<tr>
<td>elements (aluminum connection)</td>
<td>32,340</td>
<td>density (fiberglass)</td>
<td>4,500 kg/m³</td>
</tr>
<tr>
<td>elements (fiberglass plate)</td>
<td>265,725</td>
<td>plate dimensions</td>
<td>500 × 900 × 3.18 mm³</td>
</tr>
</tbody>
</table>

Table 4.2 Locations of RSGs used in the ISF method.

<table>
<thead>
<tr>
<th>number of RSGs used</th>
<th>RSGs locations used for $\varepsilon_x$</th>
<th>RSGs used for $\varepsilon_y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>8, 10</td>
<td>3, 7</td>
</tr>
<tr>
<td>8</td>
<td>1, 4, 5, 7</td>
<td>1, 8, 9, 10</td>
</tr>
<tr>
<td>12</td>
<td>3, 5, 6, 7, 9</td>
<td>1, 4, 5, 6, 7, 8, 10</td>
</tr>
</tbody>
</table>

showing the locations of the SECs and RSGs, where each RSG location has two RSGs (model #FCA-5-350-11-3LJBT, manufactured by Tokyo Sokki Kenkyujo), individually measuring $\varepsilon_x$ and $\varepsilon_y$. The RSG locations are numbered 1-10, for later use in selecting RSGs to be utilized as part of the ISF method. Additionally, the four SECs denoted A, B, C, and D are used for investigating temporal strain data. A yellowing is present on some of the sensors’ dielectrics (see sensors A and C for example). This yellowing does not appear to affect the sensors’ strain measurements, as it will be discussed later in this work. The plate’s left-hand side is bolted to an aluminum support (12.7 × 76.2 × 500 mm³) to form a rigid connection. The rigid connection was added to eliminate the strain complexities that would be present if the hinges were connected directly to the fiberglass plate. This rigid connection is then attached to the frame through a pinned connection. The right-hand side of the plate is restrained in the vertical direction through the use of two lightly greased rods of diameter 12.7 mm to form a roller connection. Each SEC covers an area of 38 × 38 mm² and these SEC sensors are deployed in a 5 × 8 grid array. The center of an SEC sensor is used as the location of the sensor in the ISF method. The SEC and RSG data are sampled simultaneously at 17 samples per second. The SECs are measured using a custom-built data acquisition system that includes active shielding in the cable to remove the cable’s parasitic capacitance. The RSGs are measured using three quarter bridge analog input modules (NI-9236, manufactured by National Instruments) mounted in a chassis (cDAQ-9178, manufactured by National Instruments). Additionally, the same chassis is used to obtain measurements from the LVDT (model #0244, manufactured by Trans-Tek) measured
through a 16-bit analog input module (NI-9205) while also providing a simultaneous trigger source for the SEC and RSG DAQs through a sourced digital output (NI-9472, manufactured by National Instruments).

Two experimental load cases are considered during the course of this work. For load case 1, the plate is excited with a displacement controlled force at the center of the plate, as annotated in Figure 4.4, sourced from a stepper motor located under the plate. The excitation force is a 20 mm sinusoidal load at 0.25 Hz. Load case 2 uses the same driving displacement and frequency, but includes a 0.5 kg mass added to the edge of the plate (see Figure 4.4(b)) to introduce some complexities into the strain maps. To eliminate any high-frequency noise in the SEC signal, a fifth order Butterworth filter with a cutoff frequency of 10 Hz was applied to the raw SEC signals. No filtering was applied to the RSG signals.

4.4.2 FEA Model

Numerical validation for the ISF method is performed through an FEA model of the experimental test bench created in Abaqus (Hibbit et al., 2007). The FEA model included the fiberglass plate and the rigid aluminum connection that connects the pinned connections to the fiberglass plate. It was constructed using 298,065 eight-node brick elements with 1 integration point to allow for simple modeling of the connection between the fiberglass plate and the
Figure 4.6 Effect of number of iterations on the accuracy of the strain maps obtained through ISF for load case 1: (a) MAE versus the number of iterations; and (b) strain maps obtained through ISF and FEA.

rigid aluminum connector. Constraints were modeled as a pinned connection at the plate’s left-hand side and a roller connection on the plate’s right-hand side. All materials were considered to be isotropic. In the fiberglass plate, nine elements are used through its thickness to prevent shear locking. A convergence test was performed and the selected model parameters yielded an error of less than 1% when compared to the FEA model with 1.2 million elements. The key parameters of the FEA model used in this numerical validation are listed in Table 4.1, where the material constants for the aluminum were taken from the material’s data sheet and the material properties for the fiberglass were obtained experimentally from material drops. Similar to the experimental validation, two load cases are considered: 1) load case 1 consists of the plate displaced 20 mm upward at the middle; and 2) load case 2 consists of the same displacement but with the addition of a 0.5 kg load at the center along the top edge, as shown in Figure 4.4(b).

Optimal sensor placement using the genetic algorithm presented in (Downey et al., 2017) and reviewed in section 4.2.2 was performed using the results for both load case 1 and 2. The genetic algorithm was solved over 500 generations using a population of 50 offsprings per generation. An initial guess for the genetic algorithm was generated by finding the lowest MAE for a set of 50 randomly selected RSG sensor locations. Then, MAE' and E_{max}' were set by solving for the MAE and point of maximum disagreement (E_{max}) for the initial guess. Table 4.2 reports the RSG sensors, numbered to correspond with the RSG sensor locations depicted in Figure 4.4(b), used for developing the strain maps. When calculating the error between the FEA and ISF generated strain maps, every point on the FEA model was used excluding a 50 × 50 mm² square around the loading point. This was excluded as the FEA creates relatively high,
4.5 Results

This section presents the numerical and experimental validation results for the proposed ISF method. First, the temporal data results for SEC sensors are provided to show the level of noise in strain measurements. Next, a structured numerical example that studies the effect of increasing the number of iterations of the proposed ISF method is presented. This is followed by an investigation on the effect of the number of RSGs on the accuracy of the built unidirectional strain maps. Then the proposed method is further verified via an experimental procedure.

4.5.1 Temporal Strain Data

Figure 4.5 presents the temporal data results for sensors A, B, C, and D as denoted in Figure 4.4(b). These sensors were selected to demonstrate the range of SEC sensor signals under varying strain conditions, including two sensors that experienced the yellowing of the dielectric discussed in section 4.4.1. For clarity, only every other strain data point is reported for an individual SEC sensor with its corresponding marker type. The raw SEC signal is presented as a hollow marker while the signal filtered with a low-pass Butterworth filter is presented as a filled marker on a dotted...
As shown in Figure 4.5, sensor D experiences the highest level of noise, which is due in part to the sensor having the longest cable at 1.2 meters and the lowest level of strain. However, even with the high noise level and relatively low localized strain, the filtered signal provides a smooth signal that can be used for the ISF method.

### 4.5.2 Numerical Investigation of Strain Maps

Figures 4.6 and 4.7 demonstrate how increasing the number of iterations in ISF can increase the accuracy of the constructed strain maps for load cases 1 and 2, respectively. The errors reported in Figures 4.6(a) and 4.7(a) are calculated based on the mean absolute difference between the true strain maps obtained through FEA and those obtained through ISF. For these examples, the ISF based strain maps were obtained using 8 optimally placed RSGs.
Figure 4.9 ISF reconstruction error as a function of the number of RSGs used in the algorithm formulation. The error is calculated using both load cases 1 and 2.

(Table 4.2). The first row in figures 4.6(b) and 4.7(b) show the unidirectional strain maps obtained using only the RSGs oriented in their respective orientations. This is the method discussed in section 4.3.1 and annotated in figure 4.2. The error associated with these strain maps are labeled as the initial iteration in Figures 4.6(a) and 4.7(a). The second to the fourth rows present the strain maps obtained by ISF from the initial guess, the first iteration and the second iteration, respectively. Four important observations can be made from the figures: 1) the strain maps constructed with the initial guess have very low accuracy; 2) by increasing the number of iterations, the strain maps obtained through ISF approach their real strain conditions; 3) in both load cases, the results by the proposed method converge to the optimal results only after a few iterations with no significant changes in the accuracy of strain maps thereafter; and 4) the algorithm converges to the optimal result that should be treated as a local minima of the true system, as $\text{MAE} > 0$. The last rows in 4.6(b) and 4.7(b) show the true strain maps obtained through FEA for both load cases.

### 4.5.3 Effect of RSGs on Strain Maps

Figure 4.8 reports the strain maps obtained through the FEA analysis (first row) for both load cases and the strain maps estimated using the ISF method with 4, 8, and 12 RSGs. From the FEA analysis, a difference can be observed in strain maps developed using load case 1 and those using load case 2, particularly in the $\varepsilon_x$ strain maps. The mass exerts a compressive force on the top of the plate where the mass is added (see Figure 4.4(b) for the location of the added mass). This compressive force reduces the magnitude of the tensile strain along the top of the plate. The unidirectional strain maps developed using the ISF method with 4, 8, and 12 optimally placed RSGs (Table 4.2) are presented on rows 2, 3, and 4, respectively.
Load case 1, a simpler loading configuration, is generally easily solved for using any numbers of RSGs. The largest points of disagreement between the FEA and ISF strain maps are around the loading connection. This is as hypothesized, because the sensor network is relatively sparse compared to the complexity of this local strain topology. In comparison, the more complicated strain topology caused by load case 2 benefits more from the increasing number of strain gauges. With a sufficient number of RSGs, the reconstructed strain maps try to fit the complex strain topologies around the location of the mass. In particular, the ISF method with 8 and 12 RSGs benefits from the higher numbers of RSGs as the optimal sensor placement algorithm selected RSG location #1 for the RSGs that measure $\varepsilon_y$. This added strain information at a location close to the added mass allows the ISF method to greatly increase its ability to track the complex strain topology, although this highly localized information causes the ISF method to overestimate the spatial distribution of the compressive load at top of the plate, as depicted by the large purple area in the $\varepsilon_y$ strain maps for 8 and 12 RSGs in load case 2.

Next, the effect of increasing the number of RSGs used in the ISF method is investigated and presented in Figure 4.9. This study uses the FEA model’s derived strain maps to better investigate the effect of adding RSGs to the ISF
Figure 4.11  Errors, MAE and $\beta$, as functions of the plate’s displacement for: (a) load case 1; and (b) load case 2.
method without considering the effect of other complications found in experimental testing (i.e., noise). Results are quantified using the error in the FEA strain maps (MAE and $E_{max}$) for both loading conditions. As before, a $50 \times 50$ mm$^2$ square around the loading point is excluded when calculating the error to prevent the highly localized strain results from complicating the investigation. As expected and plotted in Figure 4.9, the introduction of more RSGs into the ISF method results in a reduction of both quantifiable error values.

### 4.5.4 Experimental Investigation of Strain Maps

Here, the experimental implementation of the ISF method is presented. Figure 4.10 shows that the ISF method is capable of reconstructing strain maps for the experimental test plate. While no full-field strain data is available for the experimental test bench, the algorithm does generate strain maps close to those predicted by the FEA model. This is particularly true in load case 2 where the ISF method is capable of capturing the complex topology caused by adding the mass to the top of the plate. Deviations between the FEA model results and the experimental data could be caused by various factors, including material variations, imperfect loading conditions, and the fact that the FEA model does not account for the added mass and stiffness from the sensor wires.

Figure 4.11 reports the temporal error results for the case with the ISF method with 12 RSGs over a typical load cycle. For this figure, the error is calculated by using the readings from all 20 RSGs. The RSGs were selected due
to their high reliability and low level of noise. As expected, the error parameters increase when the magnitude of the displacement increases. This is due to the higher levels of strain in the system. Figure 4.11(a) presents the temporal error data for load case 1 while Figure 4.11(b) presents the temporal error data for load case 2. As expected, the errors are consistently higher for load case 2 (figure 4.11(b)) due to the more complex loading configuration.

4.6 Conclusion

We have proposed a robust method for the development of unidirectional strain maps from the additive strain signal of a novel large-area electronic, termed the soft elastomeric capacitor (SEC). When deployed in a network configuration, SECs can cover large-scale surfaces and can be used to reconstruct physics-based features for condition assessment, such as strain maps and deflection shapes. Given that each SEC measures the summation of the orthogonal strains (i.e. \( \varepsilon_x + \varepsilon_y \)), the proposed method retrieves the magnitude and directional information of strain prior to reconstructing strain maps. The proposed method, termed iterative signal fusion (ISF), adaptively fuses the different sources of signal information (e.g. from SECs and RSGs) to build best-fit unidirectional strain maps for the monitored structure. Each step of ISF contains an update process for strain maps based on a Kriging model. We have investigated the accuracy of the proposed method by developing an experimental test bench which is the largest deployment of the SEC-based sensing skin to date. We have utilized a network of 40 SECs deployed on a grid (5 \( \times \) 8) and an optimal sensor placement algorithm to select the optimal RSG sensor locations within the network of SECs. This optimal sensor placement algorithm, previously developed by the authors, leverages the intuitive idea that not all potential sensor locations hold the same level of information. Two experimental load cases were considered during the course of this work. These load cases consist of a displacement controlled force at the center of the experimental plate and a similar load case but with a mass added to the edge of the plate to introduce some complexities into the strain maps. For both load cases, the results show that the proposed ISF method successfully develops strain maps for the experimental test plate. In addition, a finite element analysis model of the experimental test bench was developed to numerically verify the accuracy of the proposed ISF method. While no full-field strain data is available for the experimental test bench, we have shown that the results of unidirectional strain maps reconstructed using the ISF method strongly correlate with the results generated by the numerical finite element analysis model.

Acknowledgments

This work was in part supported by the National Science Foundation Grant Nos. CNS-1566579 and ECCS-1611333. This work was also partly supported by the National Science Foundation Grant No. 1069283, which
supports the activities of the Integrative Graduate Education and Research Traineeship (IGERT) in Wind Energy Science, Engineering and Policy (WESEP) at Iowa State University. Their support is gratefully acknowledged. Any opinions, findings, and conclusions or recommendations expressed in this material are those of the authors and do not necessarily reflect the views of the National Science Foundation.

**Appendix A. Supplementary material**

Supplementary data associated with this article can be found, in the online version, at https://doi.org/10.1016/j.ymssp.2018.04.023

### 4.7 References


CHAPTER 5. OPTIMAL SENSOR PLACEMENT WITHIN A HYBRID DENSE SENSOR NETWORK USING AN ADAPTIVE GENETIC ALGORITHM WITH LEARNING GENE POOL


Austin Downey\(^1\), Chao Hu\(^2,3\) and Simon Laflamme\(^1,3\)

\(^1\) Department of Civil, Construction, and Environmental Engineering, Iowa State University, Ames, IA, USA
\(^2\) Department of Mechanical Engineering, Iowa State University, Ames, IA, USA
\(^3\) Department of Electrical and Computer Engineering, Iowa State University, Ames, IA, USA

Abstract

This work develops optimal sensor placement within a hybrid dense sensor network used in the construction of accurate strain maps for large-scale structural components. Realization of accurate strain maps is imperative for improved strain-based fault diagnosis and prognosis health management in large-scale structures. Here, an objective function specifically formulated to reduce type I and II errors and an adaptive mutation-based genetic algorithm for the placement of sensors within the hybrid dense sensor network are introduced. The objective function is based on the linear combination method and validates sensor placement while increasing information entropy. Optimal sensor placement is achieved through a genetic algorithm that leverages the concept that not all potential sensor locations contain the same level of information. The level of information in a potential sensor location is taught to subsequent generations through updating the algorithm’s gene pool. The objective function and genetic algorithm are experimentally validated for a cantilever plate under three loadings cases. Results demonstrate the ability of the learning gene pool to effectively and repeatedly find a Pareto-optimal solution faster than its non-adaptive gene pool counterpart.
Keywords: optimal sensor placement, structural health monitoring, dense sensor network, sensor network, genetic algorithm, strain maps, sensing skin, large area electronics.

5.1 Introduction

Structural health monitoring (SHM) is the automation of the damage detection, localization, and prognosis tasks. From SHM follows Prognostics and health management (PHM), which focuses on predicting the remaining useful life of the system based on the inferred health and making optimal (often profit-maximizing) decisions on operations and maintenance (O&M) (Si et al., 2011; Hu et al., 2012). Of particular interest to the authors is SHM/PHM of wind turbine blades, where the benefits of condition based maintenance are well understood (Hu et al., 2012; Adams et al., 2011; Chang et al., 2003). For examples, the use of PHM combined with a well-designed SHM system can enable smart load management for damaged wind turbine blades resulting in reduced operating cost and increased blade life (Richards et al., 2015).

The success of an SHM/PHM system depends heavily on the availability of sensor data and the ability to detect, localize, and quantify a change in health state within the data set. This task becomes increasingly challenging for larger scale systems because of the lack of scalability of existing sensing solutions (Downey et al., 2016). A solution is to deploy sensor networks, which have been promoted by significant technological advances in sensing, wireless communication, and data processing techniques (Lynch, 2006). Also, recent advances in polymers have encouraged the development of flexible electronics, which can be used to form dense sensor networks (DSNs) to monitor large areas, at low cost. Such applications are often compared to sensing skins, which often consist of discrete rigid or semi-rigid sensing nodes (cells) mounted on a flexible sheet (skin) (Lee et al., 2006; Ahmed et al., 2012).

The authors have previously developed a capacitance-based sensing skin, termed the soft elastomeric capacitor (SEC). The proposed SEC was designed to be inexpensive with an easily scalable manufacturing process (Laflamme et al., 2013b). A particular feature of the SEC is that it measures additive in-plane strain, instead of a traditional measurement of the linear strain along a single direction. When used in a DSN configuration, the SEC is able to monitor local additive strain over large areas. The signal can be used to reconstruct strain maps, provided that the additive strain is decomposed into linear strain components along two orthogonal directions. Downey et. al presented an algorithm(Downey et al., 2016) designed to leverage a DSN configuration along with other off-the-shelf sensors (termed hybrid DSN or HDSN) to enable strain field decomposition. The algorithm assumed a shape function and classical Kirchhoff plate theory, as well as boundary conditions, and solved for the coefficients of the shape function using a least squares estimator (LSE). Results demonstrated that such algorithm had great promise at providing strain
map measurements, but that its performance was dependent on sensor placement, and that it was critical to develop an optimal sensor placement (OSP) strategy for the placement of sensors within an HDSN.

The objective of OSP is to identify the optimal locations of sensors such that the measured data provide a rich level of information. OSP can be expressed as a classical combinatorial problem generalized as: given a set of \( n \) candidate locations, find \( m \) locations, with \( m < n \), providing the best possible performance. For optimization problems where \( m \) or \( n \) are limited, the solution can be solved using a trial-and-error approach. However, for large sizes of \( m \) or \( n \), the search becomes computationally demanding; a systematic and efficient sensor placement approach is required. Naturally, two questions arise with regard to sensor placement: which type of sensor placement objective function should be implemented and what algorithm can be applied for OSP (Yi and Li, 2012).

A large number of formulations of the objective function have been developed in prior literature. These can be grouped as: 1) Fisher information matrix (FIM) (Kammer, 1991; Yao et al., 1993; Rao and Anandakumar, 2007) for minimizing the covariance of the parameter estimation error; 2) modal assurance criterion (MAC) (Yi et al., 2014) for minimizing the maximum off-diagonal value (or the highest degree of linearity between different modal vectors) in the MAC matrix; 3) information entropy (Papadimitriou and Lombaert, 2012) for minimizing the uncertainty in model parameter estimates; 4) probability of detection (Guratzsch and Mahadevan, 2010) for maximizing probability of damage detection or minimizing false alarm rate; and 5) mean squared error in estimating structural parameter of interest (e.g., mode shape (Rao and Anandakumar, 2007)). An objective function chosen to validate sensor placement will vary greatly with respect to the application. Certain objective functions may perform well in selecting sensor locations for global parameter identification (e.g., changes in stiffness) but fail to detect changes in local damage cases (e.g. crack growth). A solution is the formulation of sensor placement as a multi-objective optimization problem (Abraham and Jain, 2005). For the case of optimizing several conflicting objectives, there does not exist a single solution that simultaneously optimizes every considered objective. However, there is a set of (possibly infinite) optimal solutions known as Pareto-optimal solutions. These solutions reside on the Pareto frontier.

After an appropriate formulation of the objective function is determined, the remaining task is to select the optimal sensor locations from the predefined set of candidate locations. Various solvers for this discrete optimization problem have been proposed. In SHM, sensor placement for the extraction of modal shapes has been extensively researched due to the significant importance of modal shapes in structural model updating (Yi and Li, 2012; Lynch, 2006; Brownjohn et al., 2001; Yao et al., 1993; Worden and Burrows, 2001). Some solvers that show good promise for optimizing sensor placement within an HDSN are reviewed here. Sequential sensor placement offers a systematic approach by selecting the sensor location that results in the highest addition in information entropy and setting that as the first optimal sensor position. All subsequent sensor location selections are made in a similar manner. While computationally
efficient, sequential sensor placement solvers lack the ability to find optimal sensor locations because its search tree is limited by previously selected sensor locations (Kammer, 1991; Papadimitriou and Lombaert, 2012). The monkey search algorithm, in its most basic form, seeks to expand on the sequential sensor placement in searching multiple branches of the search tree for local optimal solutions. The algorithm is capable of looking at and jumping to others branches whose objective values exceed those of the current solutions allowing it to search multiple branches rapidly (Yi et al., 2014). Particle swarm optimization addresses the problem of sensor placement by allowing set of particles to transverse a search-space while each particle interacts with the global best-fit particle. In comparison to the solvers presented above, swarm optimization does not build an OSP solution but rather seeks to improve on a candidate solution (often termed an initial guess) until a solution of acceptable performance is found (Rao and Anandakumar, 2007).

Genetic algorithms (GAs), based on the mutation of genes over generations, have been proposed as an effective solution to the limited search space of the sequential sensor placement and monkey search algorithms (Yao et al., 1993). They are bio-inspired global probabilistic search algorithms that mimic nature’s ability to pass genes from one generation to the next (Holland, 1975). GAs greatly lend themselves for use as an OSP solver. Sensor locations can be directly linked to genes that are mutated through the generations and have been widely used for the simultaneous placement of sensors in OSP (Guo et al., 2004). After multiple generations, only the strongest genes remain and form the set of sensor locations for optimal sensor placement (Worden and Burrows, 2001).

In this paper, a specialized case of OSP is presented for application to an HDSN. The HDSN consists of a sensing skin capable of covering large areas at low cost for SHM of large-scale components. The intention is to equip the HDSN with optimally placed resistive strain gauges (RSGs) for the realization of accurate strain maps through providing precise strain measurements at key locations. It will enable HDSNs for strain-based fault diagnosis and prognosis health management techniques and empower low-cost large-area electronics such as the SEC. Sensor placement design for an HDSN should attain three objectives: 1) optimize the sharing of sensor network resources; 2) reduce type I errors (false positive for damage detection damage); and 3) reduce type II errors (fail to detect damage). All three objectives are considered in the OSP developed for increasing the accuracy of the reconstructed strain maps. Sharing of sensor network resources allows the HDSN to increase information entropy without the cost and complexity of additional sensors. A sensor placement algorithm that reduces the probability of type I errors can reduce maintenance cost and provide the operator with a high level of confidence in the system (Scudder et al., 1882). Additionally, the choice of sensor placement that reduces the probability of type II errors may reduce the risk of catastrophic failure and the potential for loss-of-life events. Sharing of sensor resources within the HDSN is obtained through the im-
plementation of the enhanced LSE algorithm, while the reduction of type I and type II errors is obtained through the consideration of multiple objectives.

This work introduces an objective function based on the linear combination method and validates simultaneous sensor placement while increasing information entropy. The objective function allows for a sensor placement that decreases the likelihood of the SHM system experiencing a type I or type II error. The single objective function and adaptive GA with learning gene pool are experimentally validated through an OSP problem formulated for a cantilever plate under three loadings cases.

For a OSP solver, we adopt a mutation-based GA through investigating the concept that not all sensor locations in $m$ offer the same information potential. We introduce an adaptive mutation-based GA with a gene pool that is capable of learning as the generations advance. Utilizing the basic knowledge that some sensor locations inherently add more information to the system than others, the adaptive GA continuously alters the algorithm’s gene pool in reference to the individual gene’s effect on offspring fitness.

Contributions in this article are threefold: 1) definition of a multi-objective optimization problem to reduce the occurrence of type I and type II errors in an SHM system, and solving the multi-objective problem as a single objective problem by linear scalarization; 2) development of the case study of an adaptive mutation-based GA with learning gene pool for placement of sensors within an HDSN; 3) formulation of the optimal deployment of an HDSN utilizing flexible electronics to monitor local changes on a global scale and RGSs for the enforcement of boundary conditions.

## 5.2 Background

This section provides the background on the SEC sensor, including its electro-mechanical model and reviews the enhanced LSE algorithm developed in previous work.

### 5.2.1 Soft Elastomeric Capacitor

The SEC is a robust and highly elastic flexible electronic that transduces a change in its geometry (i.e., strain) into a measurable change in capacitance. The fabrication process of the SEC was documented by Laflamme et al. (Laflamme et al., 2013). The sensor’s dielectric is composed of a styrene-ethylene-butylene-styrene (SEBS) block co-polymer matrix filled with titania to increase both its durability and permittivity. Its conductive plates are also fabricated from an SEBS but filled with carbon black particles. All of the components used in the fabrication process are commercially available, and its fabrication process is relatively simple, making the technology highly scalable.
The SEC is designed to measure in-plane strain ($x - y$ plane in Figure 5.1) and is pre-stretched and adhered to the monitored substrate using a commercial two-part epoxy. Assuming a relatively low sampling rate ($< 1$ kHz), the SEC can be modeled as a non-lossy capacitor with capacitance $C$, given by the parallel plate capacitor equation,

$$C = \varepsilon_0 \varepsilon_r \frac{A}{h}$$  \hspace{1cm} (5.1)

where $\varepsilon_0 = 8.854$ pF/m is the vacuum permittivity, $\varepsilon_r$ is the polymer relative permittivity, $A = d \cdot l$ is the sensor area of width $d$ and length $l$, and $h$ is the thickness of the dielectric as denoted in Figure 5.1.

Assuming small strain, an expression relating the sensor’s change in capacitance to signal can be expressed as

$$\frac{\Delta C}{C} = \lambda (\varepsilon_x + \varepsilon_y)$$  \hspace{1cm} (5.2)

where $\lambda = 1/(1 - \nu)$ represents the gauge factor of the sensor, with $\nu$ being the sensor material’s Poisson ratio. For SEBS, $\nu \approx 0.49$, which yields a gauge factor $\lambda \approx 2$. The electro-mechanical model is derived in reference (Laflamme et al., 2015). Equation (5.2) shows that the signal of the SEC varies as a function of the additive strain $\varepsilon_x + \varepsilon_y$.

The linearity of the derived electro-mechanical model holds for mechanical responses up to 15 Hz (Laflamme et al., 2015). An altered electro-mechanical model has been derived in (Saleem et al., 2015) for modeling mechanical responses up to 40 Hz but is not shown here for brevity. The SEC’s electro-mechanical model has been validated at numerous occasions for both static and dynamic strain, see references (Laflamme et al., 2015; Saleem et al., 2015; Laflamme et al., 2013) for instance. Additionally, the SEC has been shown to operate successfully in the relatively noisy environment of a wind tunnel mounted inside a wind turbine blade model (Downey et al., 2017).
5.2.2 Strain Decomposition Algorithm

The SEC signal comprises the additive in-plane strain components, as expressed in Equation (5.2). The enhanced LSE algorithm was designed to decompose strain maps by leveraging an HDSN configuration. The algorithm is presented in (Downey et al., 2016) and summarized in what follows.

The enhanced LSE algorithm assumes a parametric displacement shape function. For simplicity, consider a cantilever plate that extends into the $x$-$y$ plane with a constant thickness $c$, and fixed along one edge (at $x = 0$). A $p^{th}$ order polynomial is selected due to its mathematical simplicity to approximate the plates deflection shape. The deflection shape $w$ is expressed as

$$ w(x, y) = \sum_{i=2, j=1}^{p} b_{ij}x^iy^j $$

(5.3)

where $b_{ij}$ are regression coefficients, with $i > 1$ to satisfy the displacement boundary condition on the clamped edge where $w(0,y) = 0$. Taking an HDSN with $m$ sensors and collecting displacements at sensors’ locations in a vector $W$, Equation (5.3) becomes

$$ W = \begin{bmatrix} w_1 & \cdots & w_k & \cdots & w_m \end{bmatrix}^T = HB. $$

Where $H$ encodes sensor location information and $B$ is the regression coefficients matrix such that $B = \begin{bmatrix} b_1 & \cdots & b_a \end{bmatrix}^T$ where $b_a$ represents the last regression coefficient.

The $H$ location matrix is defined as $H = [\Gamma_xH_x|\Gamma_yH_y]$ where $H_x$ and $H_y$ account for the SEC’s additive strain measurements. $\Gamma_x$ and $\Gamma_y$ are added as appropriately defined diagonal weight matrices holding the scalar sensor weight values $\gamma_{x,k}$ and $\gamma_{y,k}$, associated with the $k$-th sensor. For instance, an RSG sensor $k$ orientated in the $x$ direction will take weight values $\gamma_{x,k} = 1$ and $\gamma_{y,k} = 0$. Virtual sensors, treated as RSG sensors with known signals, may also be added into $H$. Virtual sensors are analogous to RSG sensors, except they are located at points where the boundary condition can be assumed to a high degree of certainty. The matrices are developed from quantities contained in Equation (5.3);

$$ H_x = H_y = \begin{bmatrix} y_1^n & x_1^{n-1} & \cdots & x_1^{n-1}y_1 & x_1^n \\ y_2^n & x_2^{n-1} & \cdots & x_2^{n-1}y_2 & x_2^n \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ y_m^n & x_m^{n-1} & \cdots & x_m^{n-1}y_m & x_m^n \end{bmatrix} $$

(5.4)

Linear strain functions $\varepsilon_x$ and $\varepsilon_y$ along the $x$ and $y$ directions, respectively, can be obtained from Equation 5.3 through the enforcement of Kirchhoff’s plate theory as;

$$ \varepsilon_x(x, y) = -\frac{c}{2} \frac{\partial^2 w(x, y)}{\partial x^2} = \Gamma_xH_xB_x $$

(5.5)

$$ \varepsilon_y(x, y) = -\frac{c}{2} \frac{\partial^2 w(x, y)}{\partial y^2} = \Gamma_yH_yB_y $$

(5.6)
where \( \mathbf{B} = [\mathbf{B}_x | \mathbf{B}_y]^T \).

Linear strains at sensors’ locations along the \( x \) and \( y \) directions can be obtained from sensors transducing \( \varepsilon_x(x, y) \) and \( \varepsilon_y(x, y) \). Signal vector \( \mathbf{S} \) is constructed in terms of the sensors strain signal \( \mathbf{S} = \begin{bmatrix} s_1 & \cdots & s_k & \cdots & s_m \end{bmatrix}^T \).

Thereafter, the regression coefficient matrix \( \mathbf{B} \) can be estimated using an LSE:

\[
\hat{\mathbf{B}} = (\mathbf{H}^T \mathbf{H})^{-1} \mathbf{H}^T \mathbf{S}
\]  

where the hat denotes an estimation. It results that the estimated strain maps can be reconstructed using

\[
\hat{\mathbf{E}}_x = \Gamma_x \mathbf{H}_x \hat{\mathbf{B}}_x \quad \hat{\mathbf{E}}_y = \Gamma_y \mathbf{H}_y \hat{\mathbf{B}}_y
\]  

where \( \mathbf{E}_x \) and \( \mathbf{E}_y \) are vectors containing the estimated strain in the \( x \) and \( y \) directions for sensors transducing \( \varepsilon_x(x, y) \) and \( \varepsilon_y(x, y) \), respectively.

An HDSN without a sufficient number of RSGs will result in \( \mathbf{H} \) being multi-collinear because \( \mathbf{H}_x \) and \( \mathbf{H}_y \) share multiple rows, resulting in \( \mathbf{H}^T \mathbf{H} \) being non-invertible. This can be avoided by integrating a sufficient number of RSGs into the HDSN.

### 5.3 Optimal Sensor Placement

This section proposes a single objective function that solves the multi-objective problem of decreasing the likelihood of type I and type II errors through the placement of RSGs in the HDSN. The objective function is based on the linear combination method, borrowed from the field of robust design (Doltsinis and Kang, 2004) that seeks to find a solution on the Pareto frontier. Thereafter, an adaptive GA specially formulated through the use of a learning gene pool for applications in sensor placement is introduced.

#### 5.3.1 Bi-Optimization Objective Function

The occurrence of type I and type II errors in a structure depends, in part, on the strain-based fault diagnostic techniques applied to the extracted strain maps. In general, a type I error is the incorrect calcification of a healthy state as a damage state caused by consistently inaccurate strain maps being construed for a structural component. In comparison, a type II error is the failure to detect a structural fault that the properly selected strain-based fault diagnostic technique was designed to detect.

For the purpose of reducing the occurrence of type I errors within the HDSN’s extracted strain maps, an optimization problem based on minimizing the mean absolute error (MAE) between the system and its estimated response is
utilized. The use of MAE for validation provides a simple yet effective representation of how a structure will perform under static and dynamic loading. However, sensor placement validation based solely on the sensor network’s MAE value may result in locations of high disagreement between the estimated and real systems. In the case of a monitored system, such an occurrence could result in a system component being stressed past its design limit, leading to an undetected localized failure (i.e. type II error). To reduce the occurrence of type II errors in an HDSN, a second optimization problem based on minimizing the maximum difference between the system and its estimated response per any individual point on a strain map is introduced, defined as $\beta$. The bi-objective optimization problem for placing $m$ sensors can be formulated as,

$$
\min_{P} \quad f(P) = (\text{MAE}(P), \beta(P))
$$

subject to \hspace{0.5cm} P = [p_1...p_m]^T \in \mathcal{P}

$$
0 \leq m \leq n
$$

where $P$ is a unique vector consisting of $m$ unique sensor locations $p$ taken from the global set of sensor locations, $\mathcal{P}$, with size $n$.

These multi-optimization problems can be combined to form a single objective optimization function with solutions that lie on the Pareto frontier. While various methods have been proposed for finding solutions on the Pareto frontier, a straightforward scalarization approach formulated as a linear combination method is applied here. The linear combination method finds the minimum of a weighted linear combination of objectives, resulting in a Pareto-optimal solution. This approach allows for trade-offs between the two objectives, thereby increasing the usability of the optimization function. The single objective problem for optimizing the placement of $m$ sensors can be formulated as,

$$
\min_{P} \quad \text{fit} = (1 - \alpha) \frac{\text{MAE}(P)}{\text{MAE}'} + \alpha \frac{\beta(P)}{\beta'}
$$

subject to \hspace{0.5cm} P = [p_1...p_m]^T \in \mathcal{P}

$$
0 \leq m \leq n
$$

$$
0 \leq \alpha \leq 1
$$

where $\alpha$ is a user-defined scalarization factor to weight both objective functions. $\text{MAE}'$ and $\beta'$ are factors used for normalizing MAE and $\beta$. The optimization problem expressed in Equation (5.10) can be converted to a MAE value minimization problem for $\alpha = 0$, or a $\beta$ minimization problem for $\alpha = 1$. Selection of an appropriate value for $\alpha$ is based on the abilities of the selected strain-based fault detection techniques to avoid type I and type II errors. Additionally, selection of $\alpha$ depends on the structure’s ability to tolerate type I or type II errors.
5.3.2 Adaptive Genetic Algorithm

The proposed adaptive GA leverages the intuitive idea that some sensor locations \( p_k \) add little or no information (i.e. low-information gene) to the estimated system when selected for use in a set (i.e. offspring) of potential sensors locations \( P \). Conversely, some genes add a measurable amount of information to the system when selected for use in \( P \) (i.e. high-information gene). This concept is enforced into the GA through the use a learning gene pool. The proposed adaptive GA introduces a selection weight \( \delta_k \) to each gene. Selection weights evolve with each generation through a percentage change (\( \Delta\% \)). Therefore, increasing the likelihood that a high-information gene is selected in the next generation from the gene pool:

\[
\delta_{k, \text{generation}+1} = \delta_{k, \text{generation}} \times \left(1 + \frac{\Delta\%}{100}\right)
\]

Here \( k \) is a high-information gene from the current generation. Selection weights also reduce likelihood that a low-information gene is selected

\[
\delta_{k, \text{generation}+1} = \delta_{k, \text{generation}} \times \left(1 - \frac{\Delta\%}{100}\right)
\]

where \( k \) is a low-information gene. Bounding the maximum and minimum \( \delta \) values ensures that ensure that all genes are carried forward, and no genes dominate the gene pool.

---

**Algorithm 3**  Adaptive genetic algorithm using learning gene pool.

1: \( P_{\text{elite}} = \) initial guess
2: for generation count do
3: \hspace{1em} mutate \( P_{\text{elite}} \) into \( P_{\text{population}} \)
4: \hspace{1em} for population count do
5: \hspace{2em} generate LSE strain maps
6: \hspace{2em} calculate fit
7: \hspace{1em} end for
8: \( P_{1-\text{end}} = \) ordered \( P_{\text{population}} \cdot \text{f}(\text{fit}) \)
9: \( P_{\text{elite}} = P_1 \)
10: \hspace{1em} adjust \( \delta_k \) correlating to \( P_{\text{elite}} \)
11: \( P_{\text{anti-elite}} = P_{\text{end}} \)
12: \hspace{1em} adjust \( \delta_k \) correlating to \( P_{\text{anti-elite}} \)
13: end for
Figure 5.2 Adaptive genetic algorithm with learning gene pool.
The proposed GA framework is presented in Algorithm 3. Here, \( \mathbf{P}_{\text{elite}} \) is the best performing \( \mathbf{P} \) vector containing unique sensor locations that comprise the HDSN layout with the best fit. Conversely, \( \mathbf{P}_{\text{anti-elite}} \) is a vector containing the sensor locations that achieve the worst fit. Lastly, \( \mathbf{P}_{\text{population}} \) is the array of vectors that contains all sensor location vectors tested and can be arranged into \( \mathbf{P}_{1\text{-end}} \) based on the performance of these sensor location vectors. Figure 5.2 diagrams the GA flow.

While multiple variations for the adjustment of selection weights are possible, this work will focus on a simple two-part updating technique. First, the elite offspring from a population is extracted, where all genes in \( \mathbf{P}_{\text{elite}} \) are considered high-information genes. Next, the lowest performing offspring is extracted, where genes in \( \mathbf{P}_{\text{anti-elite}} \) are considered low-information genes. Thereafter, gene weights \( \delta \) are adjusted by \( \Delta \% \) as shown in Equations 5.11 and 5.12.

### 5.4 Methodology of Experimental Validation

Validation of the Adaptive GA utilizing a learning gene pool is conducted experimentally on an HDSN. This section describes the experimental set-up and methodology used for the experimental validation.

#### 5.4.1 HDSN Configuration

The HDSN consists of 20 SECs and 46 RSGs deployed onto the surface of a fiberglass plate of geometry \( 74 \times 63 \times 0.32 \text{ cm}^3 \) fixed along one edge with clamps as shown in Figure 5.3. Each SEC covers \( 6.5 \times 6.5 = 42 \text{ cm}^2 \) in area, laid out in a \( 4 \times 5 \) grid array. The point node used in constructing the \( \mathbf{H} \) matrix is taken as the center of each SEC. RSGs used in the experimental setup are foil-type strain gauges of 6 mm length manufactured by Tokyo Sokki Kenkyujo, model FLA-6-350-11-3LT. They are aligned along the directions of the plate’s edges, in either a single or double configuration, individually measuring \( \varepsilon_x \) or \( \varepsilon_y \) along the \( x \) and \( y \) axes as indicated in Figure 5.3. RSGs were arbitrarily located on the plate with the considerations that an equal number of RSGs measure \( \varepsilon_x \) and \( \varepsilon_y \) and that the RSGs are relatively evenly distributed.

Three different displacement-controlled load cases were selected and applied to the plate: load case I) an upward uniform displacement of 125 mm along the free edge; load case II) a downward uniform displacement of 97 mm along the free edge; and load case III) a twist of 43 degrees with reference to the initial plane. Each test consisted of three 15-second sets of unloaded, loaded, and unloaded conditions, for a total of 45 seconds.

Separate data acquisition (DAQ) hardware is used for the measurement of the SEC and RSG sensors, as annotated in Figure 5.3. RSG measurements are recorded at 100 Hz using a National Instruments cDAQ-9174 with four 24-bit
350 Ω quarter-bridge modules (NI-9236). SEC measurements are recorded at 25 Hz using a 16-bit capacitance-to-digital converter, PCAP-02, mounted inside the metal project boxes.

### 5.4.2 Signal Processing

A representative SEC signal is shown in Figure 5.4. Here, the capacitance signal is acquired from an SEC sensor under tension (top row, second from left, as shown Figure 5.3(b)) during load case II. Unfiltered data is presented in Figure 5.4(a). While the acquired sensor signal is relatively noisy, the noise is Gaussian as represented in the Q-Q plot in Figure 5.4(b). The oversampled signal is then decimated providing a single displaced measurement of greater resolution (Hauser, 1991) for use in the Enhanced LSE algorithm. Given the static nature of the current work, this technique was found to provide acceptable results.

### 5.4.3 Algorithm Configuration

Validation of the proposed adaptive GA with learning gene pool is performed for the case of \( m = 10 \) (RGS sensor locations), \( n = 46 \) (RSG candidate locations). An HDSN of 20 SECs and 10 RSGs was selected due to its ability to generate a viable estimation of the real system (Downey et al., 2016), while still providing a sufficient search space. The estimated strain map is validated against the real strain map, as reconstructed using all 46 RSGs.

A single set of optimized sensor placement locations (\( P \)) is obtained for the experimental HDSN. The final sensor configuration is the set of locations that best reproduce all six strain maps, three for \( \varepsilon_x \) and three for \( \varepsilon_y \), under the three loading cases. Estimated strain maps are produced using the enhanced LSE algorithm presented in the background.
section. Additionally, five virtual sensor nodes are added along the fixity such that \( \varepsilon_y = 0 \). The sensors nodes are evenly spaced, placed at \( x = 0, y = 0.10, 0.21, 0.31, 0.42 \) and 0.52 m. Virtual sensors are not placed at the corners to account for edge effects present in the plate.

A set of initial sensor locations are needed to develop the normalization factors, MAE’ and \( \beta' \), used in Equation 5.9. To provide \( \mathbf{P} \), a guess a set of 50 randomly selected sensor placement locations were produced. Using a single objective optimization function minimizing the MAE a best-of-50 sensor placement was obtained. The optimization function minimizing only the MAE was chosen over that minimizing \( \beta \), since the former maximizes the fit over all six strain maps and the latter only minimizes the single point of greatest disagreement. This best-of-50 sensor placement set was then used to calculate the MAE’ and \( \beta' \) for use with the single objective optimization problem in Equation (5.10).

Certain constraints were implemented in the code to ensure the GA progressed efficiently. The number of gene mutations per offspring was based on a shifted half-normal distribution, such that the probability of a one-gene mutated offspring is 0.5 and a 10-gene mutated offspring is 0.03 (3\( \sigma \)). Mutated genes are selected from all available genes, excluding the genes present in the parent (i.e. the parent cannot mutate back into itself). The probability of selecting a certain gene from the learning gene pool is based on that gene’s relative selection weight. Selection weights were bounded to ensure that no sensor location would become overly dominant or drop out. The lower bound was set to 0.1, while the upper bound was set to 4. These bounds were selected to keep low-information genes available

Figure 5.4 Representative SEC signal: (a) time series for test under load case II, (b) Q-Q plot for the SEC signal under load.
for selection and reward high-information genes, without allowing them to diverge to infinity. No constraints were enforced between individual offspring.

All GA iterations for parameter testing were run 10 times (the number of repeated GA runs $n_s = 10$) and terminated after 100 generations. The Student’s t-distribution with $\nu = n_s - 1$ degrees of freedom was used to obtain an estimate of the true (population) mean from the sample mean. Specifically, the 95% confidence interval for the true mean was developed based on the t-distribution to show with a degree of certainty where the true mean lies.

The proposed adaptive GA with learning gene pool easily lends itself to running in parallel code configurations as each offspring can be calculated independently. Code was developed using a series of Python codes, in combination with MATLAB’s Parallel Computing Toolbox. Computations were performed using individual nodes on a high-performance computing cluster (HPC). Each node consisted of two 2.2 GHz 4-Core AMD Opteron 2354 with 8 GB of RAM. Algorithm speed was found to depend almost exclusively on the offspring population size. On average, a population size of 50 took 18.1 seconds per generation. The final sensor placement results were calculated in 26 hours running on 36 nodes.

5.5 Results of Experimental Validation

This section presents the results from the parameter studies used for the development of a final mutation-based GA configuration. Thereafter, the selected parameters are used to obtain an optimized sensor placement for the experimental HDSN.

5.5.1 Parametric Study

First, the selection weights parameter is studied in relation to the GA’s generational results. Tests were performed using a sample population of 50 with the code repeated over 10 runs to obtain a representative response. A reference case was obtained by solving a GA without a learning gene pool (selection weight = 0). The mean value of the 10 individual runs is shown in Figure 5.5(a). Through comparisons with the adaptive GAs of selection weights of 1% and 10%, it can be observed that the adaptive GAs with learning gene pool converge to a local minimum faster than the GA without a learning gene pool.

The effects of changing selection weights on the GA’s fit after 100 generations are presented in Figure 5.5(b). The sample mean (i.e., a point estimate of the true mean) and the 95% confidence interval for the true mean are presented as a solid red and a dashed blue line, respectively. Small increases in selection weights for weights under ($< 1\%$) have a large effect on the GA’s 100 generation results. However, the benefit of an increasing learning gene pool weights
greatly diminishes for selection weights greater than 1%. For the remainder of the tests, a gene pool learning weight of 10% was used due to it being a typical response when compared to other weights < 1%.
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Figure 5.5   Effects of Δ% on GA fit: (a) fit vs generation; and (b) fit after 100 generations vs Δ%.

Next, the effect of population size on the adaptive GA with learning gene pool is studied. Again, each population size was tested over 100 generations and 10 runs with the mean of the 100th generation for population sizes ranging from 1-100 presented in Figure 5.6. The analysis shows that an increase in trial population size has a positive result on the GA’s fitting ability, as expected. A greater improvement is seen for unit population increases up to 20 than for unit population increases after 20. Results presented here agree with the use of a population size of 50 as selected earlier. Thus, the population size of 50 is kept constant for all of the additional tests.

![Figure 5.6](image.png)

Figure 5.6   Effect of offspring population size on GA performance.

The concept of using multiple elites (parents) from each generation through the selection of the top $k$ parents ($k = 1...4$) was explored. After selecting the top $k$ parents, the next generation was mutated from these with an equal number of mutations per parent. Any remaining offspring were applied to the leading parent to maintain a total
population size of 50. Results showed no benefit to the introduction of multiple elites into the GA, therefore these results are emitted from the GAs formulation.

Lastly, a study of optimization objective function presented in Equation 5.10 is performed. Results presented in Figure 5.7 show that the proposed objective function is capable of developing a $P$ that accounts for potential type I and type II errors. For the experimental HDSN presented here, and considering type I and type II errors to be of equal importance, results demonstrate that $\alpha = 0.5$ provides an acceptable sensor placement set $P$. Furthermore, when compared with a single objective function based purely on MAE (i.e. $\alpha = 0$), the selected value of $\alpha = 0.5$ provides a 12.53% improvement in $\beta$, while only resulting in a 1.47% cost in MAE. $\beta$ has a local minimum at $\alpha = 0.7$, this is a consequence of $\alpha > 0.7$ putting greater emphasis on fitting one point per generation over 100 generations. Optimum fitting of sensor locations for $\alpha > 0.7$ requires excessive generations as the problem is solved through reducing the point of greatest disagreement one-at-a-time. In comparison, $\alpha < 0.7$ adds more weight to fitting all the points, therefore ensuring that any single point of disagreement is less of an outlier. Selection of an appropriate $\alpha$ depends on engineering judgment but is taken here as $\alpha = 0.5$ for the subsequent simulations.

Figure 5.7 Bi-optimization objective function results presented as a function a the scalarization factor $\alpha$ for a the single objective function where: $\alpha = 0$ seeks to minimize type I error (MAE); $\alpha = 1$ seeks to minimise type II error ($\beta$).
5.5.2 Optimal Sensor Locations

Sensor placement for RSGs within the experimental HDSN is performed using a selection weight ($\Delta\%$) of 10%, a scalarization factor ($\alpha$) of 0.5, and a population size of 50. The GA was run 360 times for 500 generations with the generational improvements reported in Figure 5.8(a). The 95% confidence interval for the true mean was estimated using Student’s t-distribution as before, presented here as a solid black (true mean) and a dashed blue line (95% confidence interval). The $P$ with the best fit at the 500th generation is presented as the red line with filled circle markers. As expected, the sensor placement fit improves through the generations with a final minimum fit of 0.655, a 34.5% improvement from the best-of-50 starting condition. Figure 5.8(b) presents a histogram showing the distribution for the final $P$, as found by each of the 360 runs with the optimal $P$ being located in the left-most bin. Figure 5.8(b) demonstrates that the proposed algorithm is capable of repeatedly converging to an optimum solution, without developing any substantial outliers.

The starting guess best-of-50 results for sensor locations is presented in Figure 5.9(a). The purely random selection procedure selected five gauges in the $x$-direction, and five gauges in the $y$-direction. A MAE of 36$\mu e$ was obtained across all six strain maps with a maximum difference, $\beta$, of 201$\mu e$. Optimal sensor locations selected through the adaptive GA with learning gene pool are presented in 5.9(b). After optimizing RSG sensor layout, the MAE was reduced to 23$\mu e$ while $\beta$ reduced to 131$\mu e$. The adaptive GA with learning gene pool prioritized the placement of strain gauges in the $x$-direction. This can be attributed to $\varepsilon_x$ being the dominant strain in the test configuration under study (a dominant bending direction). Strain map reconstruction with the optimized RSG locations provided a 35%
Figure 5.9 Optimized Sensor placement: (a) sensor placement for best of 50 random placements; and (b) sensor placement obtained through adaptive GA with learning gene pool.

improvement in the HDSN’s MAE and $\beta$ (due to $\alpha = 0.5$) over the best-of-50 starting condition. The improved strain maps are considered rich enough to enable a good decomposition of the additive strain measured by the SECs. Note that weighted factors could be introduced in the objective function if, for instance, a higher degree of fit on $\varepsilon_y$ would be required. The current sensor placement results are limited to the three loading cases presented here. Sensor placement for an extended loading case library and the effect of dynamic loading cases are left to future work.

### 5.6 Conclusion

This work presented a multi-objective optimization problem to reduce the occurrence of type I and type II errors in an SHM system, presented a case study of an adaptive mutation-based GA with learning gene pool for placement of sensors within an HDSN and deployed an HDSN utilizing flexible electronics with optimally placed RSGs for the enforcement of boundary conditions. The effort presented here expands on the development of a low-cost sensing skin for the monitoring of large-scale structural components, including wind turbine blades. A novel sensor termed soft elastomeric capacitors (SEC) is combined with a mature technology, resistive strain gauges (RSGs), to form a hybrid dense sensor network (HDSN) capable of large-surface monitoring where the SEC provides low-cost additive in-place strain measurements over the entire system and the resistive strain gauges (RSG) are used for the enforcement of boundary conditions at key locations. When combined with a previously developed strain decomposition
technique, uni-directional strain maps can be obtained, therefore, allowing the HDSN to act as a sensing skin capable of monitoring local uni-directional changes in strain over a global area.

An optimum sensor placement (OSP) for finding the key boundary condition locations for the deployment of RSGs within a grid of SECs was investigated with the intention to limit the number of RSGs used within the HDSN. A multi-objective optimization problem to reduce the occurrence of type I and type II errors in structural health monitoring (SHM) and prognostics and health management (PHM) was defined. The multi-objective optimization problem was formulated as a single objective optimization problem by linear scalarization. The objective problem was solved through an adaptive GA with learning gene pool for the placement of RSG sensors within the HDSN. The adaptive GA gene pool was updated every generation to reflect the quantity of information individual genes added to offspring.

Experimental validation demonstrated the adaptive GA’s capability to efficiently place RSG sensors within an HDSN with consideration of predetermined loading cases. The efficient placement of RSGs sensors enables the deployment of large arrays of SECs over a large surface with the integration of a minimal number of RSGs. This will allow the monitoring of strain maps over large structural components, which information could be used to detect, localize, and quantify damage, or to create high fidelity models to enhance our understanding of certain structural behaviors. Such models can be particularly helpful in the development of PHM models and condition-based maintenance scheduling.
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Abstract

Damage detection in wind turbine blades requires the ability to distinguish local faults over a global area. The implementation of dense sensor networks provides a solution to this local-global monitoring challenge. Here the authors propose a hybrid dense sensor network consisting of capacitive-based thin-film sensors for monitoring the additive strain over large areas and fiber Bragg grating sensors for enforcing boundary conditions. This hybrid dense sensor network is leveraged to derive a data-driven damage detection and localization method for wind turbine blades. In the proposed method, the blade’s complex geometry is divided into less geometrically complex sections. Orthogonal strain maps are reconstructed from the sectioned hybrid dense sensor network by assuming different bidirectional shape functions and are solved using the least squares estimator. The error between the estimated strain maps and measured strains is extracted to define damage detection features that are dependent on the selected shape functions. This technique fuses sensor data into a single damage detection feature, providing a simple and robust method for inspecting large numbers of sensors without the need for complex model driven approaches. Numerical simulations
demonstrate the proposed method’s capability to distinguish healthy sections from possibly damaged sections on simplified 2D geometries.

Keywords: wind turbine blades, structural health monitoring, capacitive-based sensor, soft elastomeric capacitor, flexible membrane sensor, sensor network, signal decomposition, damage detection, damage localization, data fusion

6.1 Introduction

Wind energy growth is driven at the nexus of public policy and economics (Borenstein, 2012). As with most renewable energy projects, a wind farm’s economic viability typically relies on public subsidies, a predictable energy source, and mature and reliable technology (Afanasyeva et al., 2016). The economic evaluation of wind projects is particularly challenging due to the unpredictable operation and maintenance (O&M) costs. O&M traditionally includes the cost of all necessary repairs and replacements. The estimation of O&M costs for wind generating facilities is difficult as operational lifetime data is insufficient or inapplicable to the quickly evolving energy infrastructure. Therefore, O&M costs are estimated on a cost per MW hours basis, allowing owners to share O&M costs across multiple turbines. However, this practice is less convenient for operators of small wind farms where the ability to hedge cost is difficult (Celik, 2003), for operators of wind farms in micro grids where downtime is often compensated for with expensive fossil fuels (VanderMeer and Mueller-Stoffels, 2014), and for operators of wind farms in the offshore environment where the cost structure is often largely unknown (Cockerill et al., 2001).

Reduction of uncertainty related to the O&M of a wind turbine structural system (Ghoshal et al., 2000) and the enabling of prognostics and health management (PHM) (Richards et al., 2015; Ekelund, 2000) is therefore of interest to wind farm owners and operators. Monitoring the mesostructures (e.g. towers and blades) of wind turbines is difficult due to the need to distinguish between faults in the structure’s global (e.g. changing load paths, loss in global stiffness) and local (e.g. crack propagation, composite delamination) conditions (Ghoshal et al., 2000). Traditional approaches for structural health monitoring (SHM) of wind turbine blades have focused on monitoring the structure using a limited number of sensors and applying a variety of post-processing techniques (Gross et al., 1999). However, these techniques often lack the ability to distinguish local failures from global events and demonstrated a limited damage localization ability (Zou et al., 2000).

A logical solution to the local/global detection problem is to simply increase the number of sensors in the monitored structure by creating dense sensor networks (DSNs). These networks, often termed electronic artificial skins, e-skins or sensing skins, are thin electronic sheets that mimic the ability of biological skin to detect and localize damage. Sensing skins often consist of rigid or semi-rigid cells mounted on a flexible sheet, as demonstrated by (Lee et al.,
Recent developments in sensing skins have progressed towards the development of micro-electromechanical systems (MEMS) mounted in flexible sheets without the need for rigid packaging (Mahmood et al., 2015). Sensing skins with the transducing sensor built into the skin have been proposed (Chang et al., 2008). Additionally, Sensing skins with integrated electronics for signal processing have also been introduced (Yao and Glisic, 2015). These integrated sensing skins offer the potential to enable low-cost direct sensing and can be scaled for the monitoring of mesoscale systems, including wind turbine blades. Schulz et al. have proposed the use of a dense sensor network of series-connected piezoceramic (PZT) nodes for the continuous monitoring of wind turbine blades Schulz and Sundaresan (2006). The densest deployment of sensors for the SHM of wind turbine blades known to the authors was done by Rumsey et al. at Sandia National Laboratories Rumsey and Paquette (2008). Various sensor technologies were investigated for the potential of monitoring a composite blade’s structural condition during a fatigue test. Generally, successful damage detection was found to require optimal sensor placement, synchronization of sampling between different sensor types, and having sensor technology capable of detecting damage that occurs on a small scale while being able to be distributed as an array over the entire structure.

Leveraging recent advances in the field of flexible electronics (Rogers et al., 2010), the authors have developed a sensing skin termed the soft elastomeric capacitor (SEC). Developed around an inexpensive nanocomposite based on a styrene-co-ethylene-co-butylene-co-styrene (SEBS) block co-polymer, the SEC is a low-cost sensor customizable in shape and size (Laflamme et al., 2013). Its static (Laflamme et al., 2013b) and dynamic (Laflamme et al., 2015) behaviors have been characterized, including numerical and experimental damage detection applications to wind turbine blades (Laflamme et al., 2016; Downey et al., 2017). Additionally, the effectiveness of a DSN consisting of SECs for detecting fatigue cracks has been demonstrated (Kharroub et al., 2015). A particularly useful attribute of the SEC is its ability to measure additive in-plane strain, and therefore, its signal must be decomposed into orthogonal directions if one desires to reconstruct uni-directional strain maps.

With the advancement of low-cost, high-channel-count sensing skins, damage detection and data-fusion techniques need to be developed to provide SHM and PHM capabilities based on this unique class of sensors. Data fusion consists of the integration of sensor data from a multitude of sources in order to make a useful representation of the monitored systems. This representation should be of sufficient quality to assist in forming a damage detection, localization, and quantification decision. Additionally, data fusion can be used to obtain a damage detection feature from multiple sensors that is informative and non-redundant. In the case of SHM, features should allow for the distinction between a damaged and an undamaged state. Examples found in the literature are most commonly based on measured dynamic signals such as resonant frequencies, mode shapes, or properties derived from mode shapes (Sohn et al., 2003; Zou et al., 2000; Han et al., 2006).
This work introduces a computationally efficient data fusion technique that is capable of monitoring mesoscale structures without associated models or historical datasets. More specifically, the proposed NeRF (Network Reconstruction Feature) algorithm is capable of classifying hybrid dense sensor networks (HDSN) sections into healthy, or containing potential damage. This work uses HDSNs consisting of SECs for covering the large areas of a blade and Fiber Bragg grating (FBG) sensors for the enforcement of boundary conditions along the edges of sections and the separation of monitored sections. The SEC is used throughout this work as a large area electronic strain transducer. However, similarly developed large area electronics optimized for strain measurements could also be used (Yao and Glisic, 2015; Burton et al., 2016).

The NeRF algorithm works through comparing an individual sensor’s measured state with the estimated response within an HDSN section. This response is built through assuming a shape function and using the least squares estimator (LSE) to approximate uni-directional strain maps. An error function is introduced, which is defined as the mean square error (MSE) between a sensors’ measured and estimated strains. Thereafter, features are defined as the change in error associated with a given increase in the shape function’s complexity. This technique fuses the SEC and FBG strain data into a single damage detection feature, providing a simple and robust method for inspecting large numbers of sensors without necessitating complex physical models.

The contributions of this work are three-fold: 1) an algorithm for the development of a damage detection feature that integrates data from a newly proposed HDSN into a single detection value is introduced; 2) a demonstration of the damage detection feature’s ability to detect, quantify and localize damage; and 3) the evaluation of the damage detection feature’s capabilities without relying on models or historical datasets. This paper is organized as follows. Section 6.2 introduces the SEC along with relevant background including the strain decomposition algorithm previously developed. Section 6.3 introduces the NeRF algorithms simulations used for validation. Section 6.5 discusses the simulation results. Section 6.6 concludes the paper.

### 6.2 Background

This section provides background on the SEC sensor along with a brief review of the extended LSE algorithm for decomposing the SEC additive in-plane strain signal.

#### 6.2.1 Soft Elastomeric Capacitor

The SEC is a thin film, large area sensor that transduces a change in its geometry (i.e., the monitored substrate’s strain) into a change in capacitance. The SEC measures in-plane strain ($x$–$y$ plane in Fig. 6.1(insert)). The fabrication
process of the SEC is documented in (Laflamme et al., 2013). Briefly, the dielectric is fabricated from an SEBS block co-polymer filled with titania to enhance its durability and permittivity. The conductive plates are fabricated from an SEBS filled with carbon black particles. The SEC is a highly scalable technology, because it uses only commercially available and inexpensive materials and its fabrication process is simple.

![Diagram](image)

Figure 6.1 HDSN technology: HDSN section with FBG sensors enforcing strain boundary conditions and SECs providing large area sensing coverage; insert: annotated SEC sensor with reference axes.

SECs are adhered to the monitored substrate under pre-stress using a commercial epoxy, allowing it to measure strain under both tension and compression. Its electro-mechanical model is derived in (Laflamme et al., 2015). Briefly, assuming a low sampling rate (< 1 kHz), the SEC can be modeled as a non-lossy capacitor with capacitance $C$, given by the parallel plate capacitor equation,

$$ C = \varepsilon_0 \varepsilon_r \frac{A}{h} $$

(6.1)

where $\varepsilon_0 = 8.854 \text{ pF/m}$ is the vacuum permittivity, $\varepsilon_r$ is the polymer relative permittivity, $A = d \cdot l$ is the overlapping area of the conductive electrodes and $h$ is the thickness of the dielectric.
Assuming small in-plane strain, an expression relating the sensor’s change in capacitance to the substrate’s surface strain can be expressed as

\[
\frac{\Delta C}{C} = \lambda (\varepsilon_x + \varepsilon_y)
\]

(6.2)

where \(\lambda = 1/(1 - \nu)\) represents the gauge factor of the sensor. For SEBS, \(\nu \approx 0.49\), which yields a gauge factor \(\lambda \approx 2\). Eq. (6.2) shows that the signal of the SEC varies as a function of the orthogonal strain components \(\varepsilon_x + \varepsilon_y\). The linearity of the electro-mechanical model has been validated for mechanical responses under 15 Hz (Laflamme et al., 2015). For mechanical responses up to 40 Hz, an altered electro-mechanical model is presented in (Saleem et al., 2015) but is not shown here for brevity. The SEC’s electro-mechanical model has been validated for both static and dynamic strain and is presented in references (Laflamme et al., 2015; Saleem et al., 2015; Laflamme et al., 2013).

### 6.2.2 Strain Decomposition Algorithm

Leveraging an HDSN configuration, orthogonal strain maps can be obtained from the additive strain measured by the SEC, as expressed in Eq. (6.2), using a network of sensors in combination with boundary conditions enforced using linear strain measurement techniques. In this work, FBG sensors are used as linear strain sensors. These measurements are used for updating the HDSN at key locations. The algorithm, termed the extended LSE algorithm, is presented in (Downey et al., 2016) and summarized in what follows.

The extended LSE algorithm starts by assuming a parametric displacement shape function. Here, a \(p^{th}\) order polynomial is selected as the displacement shape function due to its mathematical simplicity and its ability to develop a wide range of displacement topographies. The shape function is developed for the \(x-y\) plane with a constant plate thickness \(c\), such that the deflection shape \(w\) is expressed as

\[
w(x, y) = \sum_{i=1, j=1}^{p} b_{ij} x^i y^j
\]

(6.3)

where \(b_{ij}\) are regression coefficients. Considering an HDSN with \(m\) sensors that includes both SEC and FBG sensor nodes, and collecting displacements at sensor locations in a vector \(W \in \mathbb{R}^m\), Eq. (6.3) becomes \(W = \begin{bmatrix} w_1 & \cdots & w_k & \cdots & w_m \end{bmatrix}^T = HB\). Here, \(H\) encodes information on sensor locations and \(B\) contains the regression coefficients such that \(B = \begin{bmatrix} b_1 & \cdots & b_f \end{bmatrix}^T\) where \(b_f\) represents the last regression coefficient.

 Appropriately defined diagonal weight matrices \(\Gamma\) are introduced into the \(H\) matrix to account for the SEC additive strain measurements such that \(H\) is defined as \(H = [\Gamma_x H_x | \Gamma_y H_y]\). \(\Gamma_x\) and \(\Gamma_y\) hold sensor weight values along the \(x\) and \(y\) axes, respectively. These matrices are formed with scalars \(\gamma_{x,k}\) and \(\gamma_{y,k}\) associated with the \(k\)-th sensor. For instance,
an FBG node $k$ oriented to make strain measurements in the $x$ direction will take weight values $\gamma_{x,k} = 1$ and $\gamma_{y,k} = 0$. The following matrices are developed from quantities contained in (6.3):

$$H_x = H_y = \begin{bmatrix} y_1 & x_1 y_1^{n-1} & \cdots & x_1^{n-1} y_1 & x_1^n \\ y_m & x_m y_m^{n-1} & \cdots & x_m^{n-1} y_m & x_m^n \end{bmatrix}$$  \hspace{1cm} (6.4)$$

Linear strain functions $\epsilon_x$ and $\epsilon_y$ along the $x$ and $y$ directions, respectively, can be obtained from Eq. (6.3) through the enforcement of Kirchhoff’s plate theory as

$$\epsilon_x(x, y) = -\frac{c}{2} \frac{\partial^2 w(x, y)}{\partial x^2} = \Gamma_x H_x B_x$$  \hspace{1cm} (6.5)$$

$$\epsilon_y(x, y) = -\frac{c}{2} \frac{\partial^2 w(x, y)}{\partial y^2} = \Gamma_y H_y B_y$$  \hspace{1cm} (6.6)$$

where $B = [B_x | B_y]^T$.

Constructing a signal vector, $S = [s_1 \cdots s_k \cdots s_m]^T$ where $S$ contains the additive SEC and unidirectional FBG strain measurements, the regression coefficient matrix $B$ can be estimated using an LSE:

$$\hat{B} = (H^T H)^{-1} H^T S$$  \hspace{1cm} (6.7)$$

where the hat denotes an estimation. Estimated strain maps can now be reconstructed using

$$\hat{E}_x = \Gamma_x H_x \hat{B}_x \hspace{1cm} \hat{E}_y = \Gamma_y H_y \hat{B}_y$$  \hspace{1cm} (6.8)$$

where $\hat{E}_x$ and $\hat{E}_y$ are vectors containing the estimated strain in the $x$ and $y$ directions, respectively.

In the case of an HDSN without a sufficient number of unidirectional inputs, $H$ will be multi-collinear as $H_x$ and $H_y$ will share multiple rows, resulting in $H^T H$ being non-invertible. Additionally, $H^T H$ may lack sufficient information to be invertible for a shape function of high complexity. It follows that $H^T H$ is invertible given a sufficient level of input information for a given shape function. Experimental validation of the extended LSE algorithm for static Downey et al. (2016) and dynamic conditions Downey et al. (2017) have been used to validate the strain decomposition method in field conditions.

### 6.3 NeRF Algorithm

The proposed NeRF algorithm is presented in what follows.
6.3.1 Network Reconstruction Feature (NeRF)

The algorithm provides damage detection and localization capabilities by subdividing a complex geometry into a set of geometrically smaller, and typically simpler, sections. The algorithm works by comparing the signal measured by an individual sensor with the estimated response within a predefined HDSN section. The estimated response is obtained by assuming a shape function and using a least squares estimator (LSE) to approximate uni-directional strain maps. An error function, defined as the mean square error (MSE) between a sensor’s measured and estimated strains, is used to associate a feature value with a given increase in the shape function’s complexity. An advantage is that the HDSN can be strategically customized (e.g., to monitor crack growth, or inspect a key structural location). Fig. 6.2 illustrates this idea where a high-resolution HDSN is deployed inside a wind turbine blade along the leading edge where the geometry is more complex, and a low-resolution HDSN is deployed inside the blade along the trailing edge of the blade where the geometry is simpler.

Consider an HDSN section similar to that shown in Fig. 6.2, consisting of optical fibers with integrated FBG sensors forming the perimeter and SECs placed within. Establishing the NeRF’s theoretical foundation requires that we first consider an ideal situation where strain maps are easily approximated through the use of low order shape functions. The error in the approximation, calculated for $m$ sensors, can be quantified as:

$$ V = \frac{1}{m} \sum_{k=1}^{m} (S_k - S_k')^2 $$

(6.9)
where $V$ is a scalar of MSE values. For a given sensor location $k$, $S_k$ is the sensor signal, and $S'_k$ is the estimated sensor signal using the reconstructed strain maps. The estimated sensor signals for FBG sensors measuring $e_x$ and $e_y$ are taken from $\hat{E}_x$ and $\hat{E}_y$, respectively, while the estimated SEC signals are taken as the summation of $\hat{E}_x$ and $\hat{E}_y$ at any given location (Eq. 6.2). The algorithm is outlined in Fig. 6.3 where orthogonal strain maps are created using the extended LSE algorithm shown inside the red dashed rectangle.

![Network reconstruction feature (NeRF) algorithm.](image)

Generally, undamaged structural components will result in strain fields with relatively simple topologies that can be estimated with low-order shape functions. Adding damages into the monitored substrate will produce highly curved strain fields that require higher-order shape functions to reconstruct to the same level of reconstruction error. This principle is leveraged in the proposed method for damage detection and localization. The proposed NeRF algorithm monitors a section’s reconstruction error ($V$) in response to adding higher order shape functions. As the higher-order terms are added to the shape function, the reconstruction error ($V$) between the estimated and measured state will substantially reduce in the case of damaged sections. Therefore, the condition of a section can be assessed from the changing level of reconstruction error. This technique provides damage detection potential within the monitored area, even at locations that are not directly covered by an SEC. This technique adds versatility to the proposed HDSN for monitoring mesoscale structures such as wind turbine blades, by reducing the number and density of required sensors.

### 6.3.2 Feature Extraction

Starting with $w(x, y) = \sum_{i=1, j=1}^{2} b_{ij}x^iy^j$, the binomial terms listed in Table 6.1 are shape function components that are added in symmetric pairs from the outside of Pascal’s triangle and progressing inwards for a given row. Therefore, value for feature No. 1 becomes the difference in reconstruction error, $V$, between the baseline shape function $w(x, y) = \sum_{i=1, j=1}^{2} b_{ij}x^iy^j$ and the baseline shape function with term No. 1 added $w(x, y) = \sum_{i=1, j=1}^{2} b_{ij}x^iy^j + x^3 + y^3$. Similarly, feature No. 2 becomes the difference between $w(x, y) = \sum_{i=1, j=1}^{2} b_{ij}x^iy^j + x^3 + y^3$ and $w(x, y) = \sum_{i=1, j=1}^{2} b_{ij}x^iy^j +$
\[ x^3 + y^3 + x^2y + xy^2, \] and so forth. Note that no displacement-defined boundary conditions are enforced into the shape functions. Instead, all boundary conditions are enforced into strain topography through the use of the uni-directional FBG sensors. The development of features from each HDSN section provides a high level of data compression from the fusion of all sensor signals \( S \) into a single feature-based scalar.

<table>
<thead>
<tr>
<th>No.</th>
<th>term added</th>
<th>No.</th>
<th>term added</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( x^3, y^3 )</td>
<td>8</td>
<td>( x^3y^2, x^2y^3 )</td>
</tr>
<tr>
<td>2</td>
<td>( x^2y, xy^2 )</td>
<td>9</td>
<td>( x^6, y^6 )</td>
</tr>
<tr>
<td>3</td>
<td>( x^4, y^4 )</td>
<td>10</td>
<td>( x^5y, xy^5 )</td>
</tr>
<tr>
<td>4</td>
<td>( x^3y, xy^3 )</td>
<td>11</td>
<td>( x^7, y^7 )</td>
</tr>
<tr>
<td>5</td>
<td>( x^2y^2 )</td>
<td>12</td>
<td>( x^6y, xy^6 )</td>
</tr>
<tr>
<td>6</td>
<td>( x^5, y^5 )</td>
<td>13</td>
<td>( x^5y^2, x^2y^5 )</td>
</tr>
<tr>
<td>7</td>
<td>( x^4y, xy^4 )</td>
<td>14</td>
<td>( x^4y^3, x^3y^4 )</td>
</tr>
</tbody>
</table>

### 6.4 Numerical Models

<table>
<thead>
<tr>
<th></th>
<th>model 1</th>
<th>model 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>HDSN sections</td>
<td>rectangle</td>
<td>9</td>
</tr>
<tr>
<td>SECs</td>
<td>126</td>
<td>194</td>
</tr>
<tr>
<td>SEC size</td>
<td>120 cm²</td>
<td>120 cm²</td>
</tr>
<tr>
<td>FBG points</td>
<td>104</td>
<td>249</td>
</tr>
<tr>
<td>FBG points (x)</td>
<td>52</td>
<td>141</td>
</tr>
<tr>
<td>FBG points (y)</td>
<td>52</td>
<td>108</td>
</tr>
<tr>
<td>FEA elements</td>
<td>shell</td>
<td>shell</td>
</tr>
<tr>
<td>No. of elements</td>
<td>25372</td>
<td>52590</td>
</tr>
<tr>
<td>No. of integration points</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>Young’s Moduli</td>
<td>20 GPa</td>
<td>20 GPa</td>
</tr>
<tr>
<td>density</td>
<td>2 kg/mL</td>
<td>2 kg/mL</td>
</tr>
<tr>
<td>loading</td>
<td>45 kN/m</td>
<td>1 kN/m²</td>
</tr>
<tr>
<td>thickness</td>
<td>7 mm</td>
<td>40 mm</td>
</tr>
</tbody>
</table>

The proposed NeRF algorithm is validated on two different numerical models intended as a preliminary validation to demonstrate the concept of the proposed algorithm. In this regards, it is worth commenting that real wind turbine
blades are complex composite layups, representing highly optimized structures with complicated aerodynamic shapes Wang et al. (2016); Malcolm and Hansen (2002), under highly varying loading conditions and exhibiting various failure conditions Kong et al. (2005); Rumsey and Paquette (2008). Therefore, the selected models are to demonstrate the theory associated with the proposed algorithm and should not be considered as accurate representations of a full-scale wind turbine blade. The conclusive validation of the proposed algorithm would therefore require experimental or field tests that go beyond the purposes of this work.

For each presented model, the HDSN sections are constructed similarly to the configuration illustrated in Fig. 6.1, where networks of SEC sections are divided by FBG sensors measuring either $\varepsilon_x$ or $\varepsilon_y$. SECs are placed on an offset grid to allow for more complete coverage, and to introduce some complexity into $H^T H$ following preliminary results suggesting that this configuration may increase the HDSN’s ability to detect damage that is not directly monitored by an SEC. Sensors are positioned with a slight randomness of $\pm 2\text{cm}$ to account for simulated error in placement and to add a small amount of non-uniformity to the HDSN sections to better approximate an installed condition. FBG’s are placed along the $x$ and $y$ axes with a small gap around the edge to reproduce a realistic installation. Gaussian noise is introduced into the sensors signals with noise levels of $25 \pm \mu \varepsilon$ for the SECs (taken from previous work (Laflamme et al., 2013b)) and $\pm 5 \mu \varepsilon$ for the FBG nodes, representing a typical FBG systems with low-resolution (Majumder et al., 2008).

The first simulated model is a cantilever beam under uniform tensional loading of 45 kN/m, as shown in Fig. 6.6(a). It is used to validate the NeRF algorithm under simple geometry and loading. The HDSN sections are constructed with networks of 14 SECs, as denoted by the number in the bottom right corner of each section, divided by unbroken strands of continuous optical fibers with integrated FBG sensors measuring either $\varepsilon_x$ or $\varepsilon_y$. Three damage cases are used (illustrated in Fig. 6.6(a) as I, II, and III), each to investigate particular opportunities and limitations of the NeRF: case I) capacity to detect and quantify large damage in an area where the strain field has relatively small curvatures; case II) capacity to detect large damage spanning two HDSN sections; and case III) capacity to detect small damage in an area of relatively complex strain maps. Damage is introduced in the form of composite ply delamination and is represented into the model by a 50% reduction in stiffness for the affected area Rodriguez (2016). A stiffness reduction of 25% was also introduced for damage case I to determine the ability of the NeRF algorithm to quantify the extent of the damage.

The second simulated model is a wind turbine blade simplified as an isotropic cantilever plate (Rumsey and Paquette, 2008) illustrated in Fig. 6.6(b). A uniform pressure load of 1 kN/m$^2$ is applied onto the top surface of the model. Similarly to the first simulated model, the HDSN sections are constructed with network grids of SECs divided by unbroken strands of continuous FBG sensors. In the case of FBG sensor along the diagonal edge of the blade,
the FBG sensors are arranged as shown in the insert of Fig. 6.6(b) to provide alternating $e_x$ or $e_y$ signals along the diagonal. The number of SECS per section is denoted in the lower right corner of each section. This configuration is used to assess two additional opportunities and limitations: case IV) capacity to detect damage present in locations of highly curved strain fields; and case V) capacity to detect damage present in areas of low curvature strain fields relatively close to instances of more complex strain fields. Table 6.2 lists model-specific data relating to both finite element models and their corresponding HDSN. For both models, a mesh convergence study was performed. The sizes of mesh were selected to ensure that each model had a dense enough meshing to allow each simulated SEC to cover at least six elements.

6.5 Results

This section presents and discusses simulation results for the validation of the NeRF algorithm. Feature extraction and quantification for an example damage case is first demonstrated. It is followed by a presentation of data for each damage case, and a discussion of the algorithm’s performance at damage localization.

6.5.1 NeRF Features

Consider the HDSN that contains damage case I. The level of sensor error $V$ obtained as a function of the increasing shape function complexity is shown in Fig. 6.4, where values of $V$ and its mean are plotted for the healthy case (Fig. 6.4(a)) and for the damage case I (Fig. 6.4(b)). Here, polynomial complexity 0 reports $V$, using the shape func-
Figure 6.5 Feature distance for complexities terms No. 3 and 13 showing results for varying levels of damage.

The magnitude of features can be used to quantify different levels of damage as presented in Fig. 6.5. Here, features obtained from adding polynomial complexities terms No. 3 and 13 are used to distinguish varying levels
Figure 6.6 HDSNs used in simulation of the NeRF: a) rectangular cantilever plate under tensile loading; and b) wind turbine shaped cantilever plate under pressure loading; insert: routing of FBG over diagonal edge to provide alternating measurements of $\varepsilon_x$ and $\varepsilon_y$. 
of damage for damage case I. Damage levels in the form of a reduction in stiffness of 25% and 50% for the damaged area are shown. Each feature scatter increases as the damage level increases. This is as expected given that the LSE encounters more variation with the increase in topology complexity. The feature distance can be calculated as any $n$-dimensional combination of NeRF. A two-dimensional feature taken from the mean of the distances is shown here for simplicity. A two-dimensional Gaussian distribution confidence interval with amplitude $2\sigma$, where $\sigma$ is the standard deviation, is plotted over the scatter plot to show the distribution of features.

### 6.5.3 Damage Localization

Damage localization can be conducted through the spatial comparison of feature values or feature distances taken as the Euclidean distance between the origin and the center of a Gaussian cluster such as that illustrated in Fig. 6.5. Results shown in Fig. 6.7 are taken as the feature distance from the center points of features No. 6, 9, and 11, and the origin. First, the simple cantilever plate under a tension load is considered. Fig. 6.7(a) presents the healthy state of the plate while Fig. 6.7(b-d) present damage cases I to III, respectively. As expected, Fig. 6.7(a) shows that a more complex strain topology is located at the fixity of the plate. These results are to be expected as the fixity will result in more complex local strain fields. The non-symmetric relationship is most likely a result of the slight randomness applied to individual SEC layouts, resulting in non-identical HDSN sections, and of the noise induced into the sensor signals. Damage case I is presented in Fig. 6.7(b). Here, the location of a high strain map reconstruction error $V$ is easily detectable as the error caused by the damage case is significantly higher than that present along the fixed edge. This sharp increase in error demonstrates the capability of the NeRF algorithm to distinguish between HDSNs that may be damaged from those that are healthy. This damage case is detectable without the use of historical data or external models.

Damage case II is introduced to test the NeRF algorithm’s robustness to multiple damaged sections, here placed across two HDSN sections (illustrated in Fig. 6.6(a)). The feature distance results, presented in Fig. 6.7(c) demonstrate that the algorithm is capable of detecting damage in both HDSN sections. These results provide evidence that the NeRF algorithm is robust in terms damage detection across multiple HDSN sections, allowing greater flexibility in terms of HDSN layout.

Damage case III is used to study the algorithm’s capability to detect a small damage not directly measured by any SEC sensor, as shown in Fig. 6.8(a). Damage case III consists of a 50% reduction in stiffness for a 0.2% area of the HDSN section, positioned between SEC sensors. Feature distances are presented in Fig. 6.7(d). While the magnitude of the feature distance increased by approximately 50%, form $1.95 \times 10^{-9} (\varepsilon^2)$ for the healthy state to $2.97 \times 10^{-9} (\varepsilon^2)$ for the damaged state, the assessment of damage is difficult because a complex strain topology is already present in
the HDSN section of interest. An alternative is to compare the measured strain with the estimated strain for individual sensors throughout the HDSN.

To do so, the estimated strain for the damaged and undamaged case is obtained using the extended LSE algorithm and a high order shape function encompassing complexity terms 0-11 for the HDSN section of interest. The high complexity shape function, using complexity terms 0-11 was selected to match the highest polynomial complexity term used in building the damage feature distance and is capable of developing accurately reconstructed strain maps for the HDSN section. Fig. 6.8(b) shows the absolute error between the additive SEC sensor signal and the reconstructed strain maps for both the healthy and damaged states. Note that for the healthy case, the error is relatively small for all SEC sensors. When damage is introduced into the HDSN section the mean error of the section increases. The damage can easily be localized as close to SEC No. 6 due to the high strain difference between the estimated and measured strain of 98 $\mu$e. Sensors No. 5 and 6 also show a large error value for the damage case III where sensor No. 6 is higher due to the more complex strain topography in that section of the HDSN. All other SEC error values fall within strain
difference of 20 µε and therefore fall close to the system’s noise band. A reduction in system noise or filtering of sensor signals is required for localizing damage with respect to other sensors (e.g. SEC No. 9 and 2). These findings demonstrate that the NeRF algorithm is capable of detecting and localizing relatively small damage within an HDSN, using only sensor data without any external models or assumptions.

To further investigate the performance of the NeRF algorithm, two additional damage cases are studied on the more complex wind turbine blade model presented in Fig. 6.6(b). Results are presented in Fig. 6.9 in the same format as for Fig. 6.7, using the Euclidean distance computed between the center of feature clusters No. 6, 9 and 11, and the origin. Fig.6.9(a) presents the healthy state of the wind turbine blade, with highly complex strain topology located at the base (root) of the cantilever plate, as expected. The HDSN section at the root experiences high levels of strain and torsion due to the loading and asymmetric shape of the blade. Damage case IV is introduced into this section and results are illustrated in Fig. 6.10(a). The introduction of damage greatly increases the strain topology of the HDSN, even considering its previous complexity. Results demonstrate that the feature distance increased from $0.62 \times 10^{-5} \ (\varepsilon^2)$ to $2.95 \times 10^{-5} \ (\varepsilon^2)$. The increase in feature distance is significant and similar to damage case III in that an external model or historical data would need to be applied to detect damage because of the complex strain topology already present in the HDSN section. However, similar to damage case III the damage can be localized within the HDSN section of interest as presented in Fig. 6.10. Again, Fig. 6.10(a) shows the location of the damage case and Fig. 6.10(b) presents the absolute error in the strain data between the measured state and the reconstructed strain fields for the SEC sensors in the HDSN of interest. For compatibility with results presented before, a shape function using complexity terms 0-11 was used to reconstruct the global strain maps. Here, damage can be localized through comparing error
Figure 6.9 Damage detection for wind turbine blade using feature distances: a) healthy case; b) damage case IV; and c) damage case V.
in the damage case for SEC sensors 1,2,7 and 8 to their respective healthy state. These results further strengthen the localization results found for damage case III. In contrast to damage case IV, damage case V presented in Fig.6.9(c) exhibits a situation where damage is detectable through comparison with neighboring sections.

Simulation results demonstrate that an HDSN using NeRF is capable of damage detection, quantification, and localization. The input load used here is static and similar across cases with only sensor noise being considered. In situations where dynamic loading is relatively constant, such as a wind turbine blade in operation, a set of sample measurement could be taken at a reoccurring interval such as when a blade is in the vertical position providing a semi-constant loading reference. Furthermore, an average of samples taken continuously over several revolutions could be used to build the NeRF features, assuming that the average load is relatively constant over a period of time.

Damage detection and localization performance may be improved through the deployment of denser, more complex HDSNs in areas where greater strain topologies are present. NeRF is also capable of providing a high level of data compression in the form of features fused from sections of an HDSN. Take for example the cantilever plate model. The feature distance calculated for each HDSN section is the result of the fusion of 34 individual data channels, when extended to the entire plate algorithm provides a data compression of 246 data points to 9, equivalent to a 96.4% data reduction. The blade model represents similar results, providing data compression from 443 data points to 13, equivalent to a 97.0% reduction. Compression of data allows for faster post-processing, retention of longer historical datasets, and a reduction in the cost associated with building prognostic datasets.
6.6 Conclusion

A computationally efficient, data-driven damage detection, quantification and localization technique was presented for use with hybrid dense sensor networks (HDSN). This method was designed to enable monitoring of mesoscale structures, including wind turbine blades, without associated models or historical datasets. Termed the network reconstruction feature (NeRF), the algorithm allows for the separation of healthy and potentially damaged sections within an HDSN. NeRF fuses high channel count data found in an HDSN to scalar damage detection features. This provides a high level of data compression when implemented over a larger HDSN section. The NeRF algorithm works through first assuming a shape function within an HDSN section and using the least squares estimator (LSE) to approximate uni-directional strain maps within an HDSN section. An error function, defined as the mean square error (MSE) between the sensors’ measured and estimated strain is then obtained. Features are defined as the change in error associated with a given increase in the shape function complexity used in the reconstruction of strain maps.

Numerical investigations were conducted to evaluate the performance of NeRF. First, a rectangular cantilever plate was considered, equipped with an HDSN consisting of 126 soft elastomeric capacitors (SEC) and 104 fiber Bragg grating (FBG) nodes, sectioned into nine discrete sections. The NeRF algorithm successfully distinguished between damaged and healthy HDSN sections for all three different damage cases. In the first two damage cases, it was possible to distinguish between healthy and damaged conditions using the Euclidean distance between damage features. The third damage case was difficult to detect by using this strategy because it was highly localized within a region of high strain complexity. Instead, its localization was made possible by comparing the measured strain to the strain estimated using a complex shape function to produce a strain error for each sensor. The damage was then located as being close to the sensors that reported the highest error value. Two additional damage cases were investigated on a more complex shape consisting of a wind turbine blade modeled as a cantilever plate. This second set of simulations confirmed results obtained on the rectangular plate. Lastly, the damage case within the HDSN at the root was localized by comparing the error between the measured strain and the estimated strain. Further collaborating the damage localization results found in the simple plate on a more complex strain topography.

Future investigations are needed to validate the algorithm for use with an extended library of loadings and damage cases, more realistically representing a large wind turbine blade in an operational environment including dynamic loading cases. Sensor network design and partitions, including the number and of SECs within HDSN sections, also needs exploration. The ability of denser networks in regions of highly complex strain maps needs to be studied. This includes the use of asymmetric sensor networks and the inclusion of SECs of different geometries.
Results presented in this paper show that data compression provided by the NeRF algorithm reduces the computational effort and storage space needed to develop and monitor prognostic datasets for large-scale structures. They also demonstrated the promise of the technology at monitoring large-scale surfaces such as wind turbine blades by leveraging a hybrid sensor network configuration. For example, the HDSN combined with the NeRF algorithm could be used to formulate prognostic datasets to detect changes in structural health over time, reducing wind turbines operational cost through the use of damage mitigation technology and real-time structural health management.
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Abstract

Structural health monitoring of mesoscale structures is difficult due to their large sizes and often complex geometries. A solution to this challenge lies in the development of sensing skins. Sensing skins are an emerging technology that enables a broad range of sensors and their associated electronics to be integrated onto a single sheet, therefore reducing the cost and complexity associated with deploying these dense sensor networks onto mesoscale structures. This paper presents a new algorithm for the detection and localization of incipient damage in mesoscale structures. The algorithm is specialized for a sensing skin consisting of a large area electronic termed soft elastomeric capacitor. The proposed algorithm utilizes relative entropy to quantify the dissimilarity between one sensor and every other sensors in the network, with more weight placed on the dissimilarities between the sensor of interest and those in its immediate vicinity. The algorithm is data-driven and does not require the healthy condition be known or historical data sets be available to generate damage sensitive indexes. Numerical simulations are used to demonstrate the effectiveness of the data-driven algorithm in both detecting and localizing incipient damage.

Keywords: structural health monitoring, sensing skin, soft elastomeric capacitor, additive strain maps, full-field strain maps, sensor fusion.
7.1 Introduction

Localization of damage on mesoscale structural systems, which include full-scale civil, aerospace, and energy structures, is a challenging task, but one that provides real economic incentives arising from the premise of condition-based maintenance (Giurgiutiu et al., 2004; Lynch et al., 2016). To date, various approaches to damage detection, localization, and quantification on mesoscale structures have been proposed. These approaches can generally be classified into either indirect or direct sensing methods. Indirect sensing of structural systems typically focuses on the vibration monitoring of the systems where damage is localized through the use of sophisticated data analysis or model-assisted damage detection (Cavalagli et al., 2017). While vibration monitoring is capable of detecting damage in mesoscale structures using a limited number of sensors, the localization of damage is an arduous task. In contrast to the indirect sensing approaches, direct sensing approaches function through the direct measurements of a structure using discrete, often strain transducing sensors (Perry et al., 2017). Distributed dense sensor networks (DSNs) can be deployed for direct damage sensing of large surfaces. While the use of DSNs offers excellent damage localization capabilities, the technical (e.g., signal cross-talk and wire management) and economic (e.g., insulation and data processing costs) trade-offs make deploying a high number of traditional, individually mounted sensors challenging (Rumsey and Paquette, 2008). In the case where damage of sufficient magnitude forms directly under a sensor, this damage (Loyola et al., 2013) is often detectable using simple threshold style algorithms (Lynch et al., 2004). However, the detection of incipient damage (early stage damage of low magnitude) is more complex as its signature contained in the sensor signal is weak and concealed by sensor noise. Data-driven techniques based on statistical methods have been used to detect incipient damage in various engineered systems (Harmouche et al., 2016; Rahman et al., 2009; Frosini et al., 2015).

One solution to the deployment of DSNs is enabled by recent advances in sensor technologies that allow for all the required sensors, electronics, and communications to be mounted onto a single flexible substrate, creating a sensing skin (Khan et al., 2015; Glisic et al., 2016; Ahmed et al., 2012; Park et al., 2012). These sensing skins, also termed sensing sheets or electronic artificial skins, mimic biological skin in that they are capable of detecting and localizing damage over the structure’s global area. In this work, a previously proposed sensing skin consisting of a network of large area sensors, termed soft elastomeric capacitor (SEC), is used as the sensing skin (Laflamme et al., 2013). The SEC is a low cost and robust large area sensor that transduces a change in a structure’s geometry into a measurable change in capacitance. The detection of damage within the area monitored by the SEC-based sensing skin has been investigated both numerically and experimentally through various approaches. These include the spatio-temporal comparison of sensor responses (Kong et al., 2017) and the monitoring of changes in full-field strain maps.
In this paper, we propose an algorithm termed spatial damage index (SDI) that leverages the network configuration of the SEC-based sensing skin in combination with the kriging interpolation method to generate spatial damage maps that provide improved damage detection capabilities over existing gradient-based spatial damage detection methods. Kriging is utilized to generate full-field strain maps that contain both the expected value and its variance at each point of interest within the monitored area.

The proposed SDI algorithm utilizes the relative entropy between two probability density functions (PDFs) to quantify the dissimilarity between the signal of one sensor and that of every other sensor in the network, with more weight placed on the dissimilarities between the sensor of interest and those in its immediate neighborhood. The use of relative entropy, often based on the Kullback-Leibler divergence (KLD), has been shown to improve the detection of incipient damage over the monitoring of changes in signals (e.g. shifts in signal means or variances) directly (Zeng et al., 2014). KLD has found uses for crack detection in a nickel-based alloy plate (Harmouche et al., 2016), anomaly detection in electric motors (Giantomassi et al., 2015), and fault detection in composite wing structures (Nichols et al., 2006). SDI provides a spatially distributed damage index that is obtained directly from the data (i.e., data-driven) without the use of black boxes or historical data sets. SDI calculates a damage sensitive index for any given location in the monitored section of a structure by taking the L1-norm of multiple KLD values. Each of these KLD values is obtained by comparing the PDF of the kriging estimated strain value at the point of interest with that at the same point when one SEC is removed from the training set. SDI creates a full-field map of damage sensitive indexes by recursively solving for each KLD value at all the points of interests. These damage sensitive indexes can be interpreted as damage when compared to the proper baseline (i.e. healthy condition) (Worden et al., 2007). This work presents a numerical investigation of the SDI algorithm for incipient damage on a reinforced concrete beam.

7.2 Background

This section provides a review of the SEC sensor and the SEC-based sensing skin, followed by an overview of kriging.

7.2.1 SEC-based sensing skin

The SEC-based sensing skin is based on a network of densely deployed SECs. The SEC is a low-cost, robust, and highly scalable thin-film strain sensor that consists of a parallel plate capacitor. For a given change in a monitored structure’s geometry of (i.e., strain), the SEC transduces a measurable change in its capacitance. An SEC, presented in figure 7.1(a) with its key components annotated, is constituted from an SEBS block co-polymer arranged in three
Figure 7.1 SEC-based sensing skin for the monitoring of mesoscale structures showing the: (a) SEC sensor with key components and axes annotated; (b) layout of the SEC-based sensing skin used in this study including the 3 damage cases investigated; (c) SEC-based sensing skin deployed onto the side of a reinforced cantilever concrete beam
layers where the inner layer (dielectric) is filled with TiO$_2$ to increase both its durability and permittivity while the outer layers (conductors) are doped with carbon black to both provide conductive pathways and increase the sensor’s resiliency to weathering. Manufacturing of the SEC is covered in more detail in ref. (Laflamme et al., 2013). A model that relates the sensor’s capacitance ($C$) to change in the monitored structure geometry (i.e. strain) can be derived from the parallel plate capacitor equation:

$$C = \varepsilon_0 \varepsilon_r \frac{A}{h}$$

where $\varepsilon_0 = 8.854 \text{ pF/m}$ is the vacuum permittivity, $\varepsilon_r$ is the polymer’s relative permittivity, $A = d \cdot l$ is the sensor area of width $d$ and length $l$ (as annotated in Figure 7.1(a)), and $h$ is the thickness of the dielectric. Assuming small strains

**Table 7.1** Loading and damage cases used in the numerical simulations.

<table>
<thead>
<tr>
<th>case #</th>
<th>loading (kN)</th>
<th>damage (Δ%)</th>
<th>signal to noise ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>735</td>
<td>-65</td>
<td>1.36</td>
</tr>
<tr>
<td>#2</td>
<td>1114</td>
<td>-68</td>
<td>1.83</td>
</tr>
<tr>
<td>#3</td>
<td>1493</td>
<td>-74</td>
<td>2.37</td>
</tr>
<tr>
<td>#4</td>
<td>1872</td>
<td>-77</td>
<td>3.01</td>
</tr>
<tr>
<td>#5</td>
<td>2250</td>
<td>-80</td>
<td>3.78</td>
</tr>
<tr>
<td>#6</td>
<td>2629</td>
<td>-83</td>
<td>4.66</td>
</tr>
<tr>
<td>#7</td>
<td>3008</td>
<td>-85</td>
<td>5.63</td>
</tr>
<tr>
<td>#8</td>
<td>3387</td>
<td>-88</td>
<td>6.69</td>
</tr>
<tr>
<td>#9</td>
<td>3766</td>
<td>-91</td>
<td>7.81</td>
</tr>
<tr>
<td>#10</td>
<td>4145</td>
<td>-94</td>
<td>8.98</td>
</tr>
<tr>
<td>#11</td>
<td>4525</td>
<td>-97</td>
<td>10.21</td>
</tr>
<tr>
<td>#12</td>
<td>4903</td>
<td></td>
<td>11.49</td>
</tr>
</tbody>
</table>
in the substrate and a plane stress condition in the sensor, equation (7.1) can be written as a change in capacitance (∆C):

\[
\frac{\Delta C}{C} = \lambda (\varepsilon_x + \varepsilon_y)
\]

(7.2)

where ν is the sensor material’s Poisson’s ratio taken as ν ≈ 0.49 (Wilkinson et al., 2004), with λ = 1/(1 − ν) ≈ 2 representing the gauge factor of the sensor. A key advantage of the SEC is its capability to measure the additive strain of a structure, as shown in equation (7.2). Previously reported experimental data for an SEC is presented in figure 7.2. The main figure consists of a quantile-quantile (Q-Q) plot demonstrating that the noise of an SEC signal can be effectively estimated by a normal distribution with a standard deviation of σ = 32 µε. The upper inset shows the static signal from which this data was extracted, while the lower inset shows a sensor response for the SEC under a dynamic load. More details regarding the quantification of SEC noise can be found in (Downey et al., 2018).

Figure 7.1(b) presents an SEC-based sensing skin, consisting of a network of densely deployed SECs mounted onto the surface of a structure, as shown in figure 7.1(c). A fully realized SEC-based sensing skin would consist of a flexible substrate (e.g. Kapton) with all the required electronics for power management, data acquisition, and communications, embedded onto the substrate. For more detail on the proposed sensing skin, the interested reader is referred to ref. (Downey et al., 2017). To further leverage the network of SECs, the geometry of an SEC can fused into the strain signal using the previously proposed technique presented in ref. (Downey et al., 2018).

7.2.2 Universal Kriging

Kriging is a method of spatial interpolation for which the interpolated values are modeled by a Gaussian process (Kitanidis, 1997). Importantly for this work, kriging provides both an interpolated value at any location within the spatial grid and its associated confidence interval that represent the uncertainty of the interpolation. Kriging predicts the value of a function at a point of interest by computing a spatially weighted average of the training points in the neighborhood. The function under consideration can be modeled as \( Z(x) = \mu(x) + \epsilon(x) \), where \( Z(x) \) is the real value at location \( x \) and \( \mu(x) \) is the expected constant mean value of the process and \( \epsilon(x) \) denotes the small-scale spatial variation in the process. However, in situations where the mean value of the function varies smoothly, as it is generally the case with strain fields, universal kriging (UK) is preferred (Hengl et al., 2004). A kriging estimated value at the point of interest, \( \hat{z}(x_0) \), can be expressed as the sum of the drift drifting mean value (\( \hat{m} \)) plus the residual (\( \hat{\epsilon} \)):

\[
\hat{z}(x_0) = \hat{m}(x_0) + \hat{\epsilon}(x_0)
\]

(7.3)
where the drift term \( \hat{m} \) is fit onto an assumed trend term using linear regression. This work utilizes the regional linear drift trend to estimate the mean value at \( x_0 \), however other terms including linear, polynomial, and point logarithmic (Tonkin and Larson, 2002) could also be used. Equation 7.3 can be written in a matrix notation:

\[
\hat{z}(x_0) = \mathbf{q}_0^T \cdot \hat{\beta} + \lambda_0^T \cdot \mathbf{e}
\]  

(7.4)

where \( \mathbf{q}_0 \) is a vector of the predictors at \( x_0 \), \( \hat{\beta} \) is a vector that contains the estimated drift term coefficients, \( \lambda_0 \) is a vector of kriging weights determined by the covariance function, and \( \mathbf{e} \) is a vector that contains all the regression residuals. The covariance matrix \( (\mathbf{C}) \) is estimated using the power variogram model expressed as \( s \cdot d^\alpha + n \), where \( s \) is a scaling factor, \( \alpha \) is the exponent (between 1 and 1.99), and \( n \) is the nugget term that effectively takes up “noise” in the measurement (Kitanidis, 1997). The variance of the kriging estimate at the point of interest can then be calculated by:

\[
\sigma^2(x_0) = n - \mathbf{c}_0^T \cdot \mathbf{C}^{-1} \cdot \mathbf{c}_0 + (\mathbf{q}_0 - \mathbf{q}^T \cdot \mathbf{C}^{-1} \cdot \mathbf{c}_0)^T \\
\cdot (\mathbf{q}^T \cdot \mathbf{C}^{-1} \cdot \mathbf{q})^{-1} \cdot (\mathbf{q}_0 - \mathbf{q}^T \cdot \mathbf{C}^{-1} \cdot \mathbf{c}_0)
\]  

(7.5)

where \( \mathbf{c}_0 \) is a vector consisting of the residuals between the points of interests and the known data points. UK can create a near continuous interpolation of a sampled process, given that various points of interest are sampled with sufficient density. This work utilized PyKrige for the development and solving of the UK interpolation models (rth et al., 2018), itself based on the work found in ref. (Kitanidis, 1997).

### 7.2.3 Kullback-Leibler divergence

The Kullback-Leibler divergence (also called relative entropy) is a method for quantifying the dissimilarity between two PDFs (Harmouche et al., 2016). For distributions \( P \) and \( Q \) of two continuous random variables, with the respective densities denoted as \( p \) and \( q \), the KLD is defined to be the integral

\[
D_{\text{KL}}(P\|Q) = \int_{-\infty}^{\infty} p(x) \cdot \log \frac{p(x)}{q(x)} \, dx
\]  

(7.6)

However, when dealing with two Gaussian distributions, as generated by equations 7.4 and 7.5, the KLD of the Gaussian distributions (\( P \) and \( Q \)) can be represented by their respective means and variances (\( \mu_p, \sigma_p, \mu_q \) and \( \sigma_q \)). Correspondingly, equation 7.6 becomes:

\[
D_{\text{KL}}(P\|Q) = \log \left( \frac{\sigma_q}{\sigma_p} + \frac{\sigma_p^2 + (\mu_p - \mu_q)^2}{2\sigma_q^2} - \frac{1}{2} \right)
\]  

(7.7)

therefore simplifying the computational processes required for the calculation of the KLD.
7.3 Methodology

This section first introduces the proposed algorithm and then discusses the numerical validation procedure used in this work.

7.3.1 SDI algorithm

This work proposes the novel SDI algorithm for the creation of full-field damage indicator maps. The SDI algorithm generates these damage indicator maps through a systematic approach that progressively calculates the KLD between a kriging interpolated model developed using all sensors in the sensing skin and a model developed with one sensor removed from the training set used to build the kriging model. Let us consider an SEC-based sensing skin with \( n \) sensors. SDI starts by first calculating the probability distribution \( P \) characterized with \( \mu_p \) and \( \sigma_p \) from equations 7.4 and 7.5 for the training set that considers all \( n \) SECs. Thereafter, \( n \) different \( Q \) probability distributions are calculated for each of the points of interest. Each \( Q \) probability distribution is developed from a training set consisting of \( n-1 \) SECs where the removed SEC is changed for each successive calculation. The distribution \( Q \) is also represented by its mean and variance values (\( \mu_q \) and \( \sigma_q \)) as calculated using equations 7.4 and 7.5. After, the KLD for each point of interest is calculated between \( P \) and \( Q \) using equation 7.7. Figure 7.3 demonstrates how the KLD increases between \( P \) and the respective \( Q \) at the points of interest around the damage when an SEC is removed close to or exactly above damage. Next, the SDI algorithm calculates the L1-norm of the \( n \) KLDs at each spatial point of interest. Lastly, the L1-norm lengths are plotted to generate the spatially distributed damage sensitive indexes. To summarize, the SDI algorithm follows a direct six step process:

1. Strain measurements are obtained from each SEC.
2. A full-field strain map of \( P \) is developed by using all \( n \) sensors to train the kriging model.
3. \( n \) full-field strain maps of \( Q \) are generated where each strain map is generated by ignoring one of the SECs.
4. For each point of interest, \( n \) KLDs are generated between \( P \) and the \( n \) unique \( Q_s \).
5. The length (L1-norm) of the KLDs is obtained for each location of interest.
6. The L1-norm lengths are plotted to generate the spatially distributed damage sensitive indexes.
Figure 7.3 Full-field KLDs for five different Qs, each with a different SEC removed from the kriging training set, showing KLDs increases in the presence of strain map anomalies (e.g. damage).

7.3.2 Numerical validation

The numerical model used for the simulations is presented in figure 7.1(c). It consists of a $2 \times 0.5 \times 0.5$ meter reinforced cantilever concrete beam loaded at its tip. The beam was constructed in Abaqus using 72,306 eight-node brick elements with reduced integration (Hibbit et al., 2007). The FEA meshing is visible in figure 7.1(c). The loading cases considered are such that the beam remains linear. Three damage locations are used in this work and are presented in the subset of figure 7.1(b). These damage locations, each introduced into the FEA model as a reduction in the concrete’s stiffness, protrude all the way through the beam. Damage cases were selected to investigate damage that forms directly under a sensor (damage location #1), under two sensors (damage location #2), and close to the neutral axis of the beam where strain levels are lower (damage location #3). The SEC data is obtained by taking the average additive strain under each sensor, applying noise from a normal distribution ($\sigma = 32 \text{ } \mu\varepsilon$), and fusing the sensor geometry into the strain signals.

For each damage location, 156 different combinations of damage and loading cases were considered. These combinations were constituted by pairing each of the 12 damage cases with each of the 12 loading cases (plus one healthy case). These results are first presented as damage index maps for a few selected loading/damage case combinations. The loading levels and damage levels, introduced as relative changes $\Delta\%$ of the concrete stiffness value in the damage area, are presented in table 7.1. The damage detection maps obtained by the SDI algorithm are compared to those obtained by second-order Laplace and Gaussian filters to show the enhanced capabilities of SDI over these accepted techniques. A grid measuring $100 \times 400$ for the points of interest was solved for by SDI.

Subsequently, the metrics for the detection and localization of damage are considered. The damage is considered to be properly detected and localized if the maximum L1 length of the damage is both at the location of the damage and higher than any L1 distance calculated using the healthy beam case. The use of this threshold index eliminates the
possibility of false positives (i.e. damage that is correctly localized but only as a function of the signal noise). In the case of localization, the damage is considered to be correctly localized if the max damage index obtained by the SDI algorithm is within 0.05 meters from the damage. Calculations for the probability of detection (POD) for each of the loading/damage cases is achieved by generating 50 noise cases for each loading case and dividing the number of noise cases where the damage is correctly detected and localized by the total number of noise cases.
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**Figure 7.4** Numerical validation of the SDI algorithm for damage location #1 under loading case #12 showing (by column) the SEC measured strain maps, the SDI generated damage indexes, the Laplace transformation, and the Gaussian transformation for three different damage cases.

### 7.4 Results

The spatially distributed damage sensitive indexes generated using the SDI algorithm are presented in figures 7.4-7.6. These figures report the SEC-measured strain values on the leftmost column and the results by the SDI algorithm on the center-left column. Additionally, the results for the gradient-based image filtering techniques (Laplace and Gaussian transformations) are reported in the center-right and rightmost columns. Figure 7.4, reporting the results for damage location #1, shows that, for lower damage cases (i.e. damage cases #1-8) under this loading condition, the SDI algorithm tends to identify damage along the top edge of the beam where the strain values are the greatest. However, when the damage level increases to damage case #9, the SDI algorithm correctly localizes the incipient damage. This damage case is not notably detectable through the direct inspection of the measured strain map, the Laplace transformation, or the Gaussian transformation. Increasing the severity of damage to case #10, the SDI
algorithm detects the damage. While the Laplace transformation can also detect damage at this stage, results are much less evident than those from the SDI algorithm. Furthermore, damage detection from the strain map or Gaussian transformation is still uncertain and would require further signal post-processing.

Figure 7.5 report the results produced by the SDI algorithm for a damage (location #2) that sits in between the two SEC sensors. As observed in figure 7.4, for low levels of damage the SDI algorithm tends to localize damage in the areas of high strain. However, as the damage increases in severity, the algorithm is able to correctly detect and locate the damage. In comparison to damage location #1, damage location #2 has considerably more spread in its estimated damage location. This is attributed to the damage not being completely covered by a single sensor, but rather directly affecting two sensors as seen in figure 7.1(b). Similar to the results for damage location #1, the SDI algorithm outperforms both the Laplace and Gaussian transformations in all cases. While the Laplace transformation was able to detect and localize the damage in damage case #10, results are also less evident than those from the SDI algorithm. Lastly, damage location #3 is considered in figure 7.5. This damage, located near the neutral axis of the beam, sees significantly less strain and therefore lower signals at the location of the damage. However, the damage can still be correctly located by the SDI algorithm, given that the damage is severe enough. As before, the SDI algorithm outperform both the Laplace and Gaussian transformations.

The peak L1-norms for three damage cases are presented in figure 7.7 for loading case #12 under damage location #1. The left-hand side of the subfigures reports the peak damage indexes for the healthy condition. Considering the
maximum healthy value as the threshold for damage detection, the right-hand side of figures (a)-(c) presents the max L1-norm distance of the damage cases #7, #9, and #10. Figure 7.7(a) presents a condition that only correctly localizes the damage 7 out of 50 times, however, this case does not generate any L1-norm distances greater than that generated by the healthy data and as such does not correctly identify any damage, resulting in a POD of 0. In comparison, figure 7.7(b) correctly localizes the damage for every noise case considered. However, due to the relatively high level of noise in the SECs, only 16 cases fall above the minimum threshold set by the healthy condition and a POD of 0.32 is obtained. An example of this situation can be seen in figure 7.4 for damage case #9 where the maximum L1 distance correctly locates the damage. However, this value (17.5) falls below the max value obtained from the 50 samples of the healthy state. Lastly, figure 7.7(c) shows a case in which the damage is correctly detected for every noise case, resulting in a POD of 1. Figure 7.8 reports the POD values for each of the loading/damage case combinations. Generally, given a severe enough damage and sufficient loading force, the SDI algorithm is shown to be capable of accurately and repeatably detecting and localizing damage within the area monitored by the sensing skin. The reduction in the POD for the relatively low damage cases with an increase in the applied loading forces is a result of increasing strain values along the top of the beam, as discussed before and shown in figures 7.4-7.6.
Figure 7.7 Max damage index values showing the relationship between the healthy and damage values, including damaged values correctly/incorrectly localize the damage, for loading case #12 under damage case: (a) #7; (b) #9; and (c) #10
Figure 7.8 POD results for damage location: (a) #1; (b) #2; and (c) #3.
7.5 Conclusion

An algorithm for damage detection and localization over the surfaces of mesoscale structures monitored by a sensing skin has been proposed. The sensing skin used in this work was based on a large area electronic, termed soft elastomeric capacitor, that is capable of covering a large area at a low cost. When arranged in a network configuration, these sensors are capable of reconstructing the full-field additive strain maps of the structure. The proposed spatial damage index (SDI) algorithm enhances the damage detection and localization capabilities of the sensing skin by leveraging the sensor network, where the KLD is progressively calculated at each point in the monitored structure between two kriging-developed strain maps. The first of these kriging strain maps is built using data from all SEC sensors while the set of second strain maps is calculated by progressively removing one sensor from the training set used to build the kriging model. Thereafter, multiple KLDs are calculated at each point of interest between the strain map generated using all the sensors and each of the strain maps generated with a single sensor extracted from the data set used for training the kriging model. Lastly, the L1-norm of the KLD values is calculated at each point of interest, therefore creating a spatially distributed damage sensitive index. A numerical validation, performed on a reinforced cantilever concrete beam, showed that the proposed SDI algorithm was capable of detecting incipient damage before the damage severity becomes detectable by a Laplace or Gaussian transform. Overall, the proposed algorithm’s performance, combined with the high scalability of the sensing skin, makes the technology a promising candidate for structural health monitoring of mesoscale structures.
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Abstract

Condition evaluation of wind turbine blades is difficult due to their large size, complex geometry and lack of economic and scalable sensing technologies capable of detecting, localizing, and quantifying faults over a blade’s global area. A solution is to deploy inexpensive large area electronics over strategic areas of the monitored component, analogous to sensing skin. The authors have previously proposed a large area electronic consisting of a soft elastomeric capacitor (SEC). The SEC is highly scalable due to its low cost and ease of fabrication, and can, therefore, be used for monitoring large-scale components. A single SEC is a strain sensor that measures the additive strain over a surface. Recently, its application in a hybrid dense sensor network (HDSN) configuration has been studied, where a network of SECs is augmented with a few off-the-shelf strain gauges to measure boundary conditions and decompose the additive strain to obtain unidirectional surface strain maps. These maps can be analyzed to detect, localize, and quantify faults. In this work, we study the performance of the proposed sensing skin at conducting condition evaluation of a wind turbine blade model in an operational environment. Damage in the form of changing boundary conditions and cuts in the monitored substrate are induced into the blade. An HDSN is deployed onto the interior surface of the substrate, and the blade excited in a wind tunnel. Results demonstrate the capability of the hybrid dense sensor network and
associated algorithms to detect, localize, and quantify damage. These results show promise for the future deployment of fully integrated sensing skins deployed inside wind turbine blades for condition evaluation.

Keywords: structural health monitoring, capacitive-based sensor, soft elastomeric capacitor, flexible membrane sensor, sensor network, damage detection, damage localization

8.1 Introduction

The profitability of industrial-scale wind energy projects is challenging due to their reliance on public subsidies, unpredictable energy source, and reliable technology. Additionally, varying operation and maintenance (O&M) costs add complexity and uncertainty to the management of wind energy projects (Afanasyeva et al., 2016). To achieve an increase in wind turbine system reliability and therefore decrease costs related to wind energy production, an O&M approach that utilizes condition-based maintenance (CBM) should be implemented (Yang et al., 2012; Nilsson and Bertling, 2007). The use of condition based maintenance is even more important for offshore farms where O&M costs may be up to three times higher than that of land-based systems (Kaldellis and Kapsali, 2013), due largely to higher transportation and site access costs (Van Bussel and Zaaïjer, 2003). The current state of condition monitoring of wind turbine blades consists mainly of vibrations, and visual analyses (Yang et al., 2012; Adams et al., 2011). Recently, interest has grown in the use of structural health monitoring (SHM) for the condition assessment of wind turbine blades, towers and other structural components due to their high replacement cost (Kaldellis and Kapsali, 2013; Ciang et al., 2008), effect on system availability (Van Bussel and Zaaïjer, 2003), and maintenance complexity (Marín et al., 2008). Monitoring the mesostructures of wind turbines (e.g., towers and blades) is difficult due to the need to distinguish between faults in the structure’s global (e.g. changing load paths, loss in global stiffness) and local (e.g. crack propagation, composite delamination) conditions (Ghoshal et al., 2000). Recent attempts for the SHM of wind turbine blades have used a limited number of sensors and have applied a variety of post-processing techniques (e.g. statistical and modal-based) to localize damage (Ou et al., 2017; Oliveira et al., 2016). However, this approach lacks the capability to distinguish local failures from global events and has demonstrated a limited effectiveness at damage localization (Adams et al., 2011; Zou et al., 2000).

A solution to this local/global detection problem is to deploy a dense sensor network (DSN) inside the component that is capable of detecting local faults. These integrated sensing skins mimic biological skin in that they are capable of detecting and localizing damage over the blade’s global area and with the objective to enable low-cost, direct sensing of large-scale structures. Sensing skins can be made of large area electronics (Kang et al., 2006) or of rigid or semi-rigid cells mounted on a flexible sheet (Lee et al., 2006). Early work in the field of sensing skins consisted
of capacitive- (Chase and Luo, 1995) and resistance- (Engel et al., 2003) based tactile force sensors. More recently, sensing skins with piezoceramic (PZT) transducers and receivers built into a flexible skin have been proposed (Schulz and Sundaresan, 2006). In certain cases, sensing skins with the integrated electronics for data acquisition and signal processing mounted directly onto the skin have been developed (Yao and Glisic, 2015; Burton et al., 2017). Various researchers have proposed and experimentally validated sensing skin-type solutions for wind turbine blades. For instance, Song et. al. demonstrated through experimental validation in a wind tunnel that a network of piezoceramic (PZT) sensors can be used to detect damage in wind turbine blades (Song et al., 2013). Schulz et al. proposed the use of series-connected PZT nodes for the continuous monitoring of wind turbine blades, allowing for a finer localization of damage (Schulz and Sundaresan, 2006). Simulations were used to show that an array of these sensors, deployed on a 2D plate, could be used to detect and localize damage. Ryu et al. demonstrated a self-sensing thin film fabricated from poly(3-hexylthiophene) (P3HT) and multi-walled carbon nanotubes (MWNTs) that is capable of monitoring strain through the photocurrent generated by the photoactive nanocomposite (Ryu and Loh, 2012). These sensors are capable of generating their own power, therefore eliminating their need for external power sources. Rumsey et al. deployed a number of SHM systems on the outside of an experimental wind turbine blade at Sandia National Laboratories (Rumsey and Paquette, 2008). Various sensor technologies were used, including PZT and strain-based sensors, to monitor the blade during a fatigue test. In general, successful damage detection was found to require an optimal sensor placement and synchronization of sampling between different sensor types.

In this work, the authors present the vision of a fully integrated DSN for the real-time SHM of wind turbine blades and experimentally validate a prototype skin that demonstrates the feasibility of the concept. This DSN consists of an inexpensive and robust large area electronic consisting of a highly elastic capacitor based on a styrene-co-ethylene-co-butylene-co-styrene (SEBS) block co-polymer. Termed the soft elastomeric capacitor (SEC), the sensor is customizable in shape and size (Laflamme et al., 2013). The SEC possesses the unique capability of measuring the substrate’s additive strain ($\epsilon_x + \epsilon_y$), and its static (Laflamme et al., 2013b) and dynamic (Laflamme et al., 2015) behaviors have been well documented including numerical demonstrations for damage detection applications in wind turbine blades (Laflamme et al., 2016).

A particularly useful attribute of the SEC is its capability to measure additive in-plane strain. It follows that the signal must be decomposed into orthogonal directions in order to obtain unidirectional strain maps. A previously developed algorithm is used in this work to decompose the sensors’ additive strain into estimated unidirectional strain maps (Downey et al., 2016). The algorithm, termed the extended least squares estimator algorithm, leverages off-the-shelf sensors such as resistive strain gauges (RSGs), to form a hybrid DSN (HDSN). A deflection shape function for the monitored substrate is assumed along with boundary conditions (assumed or measured through the RSGs) and uses
the least squares estimator (LSE) to solve for the shape function’s coefficients. In this work, the reconstructed strain maps are inspected to investigate how damage induced into the monitored substrate changes the loading path of the blade. Thereafter, it is shown that damage in the form of leading edge faults (e.g., changing boundary conditions) can be localized through changing the assumed boundary conditions of the plate. Lastly, the quality of these unidirectional strain maps is measured in the form of a reconstruction error to develop a damage detecting feature for a predefined section of the HDSN (Downey et al., 2017b). This network reconstruction feature (NeRF) algorithm allows the sensing skin to fuse the high-channel-count sensing skins data into a single damage detecting feature, therefore providing a high level of data compression and increasing the functionality of the proposed system.

This paper experimentally verifies the HDSN, deployed inside a model wind turbine blade excited by aerodynamic loading in a wind tunnel. The reported results are the first use of a large area electronic for damage detection in a wind turbine blade under aerodynamic loading. These tests validate the use of SECs in a wind turbine blade and demonstrate the potential utility of the concurrently proposed, fully integrated, SEC-based sensing skin. The contributions of this work are three-fold: 1) propose an integrated SEC-based sensing skin for the real-time structural health monitoring of wind turbine blades; 2) demonstrate the capability of the SECs to operate in the electromagnetically noisy environment of a wind tunnel, showing that the SEC would be capable of operating inside the similarly noisy environment of a wind turbine blade; 3) evaluate the HDSN data through previously developed algorithms showing that the SEC-based sensing skin is capable of detecting damage within an HDSN that is not directly monitored by an SEC.

Figure 8.1 Conceptual layout of a fully integrated SEC-based sensing skin for a wind turbine blade: (a) SEC with connectors and annotated axis; and (b) proposed deployment inside a wind turbine blade.
8.2 Background on Sensing Skin

The SEC-based sensing skin is illustrated in Figure 8.1, with the sketch of an individual SEC shown in Figure 8.1(a). The fully integrated DSN system, as presented in Figure 8.1(b), would consist of SECs of varying geometries and densities along with the required electronics for power management, data acquisition, data processing, and communications, all mounted onto a flexible substrate (e.g. Kapton). The optimal placement of RSGs within a grid of SECs has been previously used by the authors to improve the accuracy of strain map reconstruction from SEC data (Downey et al., 2017). These sensing skins would be deployed inside a wind turbine blade, either at the factory or in the field to monitor cases of interest, such as repair made at the root of a blade (Marín et al., 2008).

Data (capacitance) for a set of SECs in close proximity would be collected by a centrally located capacitance-to-digital converter, multiplexed to measure multiple SECs. These converters are located close to the SECs to allow for low noise measurements, while multiplexing allows the sensing skin to function with a reduced number of converters. Data would be transferred over a serial bus (e.g. CAN, I2C) to a control/wireless transmission node, this configuration allows multiple capacitance-to-digital converters per transmission node, therefore reducing the number of wireless channels needed. These control nodes collect, process, and parse the data for wireless transmission back to a wireless hub mounted inside the rotor hub. The use of wireless transmission nodes allows for the easy installation of a sensing skin, particularly in cases where a sensing skin is added to an in-service blade such as that needed to monitor a repair. Additionally, wireless transmission adds redundancy to the system when compared to a single serial bus being used to carry data over the entire length of the blade, a useful feature given the long service life of wind turbine blades. Power can be provided through a variety of methods, including energy harvesting (for sensing skins mounted inside a wind turbine blade), flexible solar cells embedded into the sensing skin (when mounted on the outside of a wind turbine blade) or batteries when only short-term monitoring is required.

In the rest of this section, the background on the SEC sensor is provided, which includes its electro-mechanical model, followed by a review of the extended LSE algorithm and the NeRF algorithm for damage detection, localization, and quantification.

8.2.1 Soft Elastomeric Capacitor

The SEC used in the sensing skin is a robust large area electronic that is inexpensive, easy to fabricate, and customizable in shape and size. The sensor’s fabrication procedure is described in Ref. (Laflamme et al., 2013). Briefly, the sensor’s dielectric is composed of a styrene-ethylene-butylene-styrene (SEBS) block co-polymer matrix filled with titania to increase both its durability and permittivity. Conductive plates are painted onto each side of the
The SEC transduces a change in a monitored substrate’s geometry (i.e., strain) into a measurable change in capacitance. It is stretched during its application to enable tensile and compressive strain measurement and is adhered using commercial epoxy. Assuming a low sampling rate (< 1 kHz), the SEC can be modeled as a non-lossy capacitor with capacitance $C$ defined by the parallel plate capacitor equation,

$$ C = \varepsilon_0 \varepsilon_r \frac{A}{h} \quad (8.1) $$

where $\varepsilon_0 = 8.854 \text{ pF/m}$ is the vacuum permittivity, $\varepsilon_r$ is the polymer relative permittivity, $A = d \cdot l$ is the sensor area of width $d$ and length $l$, and $h$ is the thickness of the dielectric as annotated in Figure 8.1(a). Assuming small strain, an expression relating the sensor’s change in capacitance to its signal can be expressed as (Laflamme et al., 2015)

$$ \frac{\Delta C}{C} = \lambda (\varepsilon_x + \varepsilon_y) \quad (8.2) $$

where $\lambda = 1/(1 - \nu)$ represents the gauge factor of the sensor, with $\nu$ being the sensor material’s Poisson ratio. For SEBS, $\nu \approx 0.49$, which yields a gauge factor $\lambda \approx 2$. Equation (8.2) shows that the signal of the SEC varies as a function of the additive strain $\varepsilon_x + \varepsilon_y$.

### 8.2.2 Strain Decomposition Algorithm

The extended LSE algorithm was designed to decompose the SEC signal’s additive strain measurement, as expressed in Equation (8.2), by leveraging an HDSN configuration consisting of SECs and unidirectional strain sensors (e.g. RSGs). RSGs measure boundary conditions within the HDSN that can be used to increase the capability of
the extended LSE algorithm to decompose strain maps. Boundary conditions on the edges of the structure are also introduced into the algorithm as virtual unidirectional sensors at locations where the unidirectional strain can be assumed within a high level of confidence. The extended LSE algorithm is presented in reference (Downey et al., 2016), diagrammed in the red dashed rectangle in Figure 8.2, and summarized in what follows.

The extended LSE algorithm assumes a $p^{th}$ order polynomial displacement shape function ($w$), selected due to its mathematical simplicity and its capability to develop a wide range of displacement topographies. The deflection $w$ in the $x$-$y$ plane can be written

$$w(x,y) = \sum_{i=1,j=1}^{p} b_{ij} x^i y^j$$

(8.3)

where $b_{ij}$ are regression coefficients. Considering an HDSN with $m$ sensors (SEC and RSGs in this case), displacement values at sensors locations can be collected in a vector $W \in \mathbb{R}^m$. Equation (8.3) becomes

$$W = \begin{bmatrix} w_1 & \cdots & w_k & \cdots & w_m \end{bmatrix}^T = HB$$

(8.4)

where the subscript $k$ is associated with the $k$-th sensor. Matrix $H$ contains sensor location information, and $B$ contains the $f$ regression coefficients $B = \begin{bmatrix} b_1 & \cdots & b_f \end{bmatrix}^T$.

Matrix $H$ is defined as $H = [\Gamma_x H_x | \Gamma_y H_y]$ where $H_x$ and $H_y$ account for the SEC’s additive strain measurements, with $\Gamma_x$ and $\Gamma_y$ being diagonal weight matrices holding the scalar sensor weight values $\gamma_{x,k}$ and $\gamma_{y,k}$. For instance, an RSG sensor $k$ orientated so that it measures strain in the $x$ direction will take the weight values $\gamma_{x,k} = 1$ and $\gamma_{y,k} = 0$. Additionally, virtual sensors are used to enforce boundary conditions and are treated as RSG sensors with known signals, typically $\epsilon = 0$. These virtual sensors are added into $H$ at locations where the boundary condition can be assumed to a high degree of certainty. The components of matrix $H$ can be developed from Equation (8.3):

$$H_x = H_y = \begin{bmatrix} y_1^n x_1 y_1^{n-1} & \cdots & x_1^{n-1} y_1 & x_1^n \\ y_k^n x_k y_k^{n-1} & \cdots & x_k^{n-1} y_k & x_k^n \\ y_m^n x_m y_m^{n-1} & \cdots & x_m^{n-1} y_m & x_m^n \end{bmatrix}$$

(8.5)

Using Kirchhoff’s plate theory, unidirectional strain functions for $\varepsilon_x$ and $\varepsilon_y$ are obtained:

$$\varepsilon_x(x,y) = -\frac{c}{2} \frac{\partial^2 w(x,y)}{\partial x^2} = \Gamma_x H_x B_x$$

(8.6)

$$\varepsilon_y(x,y) = -\frac{c}{2} \frac{\partial^2 w(x,y)}{\partial y^2} = \Gamma_y H_y B_y$$

(8.7)
where \( c \) is the thickness of the plate and \( \mathbf{B} = [\mathbf{B}_x | \mathbf{B}_y]^T \). Here, \( \mathbf{B}_x \) and \( \mathbf{B}_y \) hold the regression coefficients for strain components in the \( x \) and \( y \) directions, respectively.

A vector \( \mathbf{S} = \left[ s_1 \ldots s_k \ldots s_m \right]^T \) containing the signal for each sensor in the HDSN is constructed from measurements with \( s_k = \varepsilon_x + \varepsilon_y \) for an SEC and \( s_k = \varepsilon_x \) or \( s_k = \varepsilon_y \) for an RSG. The regression coefficient matrix \( \mathbf{B} \) is estimated using the LSE:

\[
\hat{\mathbf{B}} = (\mathbf{H}^T \mathbf{H})^{-1} \mathbf{H}^T \mathbf{S} \tag{8.8}
\]

where the hat denotes an estimation. It follows that the estimated strain maps can be reconstructed using

\[
\hat{\mathbf{E}}_x = \Gamma_x \mathbf{H}_x \hat{\mathbf{B}}_x \quad \hat{\mathbf{E}}_y = \Gamma_y \mathbf{H}_y \hat{\mathbf{B}}_y \tag{8.9}
\]

where \( \hat{\mathbf{E}}_x \) and \( \hat{\mathbf{E}}_y \) are vectors containing the estimated strain in the \( x \) and \( y \) directions for sensors transducing \( \varepsilon_x(x, y) \) and \( \varepsilon_y(x, y) \), respectively.

Without a sufficient number of unidirectional sensors in an HDSN, \( \mathbf{H} \) will be multi-collinear because \( \mathbf{H}_x \) and \( \mathbf{H}_y \) will share multiple columns. This results in \( \mathbf{H}^T \mathbf{H} \) being non-invertible. This is avoided by integrating a sufficient number of RSGs and virtual sensors into the HDSN.

### 8.2.3 Network Reconstruction Feature (NeRF)

The NeRF algorithm (Downey et al., 2017b) provides a method for damage detection and localization formulated for strain map measurements. It works through comparing the signal measured by an individual sensor with the estimated strain map (Equation (8.9)) for a predefined HDSN. An error function defined as the mean square error (MSE) between a sensor’s measured and estimated strains can be used to associate a feature value with a given increase in the shape function’s complexity (\( \rho \) in Equation (8.3)). Consider an HDSN section similar to that shown in Figure 8.1(b), consisting of a network of SECs in an array and a few optimally placed RSGs used at key locations. To establish the NeRF’s theoretical foundation, we first consider an ideal situation where strain maps are easily approximated through the use of low order shape functions. The error in the approximation, calculated for the \( m \) sensors within the HDSN, can be quantified as:

\[
V = \frac{1}{m} \sum_{k=1}^{m} (S_k - \hat{S}^*_k)^2 \tag{8.10}
\]

where \( V \) is a scalar. For a given sensor location \( k \), \( S_k \) is the sensor signal, and \( \hat{S}^*_k \) is the estimated sensor signal using the reconstructed strain maps. The estimated sensor signals for RSG sensors measuring \( \varepsilon_x \) and \( \varepsilon_y \) are taken from \( \hat{\mathbf{E}}_x \).
and $\hat{E}_x$, respectively, while the estimated SEC signals are taken as the summation of $\hat{E}_x$ and $\hat{E}_y$ at given locations (Equation 8.2). The NeRF algorithm is diagrammed in Figure 8.2, where the extended LSE algorithm used to develop the orthogonal strain maps is encapsulated inside the red dashed rectangle.

For an undamaged area of a structure, the strain field will have a simple strain topology, while damage will generally represent itself as a discontinuity in the surface’s strain field, which will develop a more complex strain topology. It follows that in general areas without damage, the strain field can be accurately estimated with low-order shape functions, while damaged areas will require higher-order shape functions to minimize reconstruction error. To quantify the level of strain map complexity in a section of the structure, and therefore whether it contains damage, NeRF uses the section’s reconstruction error ($V$) and how this reconstruction error responds to adding higher order shape functions. As higher-order terms are added to the shape function, the reconstruction error ($V$) between the estimated and measured state will substantially reduce in the case of damaged sections, allowing the section’s condition to be evaluated from the changing level of reconstruction error. This technique is capable of providing damage detection within an area monitored by an SEC-based sensing skin even at locations that are not directly covered by an SEC. Additionally, NeRF adds versatility to the sensing skin for monitoring wind turbine blades as it reduces the number and density of required sensors and is computationally light.

Building the binomial terms used in the NeRF algorithm, as listed in Table 8.1, requires starting with $w(x, y) = \sum_{i=1,j=1}^{2} b_{ij} x^i y^j$ as the most basic shape function. To build the following terms of increasing complexity, shape function components are added in symmetric pairs from the outside of the Pascal’s triangle, progressing inwards for a given row. For example, the value for feature No. 1 becomes the difference in reconstruction error, $V$, between the baseline shape function $w_{\text{base}}(x, y) = \sum_{i=1,j=1}^{2} b_{ij} x^i y^j$ and the baseline shape function with term No. 1 added $w_1(x, y) = \sum_{i=1,j=1}^{2} b_{ij} x^i y^j + x^3 + y^3$. Expanding to feature No. 2, this value becomes the difference between $w_1(x, y) = \sum_{i=1,j=1}^{2} b_{ij} x^i y^j + x^3 + y^3$ and $w_2(x, y) = \sum_{i=1,j=1}^{2} b_{ij} x^i y^j + x^3 + y^3 + x^2 y + xy^2$, and so forth. Note that no displacement-defined boundary conditions are enforced into the shape functions. Instead, all boundary conditions are enforced into strain topography through the use of unidirectional sensors (e.g. RSG) or assumed boundary conditions. A high level of data compression is provided through the fusion of all the sensing channels in the sensing skin into a single parameter, therefore reducing the computational effort required in analyzing and storing the extracted data. This level of compression could offer a great benefit to owners and operators of wind turbine blades given their complexity and relatively long design life of 10-30 years (Marín et al., 2008).
Table 8.1  Polynomial complexities used for condition assessment features.

<table>
<thead>
<tr>
<th>No.</th>
<th>term added</th>
<th>No. term added</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$x^1, y^3$</td>
<td>8 $x^3y^2, x^2y^3$</td>
</tr>
<tr>
<td>2</td>
<td>$x^2y, xy^2$</td>
<td>9 $x^6, y^6$</td>
</tr>
<tr>
<td>3</td>
<td>$x^4, y^4$</td>
<td>10 $x^5, xy^5$</td>
</tr>
<tr>
<td>4</td>
<td>$x^3y, xy^3$</td>
<td>11 $x^7, y^7$</td>
</tr>
<tr>
<td>5</td>
<td>$x^2y^2$</td>
<td>12 $x^6y, xy^6$</td>
</tr>
<tr>
<td>6</td>
<td>$x^5, y^5$</td>
<td>13 $x^5y^2, x^2y^5$</td>
</tr>
<tr>
<td>7</td>
<td>$x^4y, xy^4$</td>
<td>14 $x^4y^3, x^3y^4$</td>
</tr>
</tbody>
</table>

8.3  Methodology

This section discusses the experimental setup used in validating the concept of the SEC-based sensing skin and in verifying the capability of the skin to detect damage.

8.3.1  Experimental Setup

The SEC-based sensing skin is experimentally validated using an HDSN consisting of 12, $3 \times 3$ cm$^2$, SECs and 8 unidirectional RSGs, TML model # FCA-2 deployed onto the inside of a model wind turbine blade tested in a wind tunnel. The experimental setup, shown in Figure 8.3(a), consisted of a 139 cm wind turbine blade model. It is modeled after the center third of a 30 m wind turbine blade, designed using NREL S-series airfoils that are aerodynamically efficient with high lift to drag ratios that generate low noise during operation. The model was 139 cm in length with airfoil cord lengths at the root and tip of 40 and 15 cm, respectively. Further details on the model’s design and its experimental setup are presented in Sauder et al. (Sauder and Sarkar, 2017). The model is mounted vertically with its root section attached to a 6 degree-of-freedom frame that allowed for the measurement of root forces. The model (Figure 8.3(b)) consisted of an aluminum spar fixed at the root (blade root mounted up) and 10 wood/plastic airfoil sections mounted onto it (Sauder and Sarkar, 2017). Sections 2 and 3, if counted from the blade’s root, are used to support a fiberglass substrate that is used in testing of the deployed HDSN. This substrate, shown in Figure 8.3(b), could be removed through a series of 24 bolts mounted around its perimeter. Data acquisition (DAQ) systems were mounted above the blade model in the mounting frame. The SEC DAQs are shown in Figure 8.3(b)-(c). Each SEC DAQ used a 24-bit capacitance-to-digital converter multiplexed over 4 channels that sampled at 22 samples/second (S/s). An actively shielded coaxial cable, used to remove the parasitic capacitance found in the cables, was used to connect the SEC sensors to the DAQs. RSG measurements were obtained using a National Instruments 24-bit 350 Ω
Experimental validation was carried out in the Aerodynamic and Atmospheric Boundary Layer wind and gust tunnel located in the Wind Simulation and Testing Laboratory (WiST Lab) at Iowa State University. The wind tunnel has an aerodynamic test section of $2.44 \times 1.83$ m$^2$ dimensions and a design maximum wind speed of 53 m/s. The model blade was set at a 3-degree angle of attack and air turbulence was induced into the tunnel by forcing a set of buffeting vanes (Figure 8.3(a)) to oscillate at the blade’s characteristic frequency of 3.1 Hz. This turbulence created an almost sinusoidal buffeting load (lift and moment) along the span of the blade.

The HDSN was mounted onto the inside surface of the fiberglass substrate of dimensions 270 x 220 x 0.8 mm$^3$, shown in Figure 8.4(a). The deployed HDSN is sketched in Figure 8.4(b) and shown in Figure 8.4(c). Due to the sectioned geometry of the blade, the majority of the bending and torsion induced strain developed in the gap between sections 2 and 3. The 24 bolts used to fasten the substrate onto the model were used as boundary conditions for the extended LSE algorithm, as annotated in Figure 8.4(b). The thin fiberglass substrate was significantly less stiff than the aluminum frame that formed the backbone of the model. For this reason, the strain along the axis of the bolts is assumed to be zero. Thus, $\varepsilon_x = 0$ is taken at each bolt location along the top and bottom of the monitored substrate, and $\varepsilon_y = 0$ is taken at each bolt location along the vertical edges of the monitored substrate. A picture of the HDSN...
Figure 8.4 Experimental HDSN configuration: (a) monitored fiberglass substrate with labeled bolts along the leading edge (right-hand side) of the substrate; (b) schematic with labeled SECs and RSGs, where virtual sensors in the x and y directions are denoted by blue circles and green diamonds, respectively; and (c) interior surface view of the HDSN (RSGs A and D are not shown, as they were added after the substrate was installed on the model).

before its installation onto the wind turbine blade model is shown in Figure 8.4(c). In the picture, only 4 of the 8 RSGs are shown because the remaining 4 RSGs were installed after the substrate was attached to the model.

Two forms of damage were induced during the measurement campaign. Damage case I consisted of introducing a simulated delamination in the form of changing boundary conditions through removing the bolts on the leading edge (facing into the wind flow) of the blade. The removed bolts are annotated in Figure 8.4(a) and their order of removal for 8 different damage steps are listed in Table 8.2. The section’s condition is expressed in terms of the length of the longest unsupported section (damage length) of the monitored substrate. Experimental data sets were acquired for the healthy case (where the leading edge had an unsupported length of 4.2 cm) and following each damage step, resulting in a total of nine data sets acquired. Damage case II consisted of cutting the skin in 1 cm increments after an initial 2 cm cut through the center of the skin along a predefined path as shown in Figure 8.4(a)-(b). The induced cut damage was approximately 2 mm wide and went completely through the fiberglass substrate. Data was acquired for the healthy condition (no cut damage) and for the 12 damage steps (2 to 13 cm).

Signal interference between the SEC cables caused by the active shielding of SEC DAQs required that only one SEC DAQ was in operation at any given time. Therefore, experimental data for each test was obtained over 3 repeated test runs, each test recording 4 SECs and all eight RSGs. This superposition of data was possible because of the constant load provided by the buffetting machine, which was confirmed through the similarity of RSG data throughout
Table 8.2 Damage steps for boundary conditions (bolts) removed.

<table>
<thead>
<tr>
<th>damage step</th>
<th>healthy</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>bolts removed</td>
<td>none</td>
<td>5</td>
<td>4.5</td>
<td>3.4,5</td>
<td>3.4,5,6</td>
<td>7</td>
<td>2.3,4,5,6,7</td>
<td>1,2,3,4,5,6,7</td>
<td>1,2,3,4,5,6,7,8</td>
</tr>
<tr>
<td>damage length (cm)</td>
<td>4.2</td>
<td>7.7</td>
<td>11.0</td>
<td>14.0</td>
<td>17.0</td>
<td>21.0</td>
<td>23.8</td>
<td>25.5</td>
<td>27.3</td>
</tr>
</tbody>
</table>

The repeated tests. Using the RSG data as a reference, the final SEC experimental data was aligned to provide a complete data set of 12 SECs and 8 RSGs. To reduce sensor noise in the SEC and provide a common time stamp to simplify data analysis, the sensor signals were filtered as follows. A low pass Weibull filter with a cutoff frequency of 10 Hz was applied to remove any high-frequency noise. Next, a principal component analysis (PCA) decomposition was applied on the SEC signals retaining the first four eigenvalues. Lastly, the SEC and RSG signals were resampled to 100 S/s with a common time stamp using a spline interpolation.

8.3.2 Verification of Damage Detection Capability

The verification of the damage detection capability started with the investigation of the performance of the SEC to monitor the dynamic buffeting-induced strain in the wind turbine blade, that is investigated through an analysis in the frequency domain. Thereafter, unidirectional strain maps decomposed using the extended LSE algorithm presented in section 8.2.2 are used to track the changing load paths between a healthy state and the fully damaged leading edge case. Strain maps are computed from data taken when \( \varepsilon_y \) at RSG B was at the maximum compressive strain (i.e. when the tip of the model was at its maximum displacement). An empirical damage detection method is achieved through updating the assumed boundary conditions and monitoring of the error between the estimated unidirectional strain maps and the measured strain. Here, we leverage the concept of updating the assumed boundary conditions to detect and localize a damage caused by the change in boundary conditions for damage step 2. In total, five possible damage locations were investigated in an attempt to localize damage step 2. These attempts were the removal of boundary conditions (bolts) 2 & 3, 3 & 4, 4 & 5, 5 & 6 and 6 & 7. Assumptions containing bolts 1 and 8 were found to be unfeasible due to the complex interaction of the monitored substrate's edge effects and the assumed shape function. The leading edge damage consisting of damage step 2 (bolts 4 & 5 removed) was selected because it provided large enough damage to be trackable with the deployed HDSN, while still providing a relatively large search space of five possible damage locations.

Lastly, the NeRF algorithm is used to track the damage propagation over the entire section as a function of the unsupported leading edge (damage case I) and the length of the induced cut (damage case II). For damage case I, the
features developed from adding polynomial complexities No. 5 and 7, as listed in Table 8.1, are used to track the growth of the unsupported leading edge damage of the monitored section as presented in Table 8.2. Thereafter, the extent of the cut in damage case II is tracked using the features developed from adding polynomial complexities No. 5 and 6.

### 8.4 Validation

The capability of the SEC to track the dynamic buffeting-induced strain in the wind turbine blade is shown in Figure 8.5. Data extracted from SEC #5 and RSG B (Figure 8.4(b)) are compared due to their proximity. It can be observed that the SEC captures the blade’s excitation frequency of 3.1 Hz and tracks an additional excitation harmonic at 6.2 Hz. This compares well with the excitation frequency detected by the RSG and its additional harmonics, as denoted in Figure 8.5. The excitation frequency of 3.1 Hz was set to the blade’s fundamental frequency, as shown by Sauder et al. (Sauder and Sarkar, 2017). Time series measurements for the SEC and the RSG are presented in Figure 8.5(insert). An approximatively sinusoidal shape can be seen in both time series, albeit the SEC exhibits a slower sampling rate and a higher level of noise when compared to the RSG. Individual SEC strain samples are shown as
black dots, and the filtered SEC signal is presented as the solid blue line. Overall, the SEC demonstrates an excellent capability at tracking the blade’s response and frequency domain components while operating in the relatively noisy environment of a wind tunnel. Future deployment of an SEC-based sensing skin will require an increased precision and sampling rate of the capacitance-to-digital converter. The difference in the amplitude of the measured strain between the RSG and SEC sensors is a result of their different locations on the substrate, the torsion present in the substrate, and the capability of the SEC to measure additive instead of uni-directional strain (as expressed in Equation 8.2).

![Reconstructed strain maps](image)

**Figure 8.6** Reconstructed strain maps: (a) healthy condition $\varepsilon_x$; (b) healthy condition $\varepsilon_y$; (c) damage case 8 $\varepsilon_x$; (d) damage case 8 $\varepsilon_y$.

Next, the performance of the HDSN at developing full field strain maps is experimentally validated. Results are shown in Figure 8.6. The decomposed strain maps $\varepsilon_x$ and $\varepsilon_y$ (developed using Equation 8.9), for the healthy case (Figure 8.6(a)-(b)) and the damaged case (Figure 8.6(c)-(d)), demonstrate that the HDSN is capable of tracking changes in the monitored substrate’s strain fields. For the undamaged test’s reconstructed strain maps, the enforced boundary conditions ensure that $\varepsilon_y = 0$ along the leading and trailing edges of the monitored substrate (Figure 8.6(a)-(b)). As expected, when the boundary conditions on the leading edge are removed and the boundary conditions in the LSE are updated to reflect the monitored substrate’s change in strain, a compressive strain energy moves into the leading edge due to the increased bending. Changes in the substrate’s strain field can be related to changes in its load path. Additionally, results demonstrate that the HDSN can reconstruct relatively complex strain fields, such as that caused by the torsional motion of the blade model, represented by the different parts of the substrate being under tension and compression. The blade torsion detected by the strain maps was corroborated through accelerometers, force transducers, and video captured during testing (Sauder and Sarkar, 2017).
Results from updating the enforced boundary conditions, as discussed in Section 8.3.2, to match the damage state of the system are presented in Figure 8.7. Here, the error between the estimated strain maps and the experimental RSG data is measured as a mean fitting error across all 8 RSGs for the two orthogonal strain map reconstruction cases. The mean error is obtained by averaging the error throughout six full vibration cycles of the model. A comparison in the measured error between uncorrected strain maps that maintain a constant set of boundary conditions throughout all the damage steps and the corrected strain maps that update the boundary conditions to match each damage step is presented in Figure 8.7(a). Results show that updating the boundary conditions to match the damage state provides a consistently better fit than that obtained through the use of original boundary conditions. In the case of the damage step 8 (all the leading edge bolts removed), a 44.5% improvement in the measured error is obtained through updating the boundary conditions to match measurements. These results further validate the technique of updating of boundary conditions used to develop the strain maps presented in Figure 8.6. Results presented in Figure 8.7(b) exhibit the fitting error as a function of the boundary conditions that are removed, here shown for damage step 2. Boundary conditions were removed in pairs to match the known damage size in damage step 2 (bolts 4 and 5 removed). The fitting error for the removal of bolts 4 and 5 results in a lower fitting error, therefore identifying damage step 2 correctly. This demonstrates the capability of the HDSN to localize damage.

Lastly, we present results obtained from the NeRF algorithm, presented in Section 8.2.3, applied to damage cases I and II. Figure 8.8 presents the extracted feature distances as a function of the length of unsupported leading edge in
Figure 8.8 NeRF algorithm results for: (a) changing boundary conditions on the leading edge of the monitored substrate; (b) cut damage induced into the center of the monitored substrate.

8.5 Conclusion

This paper experimentally investigated the use of a novel sensing skin for condition evaluation of a wind turbine blade. The novel sensing skin consists of an array of soft elastomeric capacitors (SECs), each acting as a flexible strain gauge. The critical advantage of the sensing skin is its high scalability to its low cost and ease of fabrication. It can, therefore, be used to cover very large surfaces. We presented a specialized deployment of the sensing skin, which included a few off-the-shelf resistive strain gauges (RSGs) to enable the precise measurement of boundary conditions,
therefore forming a hybrid dense sensor network (HDSN). The resulting HDSN can be used to decompose the SEC’s additive strain signal into unidirectional strain maps based on the previously developed extended LSE-based algorithm. These reconstructed strain maps were used with a damage detection algorithm termed network reconstruction feature (NeRF), which provided damage detecting features to detect, localize, and quantify damage.

Experimental validation was conducted by deploying the HDSN inside a scaled model wind turbine blade excited in a wind tunnel to simulate an operational environment. The experimental HDSN consisted of 12 SECs and 8 RSGs. Two different damage cases were investigated: a delamination simulated by the removal of bolts, and a crack simulated by a cut. Results demonstrated that the HDSN could be used to track the model wind turbine blade’s global condition through analysis of SECs outputs in the frequency domain, which yielded similar results to the analysis of the output data of RSGs. Both damage cases were successfully detected and quantified through the use of the NeRF algorithm. The delamination (bolt removal) was tracked through an increasingly simplified strain map with increasing damage due to the release of restraints on the boundaries, while the crack (cut) was tracked through an increasingly complex strain map with increasing damage due to the created discontinuity in strain. The capability of the HDSN to locate damage was demonstrated with the identification of which bolts were removed. In the case of a crack, localization would be achieved through proper subdivisions of the HDSN, which was not possible with the current experimental configuration due to the relatively low number of SECs. Additionally, the NeRF Algorithm was used to provide a high level of data compression through fusing the 20 channel HDSN into a single damage detecting feature.

Results showed the promise of the sensing skin technology for damage detection, localization, and quantification in a wind turbine blade under aerodynamic loading in a wind tunnel (i.e., operational environment). The high level of data fusion provided by the NeRF algorithm enhances the potential of the sensing skin through reducing the amount of data stored for operations. Given the demonstrated capability of the HDSN at measuring strain maps, the technology offers potential for updating computational models in real-time. These high fidelity models could then be used for the design of structural health monitoring strategies and research and development activities. Future work will include development of the sensing skin hardware and algorithms for updating of high fidelity models using sensor data collected by a distributed array of sensing skins.
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CHAPTER 9. CONCLUSION

This dissertation investigated and developed a sensing skin for the structural health monitoring of mesoscale structures. This sensing skin is based on a soft elastomeric capacitor (SEC) that when deployed in a network configuration is able to efficiently monitor the large surface areas associated with mesoscale structures. The SEC itself is a robust and durable sensor that is customizable in both shape and size. A key benefit of the SEC is its capability to measure the additive strain of a structure \((\varepsilon_x + \varepsilon_y)\). Previously, the static and dynamic sensing principles of the SEC have been investigated. This work investigated the use of a network of SECs, termed the SEC-based sensing skin, for the real-time monitoring and damage detection of mesoscale structures. In chapter 2 an algorithm that fuses the sensor geometry into the full-field strain maps generated by the SEC-based sensing skin was introduced. This algorithm increased the accuracy of these full-field strain maps while simultaneously allowing the SEC-based sensing skin to monitor a structure using fewer, but larger, SEC sensors. Next, chapters 3 - 5 developed algorithms for decomposing the SECs’ additive \((\varepsilon_x + \varepsilon_y)\) strains into two unidirectional strain maps \((\varepsilon_x, \varepsilon_y)\) through the use of a hybrid dense sensor network. This hybrid dense sensor network combined an array of SECs with a few off-the-shelf unidirectional strain sensors for the updating of boundary locations at key locations. Chapters 3 and 4 introduced two algorithms for decomposing the SECs’ additive strain into two unidirectional strain maps while chapter 5 developed a genetic algorithm for the optimal placement of unidirectional sensors within a network of SECs. This work was followed by two algorithms for the detection and localization of damage within an SEC-based sensing skin as presented in chapters 6 and 7. The damage sensitive features generated in these algorithms lay the foundation for using the SEC-based sensing skin for the prognostics and health management of mesoscale structures. Lastly, chapter 8 presented an experimental validation of an SEC-based sensing skin mounted inside a model wind turbine blade and tested in a wind tunnel.
9.1 Future Work

Three main challenges to the effective use of the SEC-based sensing skin for the real-time monitoring and prognostics of mesoscale structures are the realization of a low-cost and easily deployable SEC-based sensing skin, the development of algorithms for the direct updating of numerical models associated with structures monitored by an SEC-based sensing skin, and the development of prognostics and health management tools that fully utilize the data provided by the SEC-based sensing skin. These tasks are explored in more detail in what follows.

9.1.1 Realization of the SEC-based sensing skin

The realization of the SEC-based sensing skin is a complex task that will require the development/selection of a flexible substrate, electrical connections, and power management hardware. As discussed in this work the fully integrated SEC-based sensing skin would consist of SECs of varying geometries and densities along with the required electronics for power management, data acquisition, data processing, and communications, all mounted onto a flexible substrate. One of the key challenges to producing highly scalable large area electronics is the development of the connection between the SEC sensors and the data acquisition hardware itself. One solution to this dilemma is the use of non-contact interfaces between the components to be joined. For example, inductive and capacitive antennas for connections have found use on other large area electronics (Hu et al., 2014). Another challenge in the realization of an SEC-based sensing skin lies in its power management subsystems. For applications that require only short-term monitoring (e.g. monitoring of repairs or laboratory experiments), the use of batteries embedded onto the flexible substrate of the sensing skin is a viable option. In addition to battery power, the use of flexible solar cells, embedded energy harvesters, or external power supplies are viable options. Lastly, the use of wireless communications, to increase the SEC-based sensing skin’s ease of deployment and robustness to failures in communication wires needs to be developed. In addition to the development of electronics, the long-term durability of the SEC in terms of its capabilities to maintain consistent measurement principles in the time frame of years needs to be further studied. An introductory work related to the electrical stability of the SEC sensor to accelerated weathering is provided in appendix A.
9.1.2 Numerical model updating

To enhance the capability of the SEC-based sensing skin in the structural health monitoring of mesoscale structures, algorithms and methods that link the additive strain map data to structural conditions via numerical models (e.g. FEA models) should be developed. Ideally, these algorithms methods would be physics-based with a direct and simple mapping between the full-field additive strain maps developed by the SEC-based sensing skin and the updates made to a numerical model. Other researchers in the field have proposed physics-driven approaches with model updating based on sensor data. Some examples of these approaches include an iterative technique proposed by Sanayei et al. using static strain data to identify beam- and frame-like structural element properties (Sanayei and Saletnik, 1996a). Cerracchio et al. reconstructed displacement and stress field from discrete strain measurements employing an inverse finite element method to assess structural integrity (Cerracchio et al., 2015). In addition to these methods, Cancelli et al. developed a stochastic subspace identification technique that was used to extract modal information from acceleration data that was then used to reconstruct the stiffness matrix of the structure that would then match these parameters (Cancelli et al., 2017). With the same objective as the research presented here, appendix D presents a physics-driven method for the updating of surrogate numerical models associated with a structure monitoring by an SEC-based sensing skin. The objective of the work found in appendix D is to introduce an algorithm that links the measured strain map data to structural conditions.

9.1.3 Prognostics and health management

The prognostics, and through extension, the health management of structures is a complex task made even more challenging by the uncertain parameters, complex degradation mechanisms, and the various subsystems that make up a structural system. While challenging, a systematic approach to prognostics and health management focusing on the extraction of damage sensitive features and indexes that vary with degradation provides a clear physics-driven approach to the prognostics and health management of structures. The development of damage sensitive features were the focuses of chapters 6 and 7 in this dissertation. In addition, chapter 8 experimentally demonstrated that these damage sensitive features could be used for tracking the health of a wind turbine blade tested in a wind tunnel under aerodynamic loading. One approach to
calculating the remaining useful life of a complex structure is to consider and model multiple concurrent degradation mechanisms simultaneously. This physics-based (or mechanistic) approach enables the prediction of a structure’s remaining useful life while only monitoring the key components of the structure. Along these lines, appendix E presents a work that develops a mechanistic approach for the prognostics of an engineering system, in this case, a Li-ion battery cell. Results from a simulation study with eight Li-ion battery cells demonstrate that the mechanistic prognostics approach produces more accurate remaining useful life predictions than a traditional capacity-based prognostics approach. In addition, the mechanistic approach also helps to ensure a low level of uncertainty in the predictions throughout the entire life of the cell under consideration.
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Abstract

Renewable energy production has become a key research driver during the last decade. Wind energy represents a ready technology for large-scale implementation in locations all around the world. While important research is conducted to optimize wind energy production efficiency, a critical issue consists of monitoring the structural integrity and functionality of these large structures during their operational life cycle. This paper investigates the durability of a soft elastomeric capacitor strain sensing membrane, designed for structural health monitoring of wind turbines, when exposed to aggressive environmental conditions. The sensor is a capacitor made of three thin layers of an SEBS polymer in a sandwich configuration. The inner layer is doped with titania and acts as the dielectric, while the external layers are filled with carbon black and work as the conductive plates. Here, a variety of samples, not limited to the
sensor configuration but also including its dielectric layer, were fabricated and tested within an accelerated weathering chamber (QUV) by simulating thermal, humidity, and UV radiation cycles. A variety of other tests were performed in order to characterize their mechanical, thermal, and electrical performance in addition to their solar reflectance. These tests were carried out before and after the QUV exposures of 1, 7, 15, and 30 days. The tests showed that titania inclusions improved the sensor durability against weathering. These findings contribute to better understanding the field behavior of these skin sensors, while future developments will concern the analysis of the sensing properties of the skin after aging.

Keywords: soft elastomeric capacitor, structural health monitoring, durability, titania, titanium dioxide, TiO$_2$, weatherability, environmental degradation

A.1 Introduction

Recently, the use of smart materials has seen considerable research interest for the long-term SHM of civil infrastructures (Kang et al., 2006; Loh et al., 2009; Burton et al., 2017; Schulz and Sundaresan, 2006; Downey et al., 2017). Of particular interest is the monitoring of wind turbine systems operating in either offshore (Kaldellis and Kapsali, 2013) or remote environments (Shaahid and El-Amin, 2009) where maintenance and operation costs may be from two to five times higher than for in-land systems. These smart materials have the potential to greatly improve the functionality of fully integrated SHM systems deployed on wind turbines. Potential benefits provided by these smart materials include reduced manufacturing and installation costs (Luo et al., 2016), large area sensing capabilities (Loh et al., 2009) and fully integrated electronics (Burton et al., 2017). Another unique feature of these smart materials is the capability to both cover large areas and, when deployed in a dense sensor network, distinguish local from global damages (Downey et al., 2017; Kong et al., 2017). However, due to the novelty of these sensing technologies, the effect of environmental conditions on this new class of smart materials has not been sufficiently addressed. The proper design and implementation of an SHM system network must consider the environmental conditions that the sensor will undergo, including changes in temperature, moisture, and ultraviolet (UV) radiation. In addition, the sensing system will need to provide reliable measurements throughout the design life of the system, which is currently considered to be 10-30 years for wind turbines (Marín et al., 2008). This study advances the applicability of smart materials through investigating the durability of a specific soft sensor developed by the authors.

The investigated sensor, termed the soft elastomeric capacitor (SEC), is a low-cost, large-area, strain-sensitive sensor (Laflamme et al., 2013). When deployed in a dense sensor network configuration, the SEC is capable of detecting and localizing damage over the large area of a wind turbine blade (Downey et al., 2017). The SEC is a parallel plate
capacitor developed around a styrene-co-ethylene-co-butylene-co-styrene (SEBS) block co-polymer matrix. SEBS is selected due to its purity, elasticity, and strength (Yao et al., 2014). TiO$_2$ (titania or titanium dioxide) is used to dope the dielectric layer to increase the dielectric permittivity and durability (Stoyanov et al., 2010; Day, 1990). The dielectric is formed using a dropcast process where the sensor’s dielectric mix, dissolved in toluene, is cast onto a glass plate. Once the toluene is allowed to evaporate, a conductive plate is painted onto both sides of the dielectric using an SEBS-based conductive paint made from carbon black particles. Carbon black as the conductive filler for the capacitor plates is selected for its conductivity, low-cost, simple manufacturing process, ability to absorb both UV and visible light, and its demonstrated weathering protection in plastics and polymer melt mixes (Inc, 2000; Rwei et al., 1992). More details regarding the fabrication of the SEC sensors can be found in the literature (Laflamme et al., 2013, 2015).

The long-term durability of the SEC is a critical factor for its intended application to the monitoring of wind turbine blades, along with possible applications to other civil infrastructures. This work provides an assessment of the sensor’s robustness under various environmental conditions where the SEC’s dielectric is formulated using varying percentages of TiO$_2$, here 0%, 5%, 10%, and 15% by volume. The focus of this research is the development of a mechanically robust sensor that is able to withstand the thermal, humidity and UV radiation cycles that the sensor would undergo in a typical exposed application. Particularly, it is important that the capacitance of the sensor does not vary significantly with aging in order to provide consistent strain transducing capabilities. Both the sensor’s dielectric and the SEC sensor itself are studied under a variety of induced environmental conditions simulated within an accelerated weathering chamber (QUV tests). These environmental conditions simulated thermal, humidity and UV radiation cycles. Once the accelerated weathering tests were completed, a series of tests were performed in order to characterize their capacitance, mechanical, thermal performance and solar reflectance at 0, 1, 7, 15, and 30 days. The key contributions of this work are a quantification of the increased durability provided by the doping of the SEBS matrix with TiO$_2$ and that the SEC sensors when doped with a sufficient level of TiO$_2$.

### A.2 The Soft Elastomeric Capacitor

The Soft Elastomeric Capacitor (SEC), shown in Figure A.1, is a highly scalable thin-film strain sensor with notable elastic properties. The sensor is a parallel plate capacitor composed of three layers. These layers consist of two conductive plates and a dielectric as seen in the expanded view of the SEC in Figure A.1(b). The sensor’s strain sensing principle is derived from the fact that a measurable change in the capacitance of a sensor is provoked by a change in the area (i.e. strain) of the monitored surface. The SEC is adhered and pretensioned to the substrate
Figure A.1 The soft elastomeric capacitor (SEC): (a) picture of a sensor used in this study with key components annotated; (b) an exploded view of the sensor geometry with key components annotated.

using a commercial two-part epoxy. The fabrication of the SEC is simple and does not require any highly specialized manufacturing or processing equipment. The inner layer of an SEC, the dielectric of the capacitor, is made of an SEBS block co-polymer and filled with TiO$_2$ to increase both its durability and permittivity (Stoyanov et al., 2010; Day, 1990). TiO$_2$ is dispersed into a mixture of SEBS and toluene using an ultrasonic tip (D100 Sonic Dismembrator manufactured by Fisher Scientific). The mixture of SEBS-TiO$_2$ is dropcast onto a 75 $\times$ 75 mm$^2$ glass slide covered with a non-porous Polytetrafluoroethylene (PTFE) coated fiberglass fabric. The toluene is then allowed to evaporate over 48 hours, resulting in a highly flexible thin-film dielectric. The sensors conductive plates are fabricated from a similar SEBS-toluene solution, but doped with carbon black (Printex XE 2-B) instead of TiO$_2$. The carbon black allows for conductive pathways to form within the SEBS matrix. This solution is hand painted onto both sides of the sensor and a copper contact is added to the sensor with a conductive adhesive. Lastly, a thin layer of the conductive paint is added on top of the copper contact to ensure a good connection between the copper contact and SEBS-based conductive paint as shown in Figure A.1(a). The capacitance, $C$, of an SEC can be written

$$\Delta C = \varepsilon_0 \varepsilon_r \frac{\Delta A}{\Delta h} \quad (A.1)$$

where $\varepsilon_0 = 8.854$ pF/m and $\varepsilon_r$ are the vacuum permittivity and the polymer relative permittivity, respectively. $A$ is the overlapping area of the conductive electrodes and $h$ is the thickness of the dielectric. The static (Laflamme et al., 2013) and dynamic (Laflamme et al., 2015) sensing capabilities of the SEC have been investigated. In addition to
these material-based studies, the SEC has been experimentally investigated for structural health monitoring specific applications, including: fatigue crack detection (Kong et al., 2017); full field strain map reconstruction (Downey et al., 2016); and damage detection and localization in a model wind turbine blade under aerodynamic loading (Downey et al., 2017).

A.3 Experimental Methodology

A.3.1 Investigated Specimens

Sensor samples for this study consisted of 24 SEC sensors and 20 dielectric samples. Of the SEC sensors, eight were used for control and 15 were used as testing samples. Both the SEC sensors and the dielectric samples measured $75 \times 75$ mm$^2$ while the SEC sensors had a sensing area of $65 \times 65$ mm$^2$. This reduction in the sensors sensing area is due to the extra dielectric that extends past the end of the conductive plates, as shown in Figure A.1(a). The average capacitance of the SEC sensors after fabrication, when measured as sitting flat on a table in a relaxed state, was 535 pF with a standard deviation of 30 pF. For the SEC sensors, three different percentages of TiO$_2$ are investigated: 5%, 10%, and 15% TiO$_2$ by volume. Due to difficulties in painting the SEBS-based conductive paint onto dielectric samples without TiO$_2$, a 0% TiO$_2$ sample is not considered for the SECs. Likewise, the 20 dielectric samples were fabricated with four different levels of TiO$_2$: 0% (pure SEBS), 5%, 10%, and 15% TiO$_2$ by volume. Material samples were cut from the both the SEC and dielectric samples for the mechanical testing, as needed.

A.3.2 Sensor Weathering Tests

The durability investigation of both the dielectric and SEC sensor samples was performed by means of an accelerated weathering test. This experimental investigation is used to quantify the sensors’ comparative resistance capability against the combined forces of thermal stress and damaging solar radiation. The different specimens were placed in a QUV machine (QUV Accelerated Weathering Testes, Q-Lab), and the aging test was carried out following the ASTM D 4329-99 (Pra, a), linked to the operative procedure described in the ASTM G 154-06 (Pra, b). According to the standard procedure, the specimens were alternately exposed to repeated cycles of UVA radiation (340 nm, energy of $0.77$ W/m$^2$) at 50 °C for 8 hours, than 2 hours in a humid condition (100 RH%) at 40 °C and lastly 2 hours at 20 °C (100 RH%). The effect of the accelerated weathering tests on the different SEC and dielectric mixes was evaluated in terms of visual observations, color variation, mechanical responses by tensile test and degradation properties by thermogravimetric analysis after 1, 7, 15, and 30 days of exposure.
A.3.3 Mechanical and Thermal Characterization of the Samples

Mechanical, thermal, electrical and optical characterizations were performed both before and after the exposures by means of the QUV test. The samples’ mechanical behavior before and after the accelerated weathering was evaluated by failure tensile tests. Specifically, the mechanical characterization was performed using a material testing machine (Lloyd Instrument LR 30) with a 500 N load cell at room temperature on five rectangular samples (50 mm × 5 mm). An initial gauge length of 25 mm along with a crosshead speed of 100 mm/min were used during testing. From the material samples’ stress-strain curves, the Young’s modulus (E), the tensile strength (σ_r), and elongation at break (ε_b) were measured.

Thermal degradation, before and after the UV weathering, was evaluated by thermogravimetric analysis (TGA), using a TGA system (Seiko Exstar 6300). TGAs of the different material samples were performed using the following test parameters: 10 mg weight samples, nitrogen flow rate of 250 ml/min, and temperatures ranging from 30 °C to 800 °C with a heating rate of 10 °C/min. The residual mass from thermogravimetric curves of different mixes at different time was evaluated in order to study the effect of UV weathering on the degradation behavior of the studied materials.

A.3.4 Optical and Visual Characterization of the Samples

Photographs of the different samples before and after the exposure to the UV weathering were taken for visual comparison, whereas the color changes of studied materials during weathering were examined with a spectrophotometer (CM-2300d Konica Minolta, Japan). Data was acquired using the SCI 10/D65 method with CIELAB color variables, as defined by the International Commission on Illumination (Witt, 1995). The specimens were placed on a standard white plate, allowing for the ∆L*, ∆a*, and ∆b* parameters and gloss level to be determined.

Optical analyses were performed by means of a solar spectrophotometer with an integrating sphere according to the international test method reported in ASTM E 903-96 (Tes, ), which describes the procedure to perform measurements of spectral near normal-hemispherical reflectance over the spectral range of 300-2500 nm with a lab instrument. For typical applications, solar reflectance values are usually calculated by weighting wavelength with respect to reference solar spectra, according to reference values (Tab, ). In this study, given the focus on the material characterization and not specifically on its capability to stay cooler under the solar radiation, a simple measurement technique is implemented and terrestrial solar irradiance distribution is not evaluated. The spectrophotometer used (SolidSpec-3700) is equipped with a 60 mm-diameter integrating sphere and has a wavelength accuracy of 0.1 nm. The machine functions with a double beam scheme and coated optics. The measurement procedure started by recording the spectral 100%
Figure A.2 Mechanical properties of the SECs and dielectrics, with different levels of TiO$_2$ (dielectric layer), after accelerated aging: (a) tensile strength; (b) elongation at break; (c) Young's modulus.
and the zero lines to be kept as reference for the whole characterization campaign. Then, all materials were tested and the reflectance values were obtained similar to other literature work (Pisello, 2015), as reported in the following sections.

### A.3.5 Electrical Characterization of the Samples

The capacitance of SEC sensors after aging was measured and compared to the capacitance of the sensor after manufacturing to investigate their durability. Capacitance was measured using an LCR meter (875B manufactured by BK precision). First, the eight control sensors were considered and their capacitance was measured after fabrication and again after one year without any accelerated aging. During this year, the sensors were left in a laboratory environment at room temperature. The capacitance for the 15 SEC samples used for the durability investigation was measured. These measurements were also taken after 1 year with sensors being subjected to either 0, 1, 7, 15, and 30 days of QUV aging. Due to the fact that materials were cut from each of these samples, as required by the material testing needs, the capacitance of portions of the sensors was measured (e.g. a $35 \times 75$ mm$^2$) and adjusted through Equation A.1. This adjustment was based on the change in area caused by the removed material to obtain an estimated capacitance for the sensors after aging.

![Figure A.3](image-url)  
**Figure A.3** Residual masses of the SECs and dielectrics, with different levels of TiO$_2$ doped into the dielectric layer, after accelerated aging.
Figure A.4 Change in solar reflectance of the dielectric and the SEC sensor exposed to 1, 7, 15, and 30 days of weathering procedure with respect to the same reference samples, e.g. the dielectric and of the SEC sensors with 0 days of aging $(SR_{day} - SR_{day-0}) / SR_{day-0}$. 
A.4 Results and Discussion

A.4.1 Durability Analysis of Mechanical and Thermal Behavior of the Samples

The effect of the accelerated weathering test performed on the different sensors and dielectrics was evaluated in terms of visual observations, color variation, mechanical responses by tensile test and degradation properties by thermogravimetric analysis after 1, 7, 15, and 30 days of exposure, using a QUV machine and considering 12-hour long thermal cycles. Each cycle consisted of temperature variations from 20 °C to 50 °C with a UV intensity value of 0.77 W/m² at 340 nm of wavelength.

Figure A.2 shows the mechanical properties of SECs and dielectric layers after accelerated aging under various levels of TiO₂ in the dielectric layer. Results show that the pure dielectric (0% TiO₂) is quite sensitive to aging, with tensile strength and elongation at break exhibiting notable reductions after just one day of accelerated aging. The addition of TiO₂ is seen to highly improve the dielectric’s durability, which is particularly observable with the elongation at break. The carbon-black-based conductive layer found over the SECs results in stable mechanical properties even after 30 days of accelerated aging. It is also found that the inclusion of TiO₂ increases the Young’s modulus of the SEC.

Values of the residual masses of the samples after accelerated aging are shown in Figure A.3. The dielectric and sensor samples with higher levels of TiO₂ retained more residual mass relative to samples with lower levels of TiO₂. This is clearly observable for the dielectric layer, where the dielectric with 15% TiO₂ retained more than 40% of its mass while the dielectric with 0% TiO₂ retained about 1% of its mass. Aging does not appear to influence the residual mass of any sample.

A.4.2 Optical and Visual Analysis

Results from the spectrophotometer analysis, as presented in Figure A.4, can be used to investigate the durability of the membranes in terms of solar reflectance variation due to the weathering procedure. Figure A.4 shows the relative differences between the total reflectance of the reference membranes, i.e. the dielectric layer and the SEC sensors, and the same samples exposed to 1, 7, 15, and 30 days of aging, using the accelerated weathering test. In general, results indicate a significantly better behavior of the SEC samples compared to the dielectrics. As observed in the left column of Figure A.4, only the 1 day aged dielectric samples could be tested for each of the four TiO₂ concentration values, while the samples exposed to a 7 days-long weathering could only be analyzed when 10 and 15% TiO₂ was added to the dielectric membrane. Higher exposure time caused such a high level of damage to the dielectric samples that it was not possible to perform any spectral analysis on them. The SEC samples, as shown in the right column of Figure
Figure A.5 (a-f): A dielectric with 0% TiO$_2$, a dielectric with 15% TiO$_2$, and an SEC with 15% TiO$_2$ before (a-c) and after (d-f) the QUV test, respectively. Subfigure (f) shows the deposition of the dielectric material on top of the conductive layer.

A.4, appear to be more resilient to the accelerated aging tests. Although they were exposed to the same weathering cycles as the dielectrics, they all retained a level of mechanical stability that allowed spectrophotometer testing. In this case, despite the lower relative difference between the reference and the other samples, i.e. below $\pm$ 10% vs values higher than 12% for the dielectric samples, it is interesting to note that the addition of titanium dioxide to the original mixture seems to produce a higher spectral variation in the samples, particularly in the near infrared region (NIR) of the spectrum. However, the highest variations are generally associated to the samples exposed to a 1 and 15 days-long weathering cycle, while after 30 days all of the samples show a reduced relative difference with respect to the neat sample. Lastly, the introduction of carbon black seems to produce a highly scattered behavior in the range 1700-2500 nm.

Pictures of samples after fabrication and after 30 days of accelerated weathering tests are shown in Figure A.5. These photographs show the degradation for the dielectric layer with 0% TiO$_2$ before (A.5(a)) and after (A.5(d)) aging.
Figure A.6  Colorimetry analysis of SECs and dielectrics with different levels of TiO$_2$ in the dielectric layer, after accelerated aging.

In the case of the dielectric layer after aging, the material was too fragile to be remove from the aluminum back-plate, which explains the view of the back-plate in the picture. The oxidation in Figure (A.5(d)) came from other materials not part of this current study that were tested in close proximity to the sample in the QUV chamber. In comparison, the dielectric layer doped with 15% TiO$_2$ exhibits only a limited difference from before (Figure A.5(b)) and after (Figure A.5(e)) aging. Figures A.5(c) and A.5(f) present the effects of 30 days of accelerated aging on an SEC sensor with a dielectric that is doped with 15% TiO$_2$. The unprotected portions of the dielectric layer around the outside of the SEC sensor did degrade, and once fully separated some pieces of the dielectric layer fell onto the carbon-black-based conductor as denoted by the arrow in Figure A.5(f). No holes were found in the conductor layer of the SEC sensors. The conductive layer was found to provide an excellent protective layer for the dielectric.

Results of the colorimetry analysis are shown in Figure A.6. Quantitatively, these results confirm that the color of the dielectric with 15% TiO$_2$ is the most stable, at least until the 15 days in the QUV chamber. Additionally, the color of the SECs undergoes limited variations with aging owing to the protection provided by the conductive plates. This data helps to further validate the stability provided by the carbon-black-based conductive plates to the accelerated weathering tests performed in this work.
Table A.1  Initial capacitance of control specimens and its variation after 12 months.

<table>
<thead>
<tr>
<th>sensor no.</th>
<th>TiO₂ (%)</th>
<th>initial C (pF)</th>
<th>final C (pF)</th>
<th>change (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>497</td>
<td>499</td>
<td>0.40</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>535</td>
<td>540</td>
<td>0.93</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>516</td>
<td>523</td>
<td>1.36</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>549</td>
<td>554</td>
<td>0.91</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>576</td>
<td>574</td>
<td>-0.35</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>537</td>
<td>545</td>
<td>1.49</td>
</tr>
<tr>
<td>7</td>
<td>15</td>
<td>528</td>
<td>527</td>
<td>-0.19</td>
</tr>
<tr>
<td>8</td>
<td>15</td>
<td>574</td>
<td>566</td>
<td>-1.39</td>
</tr>
</tbody>
</table>

A.4.3 Capacitance Stability Investigation

The capacitance values for the SEC sensors over the one year investigation period are listed in Tables A.1 and A.2. The aged control sensors (Table A.1) do not exhibit any clear reduction in capacitance. Each sensor exhibits changes in capacitance after one year of less than 1.5% of its initial value. Due to the sensor being allowed to sit freely on the bench during testing, this value is well within the accuracy of the measurement system. As presented in Table A.2, the aged samples exhibit higher variations in their capacitance change over the 1 year period. These variations are not correlated to the number of days the samples spend in the QUV test chamber. For example, the highest variations in capacitance are found in the samples that spent only 1 day in the QUV test chamber and these samples exhibit both positive and negative changes in capacitance. These higher variations in capacitance can be attributed to the extrapolating of the capacitance values from the cut sensor samples rather than the aging of the sensors. This hypothesis is further validated by the fact that when considering the sensors in the aged sample set, the total change for the average capacitance for all 15 sensors is a decrease of just 0.72% from their initial average capacitance.
Table A.2 Capacitance of SECs after QUV testing.

<table>
<thead>
<tr>
<th>sensor no.</th>
<th>TiO$_2$ (%)</th>
<th>initial C (pF)</th>
<th>final C (pF)</th>
<th>change (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No QUV</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>520</td>
<td>513</td>
<td>-1.44</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>583</td>
<td>563</td>
<td>-3.52</td>
</tr>
<tr>
<td>3</td>
<td>15</td>
<td>540</td>
<td>525</td>
<td>-2.78</td>
</tr>
<tr>
<td>QUV 1 day</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>534</td>
<td>624</td>
<td>16.85</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>581</td>
<td>510</td>
<td>-12.22</td>
</tr>
<tr>
<td>6</td>
<td>15</td>
<td>545</td>
<td>534</td>
<td>-2.02</td>
</tr>
<tr>
<td>QUV 7 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>505</td>
<td>540</td>
<td>6.93</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>586</td>
<td>558</td>
<td>-4.78</td>
</tr>
<tr>
<td>9</td>
<td>15</td>
<td>558</td>
<td>550</td>
<td>-1.43</td>
</tr>
<tr>
<td>QUV 15 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>503</td>
<td>486</td>
<td>0.91</td>
</tr>
<tr>
<td>11</td>
<td>10</td>
<td>546</td>
<td>568</td>
<td>4.03</td>
</tr>
<tr>
<td>12</td>
<td>15</td>
<td>507</td>
<td>496</td>
<td>-2.17</td>
</tr>
<tr>
<td>QUV 50 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>5</td>
<td>481</td>
<td>482</td>
<td>0.21</td>
</tr>
<tr>
<td>14</td>
<td>10</td>
<td>524</td>
<td>504</td>
<td>-3.82</td>
</tr>
<tr>
<td>15</td>
<td>15</td>
<td>487</td>
<td>460</td>
<td>-5.54</td>
</tr>
</tbody>
</table>

A.5 Conclusion

The paper has investigated long-term durability of the soft elastomeric capacitor, a skin-type strain sensor developed for measuring strain over large structural surfaces. This sensor is designed as a parallel plate capacitor with the dielectric made of a styrene-co-ethylene-co-butylene-co-styrene (SEBS) block co-polymer matrix doped with TiO$_2$ and two conductive plates consisting of the same SEBS matrix, but filled with carbon black to increase its conductivity. The results have shown that the introduction of TiO$_2$ can strongly improve the durability of the inner dielectric layer of the sensor. Furthermore, the conductive plates doped with carbon black are observed to effectively act as protective layers for the inner dielectric. The increase in durability of both the SEC sensor and its dielectric layer was quantified through a series of mechanical, thermal, and optical tests. Additionally, within the constraints of this study, it was demonstrated that the capacitance of the sensor does not significantly vary through aging. Future work will include an investigation of the strain-sensitivity of the sensors under various static and dynamic loading cases. From the results presented in this research, it can be concluded that the mechanical and electrical robustness of the SEC sensor, when the dielectric is doped with at least 5% TiO$_2$, is resilient to the effects of accelerated weathering.
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Abstract

A capacitive-based soft elastomeric strain sensor was recently developed by the authors for structural health monitoring applications. Arranged in a network configuration, the sensor becomes a sensing skin, where local deformations can be monitored over a global area. The sensor transduces a change in geometry into a measurable change in capacitance, which can be converted into strain using a previously developed electromechanical model. Prior studies have demonstrated limitations of this electromechanical models for dynamic excitations beyond 15 Hz, due to a loss in linearity in the sensor’s response. In this paper, the dynamic behavior beyond 15 Hz is further studied, and a new version of the electromechanical model is proposed in order to accommodate dynamic strain measurements up to 40 Hz. This behavior is characterized by subjecting the sensor to a frequency sweep, and identifying possible sources of nonlinearities beyond 15 Hz. Results show possible frequency dependence of the materials’ Poisson’s ratio, which is successfully modeled and integrated into the electromechanical model. This demonstrates that the proposed sensor can be used for monitoring and evaluation of structural responses up to 40 Hz, a range covering the vast majority of
the dominating frequency responses of civil infrastructures.

Keywords: nondestructive evaluation, structural health monitoring, soft elastomeric capacitor, capacitive sensor, vibration monitoring, sensing skin.

B.1 Introduction

Structural health monitoring (SHM) is defined as the automation of nondestructive evaluation (NDE), aimed at diagnosing, localizing, and prognosing structural damages in order to ensure public safety and structural integrity (Harms et al., 2010). A particular challenge in SHM is associated with the magnitude of the geometries under assessment (Laflamme et al., 2015). Existing sensing solutions are typically difficult to scale up to this mesoscale, because of technical and/or economic constraints. These include limitations in data interpretation, cost of installation, and scalability of the transducers (Farrar and Lieven, 2007; Laflamme et al., 2013).

Recent advances in conductive polymers have enabled the development of scalable sensors. Their measurement principles are typically based on monitoring local states over global areas by deploying large arrays of flexible sensing substrates, analogous to sensing skins. For instance, Refs. (Kang et al., 2006; Loh et al., 2009; Srivastava et al., 2011) investigated carbon nanotube-based flexible strain sensors, and Refs. (Tung et al., 2014; Hu et al., 2014) proposed to utilize flexible sensing sheets of strain gauges.

The authors have recently proposed a highly scalable sensing skin for measurement of strain onto mesosurfaces (Laflamme et al., 2013). The skin is composed of a dense network of soft elastomeric capacitors (SEC). The dielectric of an SEC is fabricated from a styrene-co-ethylene-co-butylene-co-styrene (SEBS) polymer matrix doped with titanium dioxide (TiO$_2$) nanoparticles, and the electrodes are constituted also from SEBS, but doped with carbon black (CB) particles. The SEC transduces a change in its geometry into a measurable change in its capacitance. Other capacitive-based sensors have been proposed in literature for applications to humidity (Hong et al., 2012), pressure (Lipomi et al., 2011), strain (Arshak et al., 2000; Suster et al., 2006), and tri-axial measurements (Dobrzynska and Gijs, 2012). The proposed SEC differs from other sensors by being inexpensive and easy to fabricate, thus being highly scalable.

The utilization of the SEC technology for nondestructive evaluation has been demonstrated, including applications to fatigue crack detection (Kharroub et al., 2015), surface strain measurements (Wu et al., 2015), and extraction of deflection shapes (Laflamme et al., 2013b). These applications were focused on static and quasi-static behaviors. Recent investigations have been conducted on the characterization of the dynamic behavior of the SEC (Laflamme
et al., 2015), with applications to monitoring of vibration signatures (Ubertini et al., 2014). Both studies concluded
that while the sensor can detect a change in dynamic properties, it only provides a linear response for mechanical
excitations up to 15 Hz.

This paper investigates the dynamic response of the SEC for a wider range of excitation, considering mechanical
frequencies up to 40 Hz, which covers a wide range of structural dynamics found in mesosystems. Note that unless
noted otherwise, the term “frequency” in this paper refers to a mechanical frequency, not electrical. The electrical
frequency-dependence of SEBS filled with titania has been thoroughly discussed in literature (Stoyanov et al., 2010;
Kollosche et al., 2011). The objective of this paper is to develop an augmented electromechanical model that accom-
modates for possible sources of nonlinearity beyond 15 Hz, to enable SHM applications up to 40 Hz, a range covering
the vast majority of the dominating frequency responses of civil infrastructures.

It is hypothesized that a possible source of nonlinearity arises from a non-negligible frequency-dependence of
the SEBS’s Poisson’s ratio due to its viscoelasticity (Tschoegl et al., 2002; Pritz, 2007; Kugler et al., 1990; Wada
et al., 1962). A laboratory-based study is conducted to test the hypothesis by investigating the change in the sensor’s
sensitivity as a function of frequency. Its dynamic behavior is characterized up to 40 Hz based on the assumption that
this sensitivity is purely explained by the frequency-dependence of the Poisson’s ratio. This model is used to develop
an augmented electromechanical model for the SEC.

The rest of the paper is organized as follows. Section 2 presents the background on the technology, which includes
the fabrication method and the original electromechanical model. Section 3 investigates the sensor’s dynamic behavior,
and develops an augmented electromechanical model that covers excitations up to 40 Hz. Section 4 concludes the
paper.

\section*{B.2 Background}

This section provides a background on the SEC technology. It includes a description of the fabrication process
and a derivation of the original electromechanical model.

\subsection*{B.2.1 Fabrication Method}

The fabrication process of an SEC is described in details in Ref. (Kharroub et al., 2015). Briefly, SEBS is
dissolved in toluene, and the solution is mixed with 15 vol\% TiO\textsubscript{2} to increase permittivity and durability of the
polymer. Uniform dispersion of the nanoparticles is obtained via sonication using a sonic dismembrator for 10 min.
The sonicated solution is then casted on a 80 mm \times 80 mm non-stick glass plate and left overnight for the solvent to
evaporate, which creates the dielectric. In the meanwhile, 10 vol% CB is added to another SEBS-toluene solution and dispersed in a sonic bath for 6 hours. The resulting conductive paint is applied onto the top and bottom surfaces of the dielectric to create electrodes. Copper tape is embedded in the wet conductive paint, on each sides of the dielectric, to enable mechanical connections to the data acquisition system (DAQ). Figure B.1(a) is a picture of the resulting SEC.

B.2.2 Electromechanical Model

The SEC is designed to measure in-plane strain along the $x−y$ plane shown in Fig. B.1(b). Assuming low electrical frequency measurements ($< 1$ kHz), the SEC can be simplified as a non-lossy parallel plate capacitor with capacitance $C$

$$C = \varepsilon_0 \varepsilon_r \frac{A}{h} \quad \text{(B.1)}$$

where $\varepsilon_0 = 8.854$ pF/m is the vacuum permittivity, $\varepsilon_r$ is the polymer relative permittivity, $A = w \cdot l$ is the area of the sensor electrodes of width $w$ and length $l$, and $h$ is the thickness of the dielectric. Assuming small strain, one can take the differential of Eq. (B.1) to obtain an expression for the change in capacitance $\Delta C$:

$$\frac{\Delta C}{C} = \left( \frac{\Delta l}{l} + \frac{\Delta w}{w} - \frac{\Delta h}{h} \right) = \varepsilon_x + \varepsilon_y - \varepsilon_z \quad \text{(B.2)}$$
where $\varepsilon_x$, $\varepsilon_y$ and $\varepsilon_z$ are strains in the $x$, $y$ and $z$ directions as shown in Fig. B.1(b). An expression relating $\varepsilon_z$ to $\varepsilon_x$ and $\varepsilon_y$ can be obtained using Hooke’s law for plane stress conditions:

$$\varepsilon_z = -\frac{\nu}{1-\nu}(\varepsilon_x + \varepsilon_y) \quad (B.3)$$

The final form of the electromechanical model is obtained by integrating Eq. B.3 in Eq. B.2

$$\frac{\Delta C}{C} = \lambda(\varepsilon_x + \varepsilon_y) \quad (B.4)$$

where

$$\lambda = \frac{1}{1-\nu} \quad (B.5)$$

is the gauge factor. For SEBS, $\nu \approx 0.49$ (Wilkinson et al., 2004), which yields a gauge factor $\lambda \approx 2$.

![Figure B.2](image)
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Figure B.2 (a) test setup and (b) RSG strain data

### B.3 Investigation of Dynamic Behavior

In this section, the behavior of the SEC is investigated in the frequency range 1-40 Hz. Response linearity and sensitivity as a function of a frequency-dependent Poisson’s ratio are studied. Finally, an augmented electromechanical model where $\nu$ is allowed to be frequency-dependent in Eq. (B.5) is presented.
B.3.1 Methodology

The test setup is shown in Fig. B.2(a). It consists of an aluminum plate of dimensions 432 x 102 x 0.68 mm$^3$ excited axially, onto which an SEC is adhered. Two resistive strain gauges (RSGs) are installed onto the back of the plate opposite to the SEC, measuring strain in both the $x$ and $y$ directions independently, where $x$ denotes the direction of the applied load and $y$ is transverse to the load and in-plane with the SEC. Data from the SEC are recorded using an off-the-shelf DAQ (ACAM PCAP-02) at a sampling rate of 250 Hz.

The axial excitation is provided by a servo-hydraulic testing machine, and consists of a time-varying harmonic tensile force sweeping from 1 to 40 Hz in 1 Hz increments. The strain time history is shown in Figure B.2(b). Due to equipment limitations, the displacement decreased with increasing frequency as it is observed in Figure B.2(b).

Parameters of interest in the study of the dynamic behavior of the SEC are the linearity of the response and the gauge factor as a function of the excitation frequency. For each frequency of interest, the time histories of both the load input and the sensor’s capacitance output were extracted using a window function. A band-pass filter designed around this frequency was applied to both time series (input and output) to reduce noise. The linearity was assessed by plotting the filtered output versus the filtered input, and the experimental gauge factor was back-calculated from Eq. B.4 using the measured $\varepsilon_x$ and $\varepsilon_y$ from the resistive strain gauges and $\Delta C$.

Figure B.3 Time histories and Fourier transforms of signals provided by RSGs and SEC in the harmonic tensile load test
Figure B.4 sensitivity and linearity of the sensor signal at: (a) 1 Hz; (b) 20 Hz; and (c) 40 Hz

Figure B.3 shows the filtered time series following this methodology at three particular frequencies: 1, 20 and 40 Hz, which represent the lowest, middle and highest frequencies in the sweep. A salient feature in the plots is the increase in the level of noise with the increase in frequency. This can be attributed to electromagnetic interference (EMI), despite careful attention to minimize such noise in the experimental setup (e.g., by utilizing shielded cables and grounding of components).

Figure B.5 shows the wavelet transform of the raw signal (Figure B.5(a)) compared against the processed signal (Figure B.5(b)), using morlet wavelets. The wavelet transform is normalized at each discrete time interval to the highest wavelet amplitude. The black line is the input frequency content. Results validate the signal processing methodology, and show good agreement between the dynamic input and sensor output across the entire frequency range from 1 to 40 Hz.

B.3.2 Results

The sensor linearity and sensitivity are studied through the investigation of the sensor’s response as a function of frequencies. Figure B.4 are plots of the response of the SEC against the measured additive strain $\varepsilon_x + \varepsilon_y$. The red line is the linear fit obtained via linear regression. The quality of the linear fit represents the linearity of the sensor, while the slope of the regression represents its sensitivity $S = \Delta C/ (\varepsilon_x + \varepsilon_y)$. The root means square error (RMSE) is used as a performance measure for linearity, plotted in Fig. B.6. The figure shows higher error at lower frequency excitations.
This could be attributed to the higher magnitude of the strain input at lower frequencies. Yet, the overall RMSE shows a good linearity of the sensor.

Results from Fig. B.4 show a decrease in sensitivity with increasing frequency. This can also be observed in the plotted gauge factor, calculated from the experimental results, shown in Figure B.7. A two-term power series provided the best fit of the experimental gauge factor data. This fit illustrates the apparent reduction in the gauge factor as the frequency increases. The sensitivity $S$ is reduced by 2.9% at 20 Hz and 11.5% at 40 Hz with respect to the reference $S$ at 1 Hz as shown in Figures B.4(a), (b), and (c) respectively.

As explained in the introduction, we model the change in the sensor’s sensitivity assuming that it can be explained by the complex Poisson’s ratio of the material. Consider the strain modeled as a complex component (Pritz, 2007):

$$
\varepsilon_x(t) = \hat{\varepsilon}_x e^{j\omega t} \\
\varepsilon_y(t) = \hat{\varepsilon}_y e^{j\omega t - \delta_\nu} = \hat{\varepsilon}_y e^{j(\omega t - \delta_\nu)}
$$  \hspace{1cm} (B.6)

where $t$ is the time, $\hat{\varepsilon}_x$ is the amplitude of the axial strain, $\hat{\varepsilon}_y$ is the amplitude of the lateral strain modeled with the same frequency response as $\hat{\varepsilon}_x$, but with a phase lag $\delta_\nu = \omega \Delta t$. The complex Poisson’s ratio is the ratio of the lateral to the axial strains:

$$
\nu(j\omega) = \frac{\varepsilon_y(t)}{\varepsilon_x(t)} = \frac{\hat{\varepsilon}_y e^{-j\delta_\nu}}{\hat{\varepsilon}_x} (\cos \delta_\nu - j \sin \delta_\nu) = \frac{\hat{\varepsilon}_y}{\hat{\varepsilon}_x} [1 - j \eta_\nu(\omega)]
$$  \hspace{1cm} (B.7)
where \( \nu_d \) is the dynamic Poisson’s ratio, \( \nu_l \) is the loss component, and \( \eta_\nu \) is the Poisson’s loss factor:

\[
\eta_\nu(\omega) = \frac{\nu_l(\omega)}{\nu_d(\omega)} \tag{B.8}
\]

The absolute value of \( \tilde{\nu}(j\omega) \) (Eqn. B.7) provides an expression that relates \( \nu_d \) and \( \eta_\nu \) to the magnitude of the Poisson’s ratio \( |\tilde{\nu}(j\omega)| \):

\[
|\tilde{\nu}(j\omega)| = \frac{\tilde{e}_y}{\tilde{e}_x} = (\nu_d^2 + \nu_l^2)^{1/2} = \nu_d(1 + \eta_\nu^2)^{1/2} \tag{B.9}
\]

Further, it is shown in Ref. (Pritz, 2007) that, assuming an incompressible material \( \nu_d \approx 0.5 \), the Poisson’s loss factor relates to the materials’ shear loss modulus \( \eta_G \) through the following expression:

\[
\frac{\eta_\nu(\omega)}{\eta_G(\omega)} \approx 1 - 2\nu_d(\omega) \tag{B.10}
\]

We obtained a set of experimental values for \( \eta_G \) by conducting a dynamic mechanical analysis (DMA) of the studied material. Fig. B.8 presents the results. Measurements indicate an increase in the real part of the shear modulus \( G' \) and the shear loss modulus \( \eta_G = G''/G \) with increasing frequency. This phenomenon can be attributed to the polymer-particles and particle-particle interactions (Fröhlich et al., 2005).

Values for \( \eta_G \) obtained from the DMA, combined with the experimental Poisson’s ratio coefficients derived from \( S \) and Eqn. B.5, can be used with Eqns. B.9 and B.10 to find \( \nu_d \) and \( \eta_\nu \). Figures. B.9(a) and (b) show the results obtained over the frequency range 1-40 Hz. Results show a decreasing dynamic Poisson’s ratio \( \nu_d \) and an increasing Poisson’s loss factor \( \eta_\nu \) with increasing frequency. The red solid line is the data fit using a two-term power series fit.
This fit can be used to characterize the changes in $\nu_d$ and $\eta_v$ as a function of $\omega$, and yield mathematical expressions to generate the adjusted electromechanical model.

<table>
<thead>
<tr>
<th>Table B.1</th>
<th>Average RMSE$_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>range</td>
<td>1-40 Hz</td>
</tr>
<tr>
<td>original model</td>
<td>0.266</td>
</tr>
<tr>
<td>adjusted model</td>
<td>0.228</td>
</tr>
<tr>
<td>improvement</td>
<td>14.3%</td>
</tr>
</tbody>
</table>

### B.3.3 Adjusted Electromechanical Model

Using results from the previous section, we can generate an adjusted electromechanical model that accounts for the change in the material’s behavior as the frequency increases. The proposed model is a variation of Eqn. B.4:

$$\frac{\Delta C}{C} = \lambda_{adj}(\varepsilon_x + \varepsilon_y)$$ (B.11)

where

$$\lambda_{adj} = \frac{1}{1 - \nu_{adj}}$$ (B.12)
Figure B.8 Storage moduli \( (G') \) and loss factor \( (\eta_G) \) as functions of frequency for the SEC composite (SEBS+TiO₂).

\[
\nu_{\text{adj}}(\omega) = \nu_d(\omega)(\nu_G + \eta_G(\omega))^{1/2}
\]

(B.13)

where the expressions for \( \nu_d \) and \( \eta_G \) are directly obtained from the investigation in the previous section:

\[
\nu_d(\omega) = -4.65 \times 10^{-5} \omega^{1.35} + 0.49
\]

\[
\eta_G(\omega) = 1.27 \times 10^{-5} \omega^{1.36} + 0.0016
\]

(B.14)

where the adjusted electromechanical model is valid up to 40 Hz.

Figure B.10 shows the RMSE on the estimation of \( \lambda \) as a function of frequency, for both the original and adjusted models. Table B.1 summarizes the results for frequency ranges of interest. Results show that the adjusted model provides an overall improvement on the estimation of RMSE\(_\lambda\) by 14.3% over the range 1-40 Hz. The vast majority of this improvement is from the estimation in the 16-40 Hz range, where the adjusted model improves the estimation on RMSE\(_\lambda\) by 15.8%. This demonstrates the superiority of the new model over the original model. Note that the RMSE\(_\lambda\) over the range 1-15 Hz is only marginally improved, which demonstrates the validity of the original model over the 1-15 Hz range.
Figure B.9  a) Dynamic Poisson's ratio and b) Poisson's ratio loss factor plotted against frequency

Figure B.10  Root mean square error (RMSE) on the estimation of $\lambda$ as a function of frequency
B.4 Conclusion

In this paper, we have presented a novel sensor for nondestructive evaluation. The sensor is a soft elastomeric capacitor (SEC). Arranged in a network configuration, it is analogous to sensing skin, in the sense that it can measure discrete changes over a global area. Previous work on the SEC developed an electromechanical model, which showed to be valid for excitations up to 15 Hz. Here, we proposed to adjust the electromechanical model to cover a broader range of excitations, up to 40 Hz.

We hypothesized that a possible source of nonlinearities arose from a non-negligible frequency-dependence of the SEBS’s Poisson’s ratio due to its viscoelasticity. An empirical study on the SEC’s material response as a function of frequency was conducted. Results show that the experimental Poisson’s ratio decreased with increasing mechanical frequency. This relationship was successfully modeled as a complex Poisson’s ratio, and led to an adjusted electromechanical model that could account for the sensor’s nonlinearities up to 40 Hz. Note that while it is possible that the nonlinearities come from other sources, this model can still be used to transduce changes in capacitance into strain.

By covering an excitation range up to 40 Hz, the adjusted electromechanical model enables measurements over a frequency range that covers the vast majority of dynamic responses in civil structures. It empowers the SEC technologies with dynamic measurement capabilities, useful for vibration-based structural health monitoring and nondestructive evaluation.
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Abstract

Damage detection and localization in large-scale systems requires the detection of local faults over a typically very large geometry. This can be done through the deployment of two-dimensional sensor arrays capable of discreetly monitoring local changes over a structures global area. The authors have previously developed a soft-elastomeric capacitor (SEC) thin film sensor capable of measuring the additive strain components over a surface along its two principal directions. For applications to structural health monitoring, it is useful to decompose the signal into strain components along these principal directions. When deployed in a dense sensor network configuration, the principal strain components can be extracted from the measured additive strain using a previously developed algorithm that used assumptions on the boundary conditions. The introduction of mature off-the-shelf solutions, for the purpose of boundary condition updating, has been shown to significantly improve the algorithms accuracy. The newly created hybrid dense sensor network (HDSN), consisting of SECs and resistive strain gauges, is capable of producing orthogonal strain maps over the structure’s surface. Previous studies were conducted using static loads. Here, the authors report on the capability of the HDSN-based technique to reconstruct dynamic strain maps for a component exposed to dynamic loads. Results demonstrate that the hybrid dense sensor network can efficiently reconstruct dynamic in-plane strain maps. These dynamic strain maps can then be used for the reconstruction of dynamic deflection shapes or, in
Cost effective monitoring solutions for mesoscale structures, such as transportation infrastructures and energy systems, need to be capable of monitoring the structures global (e.g., loss in stiffness) and local (e.g., crack propagation) conditions. However, distinguishing between localized and global faults on a mesoscale system using state-of-the-art sensing technologies is difficult (Fassois and Sakellariou, 2007). A solution to this global/local condition monitoring problem is the deployment of dense sensor networks (DSNs) that are capable of economically covering the structures global surface. For example, a DSN of strain gauges can provide valuable information regarding deformation and stress distribution and can be used for the structural health monitoring of civil structures where damage is a localized phenomenon (Doebling et al., 1998).

Various strain transducers have been adopted for monitoring of civil infrastructures, including resistive strain gauges (RSG), vibrating wire gauges, and fiber Bragg grating sensors. A limiting factor of these off-the-shelf sensors is their lack of scalability for measuring strain of a large surface. An advancement in strain sensing technologies has been proposed in the form of sensing skins (Loh and Azhari, 2012; Laflamme et al., 2013). Deployed in an array over large areas, sensing skins offer many potential advantages over conventional point-based strain sensors. Examples of experimentally validated sensing skins include: a carbon nanotube (CNT) based strain sensors in the form of bucky paper (Dharap et al., 2004); a carbon nanotube-polymer composite patterned onto a flexible polyimide substrate with fully integrated data acquisition (Burton et al., 2016) and a strain sensing sheet constructed as a large area electronic from resistive strain gauges for crack detection and localization (Yao and Glisic, 2015).

Within the scope of sensing skins, the authors have previously developed a capacitance-based sensor, termed soft elastomeric capacitor (SEC) (Laflamme et al., 2013) suitable for use in the monitoring of mesoscale systems. The SEC is a large area electronic that measures the additive in-plane strain of a substrate to which it is attached. Prior results have demonstrated the effectiveness of SECs for detecting fatigue cracks (Kong et al., 2016) and when deployed in a network for monitoring a structure’s global condition (Laflamme et al., 2016). To fully enable the applications of SECs for condition assessment of mesoscale structures, an algorithm to decompose the SEC’s additive strain into uni-directional strain components, through leveraging a network of SECs, has been developed. Termed the extended least squares estimator (LSE) algorithm, it functions based on the introduction of resistive strain gauges (RSGs) into a network of SECs to enforce the boundary conditions within the DSN. The new sensor network consisting of SECs and
RSGs is termed hybrid dense network (HDSN) (Downey et al., 2016). This work seeks to expand on previous work by demonstrating that an HDSN consisting of SECs and RSGs is capable of efficiently reconstructing dynamic in-plane strain maps. This work expands the use of the previously proposed HDSN into dynamic excitations and demonstrates that the decomposed uni-directional in-plane strain maps can be used for reconstructing the deflection shapes.

### C.2 Background

#### C.2.1 Soft Elastomeric Capacitor

The SEC is a large area capacitor that transduces a change in geometry (i.e., strain) into a measurable change in capacitance. The sensor’s capability to function as a large area electronic for structural health monitoring has been well documented and is reviewed here for brevity. Its fabrication processes (Laflamme et al., 2013) and sensor characterization for static and dynamic (Laflamme et al., 2015) characterization have been previously reported.

The SEC measures the additive in-plane strain ($x-y$ plane in Figure C.1(a)) of a monitored substrate. The sensor is pre-stretched during its installation to enable the measurement of tension and compression. Assuming a low sampling rate ($< 1$ kHz), the SEC is modeled as a non-lossy capacitor where capacitance ($C$) is given by the equation for a parallel plate capacitor $C = \varepsilon_0 \varepsilon_r \frac{A}{h}$ where $\varepsilon_0 = 8.854 \text{ pF/m}$ is the vacuum permittivity, $\varepsilon_r$ is the polymer relative permittivity. The area of the plate, is given by $A = d \cdot l$, is the sensor area of width $d$ and length $l$, and $h$ is the thickness
of the dielectric, as annotated in Figure C.1(a). Assuming that the monitored substrate experiences only small, in-plane strains, an expression relating the sensor’s change to is capacitance is expressed as

$$\frac{\Delta C}{C} = \lambda (\varepsilon_x + \varepsilon_y)$$ (C.1)

where $\lambda$ represents the gauge factor with $\lambda \approx 2$ (Laflamme et al., 2015). Equation (C.1) shows that the signal of the SEC varies as a function of the additive strain $\varepsilon_x + \varepsilon_y$.

### C.2.2 Strain Decomposition Algorithm

An algorithm was designed to decompose the SEC signal (Equation (C.1)) into uni-directional strain components by leveraging an HDSN configuration of SECS and resistive strain gauges (RSG). The algorithm requires the knowledge of boundary conditions that can be either assumed, enforced through the measurement of strain at key locations, or a combination of both (Downey et al., 2016). The algorithm uses measured point strain at key locations using off-the-shelf strain sensors, and is termed extended LSE algorithm. It is diagrammed in Figure C.1(b) and briefly summarized in what follows.

The extended LSE algorithm works through assuming a polynomial displacement shape function $w$ along the $x$-$y$ plane such that $w(x, y) = \sum_{i=1,j=1}^{p} b_{ij}x^i y^j$, for a $p$th order polynomial. Here $b_{ij}$ are regression coefficients that will be solved using an LSE estimator. Considering an HDSN that includes both SECS and RSGs, the uni-directional strain at the location of each sensor node can be calculated through the enforcement of Kirchhoff’s plate theory

$$\varepsilon_x(x, y) = -\frac{c}{2} \frac{\partial^2 w(x, y)}{\partial x^2} = \Gamma_x H_x B_x$$ (C.2)

$$\varepsilon_y(x, y) = -\frac{c}{2} \frac{\partial^2 w(x, y)}{\partial y^2} = \Gamma_y H_y B_y$$ (C.3)

where $c$ is the thickness of the plate, $H$ is the sensor placement matrix with $H = [\Gamma_x H_x | \Gamma_y H_y]$ where $H_x$ and $H_y$ account for the SEC’s additive strain measurements, $\Gamma_x$ and $\Gamma_y$ are diagonal weight matrices holding the scalar sensor weight values $\gamma_{x,k}$ and $\gamma_{y,k}$. For instance, corresponding rows in $\gamma_{x,k}$ and $\gamma_{y,k}$ would contain 1 and 1 for a bidirectional SEC, 1 and 0 for an RSG measuring $\varepsilon_x$, and 0 and 1 for an RSG measuring $\varepsilon_y$. An estimate for matrix $B$, where $B = [B_x \, B_y]$, containing the regression coefficients $b_{ij}$ can be estimated using an LSE:

$$\hat{B} = (H^T H)^{-1} H^T S$$ (C.4)
where the hat denotes an estimation. Thereafter, the estimated strain maps can be reconstructed with \( \hat{\mathbf{E}}_x = \mathbf{\Gamma}_x \mathbf{H}_x \hat{\mathbf{B}}_x \) and \( \hat{\mathbf{E}}_y = \mathbf{\Gamma}_y \mathbf{H}_y \hat{\mathbf{B}}_y \) where \( \hat{\mathbf{E}}_x \) and \( \hat{\mathbf{E}}_y \) are vectors containing the estimated strain at each sensor node in the \( x \) and \( y \) directions.

### C.3 Methodology

An HDSN consisting of 40 SECs and 8 RSGs was deployed onto the surface of an aluminum plate of geometry 500 \( \times \) 900 \( \times \) 1.3 mm\(^3\), as shown in Figure C.2(a). In total, 40 RSGs were deployed onto the plate used for validation, with 8 of these used in the HDSN as shown in Figure C.2(b). The left-hand side of the plate is attached to a rigid support (12.7 \( \times \) 76.2 \( \times \) 500 mm\(^3\)) with bolts that form a pinned connection. The right-hand side of the plate is restrained in the vertical direction through the use of two greased rods (12.7 mm) mounted between aluminum frames to form a roller connection. Each SEC covers 38 \( \times \) 38 mm\(^2\) and they are deployed in a 5 \( \times \) 8 grid array. The point node used in constructing the \( \mathbf{H} \) matrix is taken at the center of each SEC. RSGs used in the experimental setup are foil-type strain gauges with a gauge length of 6 mm and are manufactured by Tokyo Sokki Kenkyujo, model FLA-6-23-3LJBT. They are dual channel gauges, with each channel individually measuring \( \varepsilon_x \) and \( \varepsilon_y \). SEC and RSG data are sampled simultaneously at 22 Samples per second using a custom-built data acquisition system.

In this work, a single 20-second test was used for the analysis of the HDSN’s capability to reconstruct dynamic in-plane strain maps. A stepper motor, mounted under the HDSN test bench, was used to apply a 15 mm sinusoidal

---

**Figure C.2** Experimental setup used for dynamic strain map reconstruction with key components annotated: (a) picture of the test bench as tested with key components annotated; (b) schematic of the test bench showing the sensor locations with RSG sensors used in the HDSN denoted with the appropriately filled square.
displacement at a rate of 0.25 Hz. No filtering or post processing was applied to the SEC or RSG data. A 6th order polynomial displacement function \( w \) was used in decomposing the uni-directional strain maps.

The placement of RSGs within the HDSN for the purpose of enforcing boundary conditions has been shown to greatly affect the capability of the extended LSE algorithm to accurately reproduce a structure’s strain fields (Downey et al., 2016). To reduce the error present in the reconstructed strain shape, a genetic algorithm with a learning gene pool was developed for selecting RSGs within a grid of SECs. This algorithm was previously developed by the authors and is implemented here (Downey et al., 2017). Figure C.2(b) denotes the 8 RSGs used in the HDSN, as selected by the genetic algorithm after a 250 generation investigation, using the data from the 20-second test. In all, 1 RSG measuring \( \varepsilon_x \) and 7 RSG \( \varepsilon_y \) measuring were selected. Additionally, 5 pre-selected virtual RSGs were placed along the edge of the plate next to the reinforcement bar where boundary conditions can be assumed with a high level of certainty.

**C.4 Results and Discussions**

![Image of uni-directional in-plane strain maps reconstructed from the HDSN using the extended LSE algorithm showing: (a) \( \varepsilon_x \); (b) \( \varepsilon_y \); and (c) error for \( \varepsilon_x \) and \( \varepsilon_y \) along with the input displacement.](image)

Figure C.3 uni-directional in-plane strain maps reconstructed from the HDSN using the extended LSE algorithm showing: (a) \( \varepsilon_x \); (b) \( \varepsilon_y \); and (c) error for \( \varepsilon_x \) and \( \varepsilon_y \) along with the input displacement.
The capability of the HDSN and extended LSE-based algorithm to reproduce the dynamic in-plane strain maps of the test bench is investigated with results shown in Figure C.3. Figure C.3(a)-(b) show the uni-directional strain field decomposed from the sensor data at the first positive peak of displacement, approximately 3 seconds into the test. These results show that the HDSN is capable of decomposing the SEC’s additive strain into uni-directional strain maps over the plate’s monitored area. The white area outside the HDSN was intentionally left blank as the interpolation of strain fields outside the HDSN was deemed inappropriate in this context. Figure C.3(c) reports the mean absolute strain, as obtained through comparing the RSG data to the reconstructed strain map. As expected, $\varepsilon_x$ experiences a greater absolute error than $\varepsilon_y$ due to the higher strain levels in the $x$ direction as denoted in Figure C.2(a). The mean error values for $\varepsilon_x$ and $\varepsilon_y$ over the entire test is represented as a horizontal dashed line in Figure C.3(c), the values are non-zero as error is taken as the absolute value. The error in the $x$ direction equates to 9.78 % error while the error in the $y$ direction is 41.0 % error. The higher percent error in the $y$ direction is a function of the overall lower strain values present in the decomposed $y$ strain map. The level of error present in the system could be reduced by increasing the number of RSGs in the system. However, this would add complexity to the system and increase the cost associated with an HDSN.

Lastly, the strain maps reconstructed from the HDSN are used to calculate the vertical displacement at the loading connection (denoted in Figure C.2(a)). The HDSN’s calculated displacement is shown in Figure C.4 in the form of a dashed blue line and is compared to the theoretical input displacement. The calculated displacement was achieved through applying two assumed boundary conditions and integrating the strain component of equation twice to obtain a displacement function. The assumed boundary conditions used for this validation were the slope of the plate at the
loading connection taken equal to zero and the displacement of the plate at the right-hand side fixity taken equal to zero. Additionally, the absolute error between the input and calculated error is presented as a short-dashed red line. These results demonstrate that the HDSN can accurately reproduce the displacement of the plate.

C.5 Conclusion

This paper presents the experimental validation of a novel hybrid dense sensor network (HDSN) for monitoring dynamic strain maps on a specially designed experimental test bench. The HDSN counted of 40 large area electronic sensors consisting of soft elastomeric capacitors (SECs), eight resistive strain gauges (RSGs), and assumed boundary condition along the rigid support. An algorithm based on a least squares estimator was used to fuse the SEC’s additive strain measurements, the RSG’s linear strain measurements, and the assumed boundary conditions into uni-directional strain maps for each time stamp of a 20-second test under a sinusoidal loading condition.

Experimental results demonstrated the capability of the HDSN to reconstruct the dynamic strain maps of the test plate with relatively low levels of error. Using the reconstructed strain maps and assumed boundary conditions, time-series deflection data was obtained and demonstrated that the HDSN can accuracy reproduce the plate’s displacement. The HDSN technology shows promise for the structural health monitoring of very large structural components.
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Abstract

Condition assessment of civil infrastructures is difficult due to technical and economic constraints associated with the scaling of sensing solutions. When scaled appropriately, a large sensor network will collect a vast amount of rich data that is difficult to directly link to the existing condition of the structure along with its remaining useful life. This paper presents a methodology to construct a surrogate model enabling diagnostic of structural components equipped with a dense sensor network collecting strain data. The surrogate model, developed as a matrix of discrete stiffness elements, is used to fuse spatial strain data into useful model parameters. Here, strain data is collected from a sensor network that consists of a novel sensing skin fabricated from large area electronics. The surrogate model is constructed by updating the stiffness matrix to minimize the difference between the model’s response and measured data, yielding a 2D map of stiffness reduction parameters. The proposed method is numerically validated on a plate equipped with 40 large area strain sensors. Results demonstrate the suitability of the proposed surrogate model for the condition assessment of structures using a dense sensor network.
Keywords: dense sensor network, strain, model updating, condition assessment, structural health monitoring, surrogate model

D.1 Introduction

The deteriorating condition of civil infrastructures is a source of significant concern for their owners and operators. The evaluation of structural condition is typically conducted via visual inspection Koch et al. (2015), and sometime non-destructive evaluation (NDE) techniques are leveraged to enhance the ability of inspectors to detect damage Kim et al. (2017). However, visual inspections are left to the inspector’s judgement, may pose safety hazards, and are expensive and labor-intensive Papaelias et al. (2016); Agdas et al. (2016). A solution is to automate the process of condition assessment, known as structural health monitoring (SHM).

A notable challenge in SHM is to link sensor data to structural conditions. Research counts several examples of vibration-based SHM using limited sensors for condition assessment Guo et al. (2012); Liu et al. (2016); Shafullah et al. (2010); Márquez et al. (2012). Vibration-based SHM is typically conducted by identifying a change in the structure’s global characteristics provoked by a local damage, which may be difficult to apply in the field due to the numerous frequency components present in a complex structure Farrar and Sohn (2000). Since strain is a direct indicator of, and sensitive to, damage, the monitoring of a structure’s strain fields using strain sensors has attracted considerable attention in recent years Gullapalli et al. (2010). In an effort to monitor the global area of a large-scale structure, distributed sensing technologies have been investigated for the distinction of local from global damage. One example of distributed sensing technologies that have gained broad acceptance is the use of fiber optic sensors due to their unique capability of monitoring one-dimensional strain fields at a large number of discrete points. However, fiber optic sensors are not highly deployed for monitoring infrastructure due to the fragility of the fibers and high deployment cost Glisic and Inaudi (2011); Arsenault et al. (2013).

In order to improve the spatial resolution of distributed sensing technologies, it is becoming feasible to deploy a two dimensional array of densely spaced sensors. Strain sensing sheets based on large area electronics were developed for fatigue crack detection and localization Glisic et al. (2016). Carbon nanotube sensors have been demonstrated for the detection of large strains and cracks Kang et al. (2006). Along with this effort, the authors have developed a scalable and cost-effective flexible skin-like membrane for the monitoring of structural components Laflamme et al. (2013); Downey et al. (2017). This technology is analogous to sensing skin because it mimics biological skin’s capability to detect local damage over a global area. It is based on a large area strain-sensitive sensor termed soft elastomeric capacitor (SEC) Laflamme et al. (2013). In contrast with fiber optic sensors, vibrating wire, or traditional resistive
strain gauges that measure strain at discrete points, the soft elastomeric capacitor (SEC) has the unique capability of measuring the additive in-plane strain over a large and customizable area. Previous research related to the SEC has decomposed the SEC’s additive strain into two uni-directional strain components and used these strain components to reconstruct uni-directional strain maps over the monitored surface Downey et al. (2016) for damage detection through a visual interpretation of changes in strain fields Downey et al. (2017).

The objective of this paper is to introduce an algorithm to link strain map data to structural conditions. At this preliminary stage, we develop a physics-driven approach to reconstruct the stiffness matrix of a component equipped with sensing skin. Others have already proposed physics-driven approaches with model updating based on sensor data. Sanayei et al. proposed an iterative technique using static strain data to identify beam- and frame-like structural element properties Sanayei and Saletnik (1996b,a). Others have reconstructed displacement and stress field from discrete strain measurements employing an inverse finite element method to assess structural integrity Cerracchio et al. (2015). A substructure model updating approach using frequency domain data was proposed to identified structural stiffness and mass elements Zhu et al. (2016). Also, a stochastic subspace identification technique was used to extract modal information from acceleration data and a genetic algorithm was used to reconstruct the stiffness matrix that would match these parameters Cancelli et al. (2017).

The novelty of this paper resides in the development of the physics-based algorithm that could be later transformed into a hybrid model/data approach enabling fast reconstruction of physical representation, in real-time. Such reconstructions could be readily used for damage detection, localization, quantification, and condition evaluation. In particular, we exploit a physically representative surrogate model based on a Mindlin finite elements to harness additive strain measurements of the SEC. Upon the static forces applied to the plate, the stiffness can be reconstructed from the surface additive strain measurements by minimizing the difference between the estimated and observed responses.

The paper is organized as follows. First, the sensing principle of the SEC is reviewed. Second, the formulation of the physics-driven surrogate model is explained. Third, the algorithm is demonstrated through a numerical simulation. Last, the paper is concluded.

### D.2 Background

The previously proposed sensing skin is constituted from a network of strain sensors. These sensors, or SECs, are large area capacitors suitable for strain sensing over large-scale surfaces. The sensor’s fabrication procedure, sensing characteristics, and its electromechanical models have been studied in detail in previous works Saleem et al. (2014); Laflamme et al. (2015). Briefly, the SEC is built using a layer-by-layer approach where a dielectric (white layer of

---

**Note:** The text above is a continuation of the provided extract, focusing on the unique capabilities of the SEC in measuring strain and introducing a physics-driven approach to reconstruct the stiffness matrix of a component equipped with sensing skin. It highlights previous research and the novelty of the paper's contribution, along with an overview of the paper's organization.
the capacitor shown in Figure D.1(a)) is fabricated from a styrene-ethylene-butadiene-styrene (SEBS) polymer matrix filled with titania. The conductive layers are painted from a conductive paint fabricated using the same SEBS matrix but filled with carbon black. The capacitance ($C$) of an SEC can be estimated from the equation for a parallel plate capacitor (assuming negligible losses):

$$C = \varepsilon_0 \varepsilon_r \frac{A}{h}$$  \hspace{1cm} (D.1)

where $\varepsilon_0$ is the vacuum permittivity ($\varepsilon_0 = 8.854 \text{pF/m}$), $\varepsilon_r$ is the relative permittivity of the dielectric, $A$ is the electrode’s surface area of width $w$ and length $l$, and $h$ is the thickness of the dielectric. Assuming that the capacitor undergoes small strain, the change in capacitance is related to the additive in-plane strains $\varepsilon_x + \varepsilon_y$ with a gauge factor $\lambda \approx 2$ Laflamme et al. (2015):

$$\frac{\Delta C}{C_0} = \lambda(\varepsilon_x + \varepsilon_y)$$  \hspace{1cm} (D.2)

An example layout for the sensing skin is shown in Figure D.1(b). This fully integrated skin consists of SECs deployed on a flexible polyimide sheet along with the necessary electronics. A more detailed discussion regarding on the electronics can be found in reference Downey et al. (2017).
D.3 Surrogate Model Formulation

A surrogate model is constructed by simplifying the structural behavior of the component of interest, here a plate. The plate is discretized into four-node quadrilateral Mindlin elements Reddy (2005), with an SEC in the center of each element. A graphical representation of the element is shown in Figure D.2. Assuming a static load, the governing equation for the surrogate model, expressed as $F = Ku$, is based on the static stiffness relationship between the force vector $F$, the stiffness matrix $K$, and displacement vector $U$. Vector $U$ is related to the measured additive strain through a transformation matrix $B$. Once the surrogate model is constructed, an optimization function can be defined such that it minimizes the error between the strain predicted by the surrogate model and the strain measured by the SECs through the alteration of the $K$ matrix. Matrix $K$ is recursively refined until the error converges. The process is outlined in Figure D.3. The production of a surrogate model enables greater computational efficiency, which can be useful in conducting condition assessment, structural predictions, and remaining useful life estimations.

![Figure D.2 Illustration of the Mindlin element with four nodes located on the mid-line of the element.](image)

![Figure D.3 Flowchart of the proposed physics-driven algorithm.](image)

D.3.1 Model Formulation

At this preliminary stage of the research, the model formulation assumes a static load of known location and magnitude, and is based on work from Sanayei and Saletnik (1996b); Cerracchio et al. (2015). The discretized displacement vector $u^e$ and stiffness matrix $k^e$ is constructed for each element, where $e = 1, 2, \ldots$, NEM with NEM
being the total number of elements in the surrogate model. Using the Cartesian coordinate system, \( \mathbf{u}^e \) fully defines the deformation of a four-node quadrilateral element as shown in Figure D.2. Each element comprises three independent degrees-of-freedom (DOFs) \( \theta_x, \theta_y, \) and \( w, \) resulting in 12 DOFs for the four nodes:

\[
\mathbf{u}^e = \begin{bmatrix} \theta_{x1} & \theta_{y1} & w_1 & \theta_{x2} & \theta_{y2} & w_2 & \theta_{x3} & \theta_{y3} & w_3 & \theta_{x4} & \theta_{y4} & w_4 \end{bmatrix}^T
\]

where \( w \) is the mid-surface deflection in the \( z \) axis, \( \theta_x = z \partial w / \partial x \) and \( \theta_y = z \partial w / \partial y \) are the transverse bending rotations with respect to the \( x \) and \( y \) axes, respectively. Vector \( \mathbf{u}^e \) can be approximated from geometry using the bilinear quadrilateral shape functions \( N_i (i = 1, 2, 3, 4) \)

\[
\theta_x = \sum_{i=1}^{4} N_i \theta_{xi}; \quad \theta_y = \sum_{i=1}^{4} N_i \theta_{yi}; \quad w = \sum_{i=1}^{4} N_i w_i
\]

The surface bending strains \( \varepsilon_x, \varepsilon_y \) and in-plane shear strain \( \gamma_{xy} \) for each element can be obtained based on three-dimensional elasticity:

\[
\mathbf{e}^e = \begin{bmatrix} \varepsilon_x \\ \varepsilon_y \\ \gamma_{xy} \end{bmatrix} = \frac{h}{2} \begin{bmatrix} \frac{\partial \theta_x}{\partial x} \\ \frac{\partial \theta_y}{\partial y} \\ \frac{\partial \theta_x}{\partial y} + \frac{\partial \theta_y}{\partial x} \end{bmatrix} = \frac{h}{2} \mathbf{B}_b \mathbf{u}^e
\]

where \( \mathbf{B}_b \) is a transformation matrix. To relate to SEC data, the bending strains in the plate are converted from the displacement vector \( \mathbf{u}^e \) by differentiating the shape functions through the transform matrices \( \mathbf{B}_b \):

\[
\mathbf{B}_b = \begin{bmatrix} 0 & \frac{N_1}{\partial x} & 0 & \ldots & 0 & \frac{N_4}{\partial x} & 0 \\ 0 & 0 & \frac{N_1}{\partial y} & \ldots & 0 & \frac{N_4}{\partial y} \\ 0 & \frac{N_1}{\partial y} & 0 & \ldots & \frac{N_4}{\partial x} & \frac{N_4}{\partial x} \end{bmatrix}
\]

Also, the out-of-plane shear strains \( \mathbf{e}_s \) can be written:

\[
\mathbf{e}_s = \begin{bmatrix} \gamma_{xz} \\ \gamma_{yz} \end{bmatrix} = \begin{bmatrix} \frac{\partial w}{\partial x} + \theta_x \\ \frac{\partial w}{\partial y} + \theta_y \end{bmatrix} = \mathbf{B}_s \mathbf{u}^e
\]

along with the strain-displacement shear transformation matrix \( \mathbf{B}_s \):

\[
\mathbf{B}_s = \begin{bmatrix} N_1 & \frac{N_1}{\partial x} & 0 & \ldots & \frac{N_4}{\partial x} & N_4 & 0 \\ \frac{N_1}{\partial y} & 0 & N_1 & \ldots & \frac{N_4}{\partial y} & 0 & N_4 \end{bmatrix}
\]

where \( \mathbf{B}_s \) can be obtained for each element from the three-dimensional elasticity. It is noted that only the additive surface axial strains can be experimentally measured by the SEC (i.e. the shear strains cannot be directly obtained
from the SEC). However, for a thin plate, the shear strains can be neglected due to their relatively small magnitudes when compared to the bending strains Kefal et al. (2016).

After the element stiffness matrix that governs the structural behavior of the plate is constructed as a function of Young’s modulus \(E\), Poisson’s ratio \(\nu\), and shear modulus \(G = \frac{E}{2(1+\nu)}\). The element stiffness matrix, \(k^e\), is built using the principle of minimum potential energy using the Gauss quadrature technique with a two point integration for bending and one point integration for shear to avoid shear locking Reddy (2005). Once the elemental stiffness matrix is constructed, the stiffness matrix for one element can be expressed:

\[
k^e = \frac{h^3}{12} \int_A \mathbf{B}_b^T \mathbf{D}_b \mathbf{B}_b dA^e + \alpha h \int_A \mathbf{B}_s^T \mathbf{D}_s \mathbf{B}_s dA^e, \quad (D.9)
\]

where \(\alpha\) is the shear correction factor taken as \(\frac{5}{6}\) Reddy (2005), \(\mathbf{D}_b\) is the constitutive equation for bending:

\[
\begin{bmatrix}
1 & \nu & 0 \\
\nu & 1 & 0 \\
0 & 0 & \frac{1-\nu}{2}
\end{bmatrix} 
\]

and \(\mathbf{D}_s\) is the shear constitutive equation matrix:

\[
\begin{bmatrix}
G & 0 \\
0 & G
\end{bmatrix} 
\]

By introducing the displacement vector \(\mathbf{u}^e\) and stiffness matrix \(k^e\) into the element-wise governing equation of the surrogate model \(\mathbf{f}^e = \mathbf{k}^e \mathbf{u}^e\), the bending strains of one element \((\mathbf{e}_b^e)\) can be obtained assuming \(\mathbf{f}^e\) is known:

\[
\mathbf{e}_b^e = \mathbf{B}_b [k^e]^{-1} \mathbf{f}^e, \quad (D.12)
\]

For a linear system, only the additive strains are measured by the SEC. It follows that the system’s overall bending strain vector \((\mathbf{e}_b)\) and transformation matrix \((\mathbf{B}_b)\) for the measured and unmeasured strains can be rearranged as:

\[
\begin{bmatrix}
\mathbf{e}_{\text{measured}} \\
\mathbf{e}_{\text{unmeasured}}
\end{bmatrix} = \begin{bmatrix}
\mathbf{B}_{\text{measured}} \\
\mathbf{B}_{\text{unmeasured}}
\end{bmatrix} \mathbf{K}^{-1} \mathbf{F}, \quad (D.13)
\]

Because the unmeasured strains are not required for estimating the measured strain, they can be removed from Equation D.13, with

\[
\hat{\mathbf{e}} = \mathbf{B}_{\text{measured}} \mathbf{K}^{-1} \mathbf{F} \quad (D.14)
\]
where the hat denotes an estimation, \( \hat{e} \) is a vector with a length equal to NEM and \( F \) is a vector equal to the number of DOFs (nDOF), and \( B_{\text{measured}} \) and \( K \) are matrices of sizes NEM \( \times \) nDOF and nDOF \( \times \) nNDOF, respectively.

### D.3.2 Damage Detection and Localization

Damage characterization in the plate can be obtained through the temporal comparison of updated values in \( K \), which values are represented through a reduction parameter \( \zeta \), as diagrammed in Figure D.3. Matrix \( K \) is updated by minimizing the objective function \( J \):

\[
J = \| \hat{e} - e_{\text{avg}} \|_2
\]  

(D.15)

where \( \| \cdot \|_2 \) is \( L_2 \) norm and \( e \) is the mean of the observed strain field, which is obtained by averaging over a number of observations. In this present work, there is no additional inequality or equality constrains, except for the bound \([0, 1]\) on \( \zeta \). When \( \zeta = 0 \), the structural element has no damage, and conversely, when \( \zeta = 1 \) the structural element is removed (i.e. complete damage). Equation D.15 is a nonlinear, multiple parameters function. For the purpose of this work, the pattern search solver in MATLAB Optimization Toolbox (017a) was used to solve the optimization problem through the minimization of the error, \( J \). Convergence thresholds for either \( \zeta \) or \( J \) were set to

\[
\| \zeta^{i+1} - \zeta^i \| \leq 10^{-8} \quad \text{or} \quad \| J^{i+1} - J^i \| \leq 10^{-8}
\]  

(D.16)

and were used as the stop criteria for the optimization (Equation D.15).

### D.4 Numerical Example

This section numerically demonstrates the proposed algorithm.

#### D.4.1 Model Description

This numerical example considers a rectangular aluminum plate 1000 mm long by 500 mm wide and 3.3 mm thick. The model is clamped (i.e., fixed) on the right-hand side and a roller support is used on the left-hand side, and has a Young’s modulus \( E = 69 \) GPa and a Poisson’s ratio \( \nu = 0.33 \). For this preliminary work, the numerical representation of the plate was constructed using 50 elements, where 40 SECs are simulated with one SEC installed at the center of each element covering the majority of the element plus five boundary elements for each side without SECs. The Figure D.4 is a schematic of the 50 elements showing the 40 SECs (darker squares) and 10 boundary elements (light rectangles).
Damage was introduced in the plate in the form of a reduction in stiffness at two different locations. The Young’s modulus in the rectangular elements denoted as “damage a” and “damage b” in Figure D.4 were reduced by 20% ($\zeta = 0.2$) and 40% ($\zeta = 0.4$), respectively. To investigate the effect of noise on the system, four levels of noise investigated: 1% uniformly distributed, 1% Gaussian, 3% Gaussian, and 5% Gaussian. A unit concentrated force was applied to a node near the center of the plate, as shown in Figure D.4.

**D.4.2 Numerical Results**

Figure D.5 shows the spatial distribution of $\zeta$ obtained through the algorithm. When inspecting results from the low-noise levels presented in Figures D.5(a) and (b), it can be observed that the optimization technique was capable of correctly quantifying the reduction in stiffness for “damage a” as $\zeta = 0.4$ and “damage b” as $\zeta = 0.2$. Also, results show that while increasing the noise level reduces the precision of the damage localization, the algorithm can still identify and quantify both damage locations.
D.5 Conclusion

This work proposed and derived a physics-driven approach bespoke to components equipped with sensing skin providing additive strain measurements. The sensor forming the sensing skin, termed the soft elastomeric capacitor (SEC), is a large-scale strain sensor that is designed to cover large surfaces at low cost. The surrogate model presented in this work allows for the SEC’s additive strain measurement to be mapped to structural stiffness. This is done by updating the stiffness matrix to match the strain measurements through a minimization function. A temporal comparison of the obtained stiffness matrix can be used for condition assessment, and the surrogate model itself could be useful to conduct further studies such as structural behavior prediction and remaining useful life estimation.

A numerical demonstration was conducted on a steel plate with a simulated dense sensor network of 40 SECs. Results showed that the proposed surrogate model could be used to detect, localize, and quantify damage, even in the presence of noise. Future work will involve validating the surrogate model technique through the use of higher fidelity finite element models and experimental data, and extend the methodology to dynamic excitations with uncertain loads.
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Abstract

Real-time health diagnostics/prognostics and predictive maintenance/control of lithium-ion (Li-ion) batteries are essential to reliable and safe battery operation. This paper presents a physics-based (or mechanistic) approach to Li-ion battery prognostics, which enables prediction of remaining useful life (RUL) with consideration of multiple concurrent degradation mechanisms. In the proposed approach, robust prediction of RUL is achieved by employing a non-linear least squares method with dynamic bounds that traces the evolution of individual degradation parameters. The novelty of this approach lies in the ability to incorporate mechanistic degradation analysis results into RUL prediction using nonlinear models. Results from a simulation study with eight Li-ion battery cells demonstrate that the mechanistic prognostics approach produces more accurate RUL predictions than a traditional capacity-based prognostics approach and that the use of dynamic bounds ensures a low level of uncertainty in the predictions throughout the entire life of the cells.

Keywords: lithium-ion battery, prognostics, degradation mechanisms, non-linear least squares, dynamic bounds
Lithium-ion (Li-ion) batteries are widely used in consumer electronics (e.g. cell phones and laptops), in implantable medical devices (e.g. deep brain stimulators and spinal cord stimulators), in transportation applications (e.g. hybrid and electric vehicles), and in emerging grid-scale energy storage applications. As a Li-ion battery cell ages, the decrease of capacity and the increase of internal resistance degrade the electrical performance of the cell by means of energy and power losses. Capacity, which quantifies the total amount of energy stored in a fully charged cell, is an important indicator of the state of health of the cell; remaining useful life (RUL), also called remaining longevity, refers to the available service time or number of charge-discharge cycles left before the capacity fade reaches an unacceptable level. Battery prognostics enables an on-board battery management system (BMS) to predict the RUL of each battery cell managed by the BMS before the cell capacity fades below a threshold (or failure limit). This allows predictive maintenance service and/or control operation, thereby providing the failure anticipation/prevention capability of the BMS.
Extensive research has been conducted on RUL assessment of general engineered systems with an emphasis on modeling the RUL distribution. In general, three categories of approaches have been developed enabling continuous updating of system health condition and RUL distribution: (i) model-based approaches (Gebraeel et al., 2005; Luo et al., 2008; Gebraeel and Pan, 2008), (ii) data-driven approaches (Si et al., 2013; Wang et al., 2008; Heimes, 2008; Hu et al., 2012; Wang et al., 2012), and (iii) hybrid approaches (Goebel et al., 2006; Liu et al., 2012). These approaches, although not developed specifically for Li-ion battery prognostics, can generally be adapted for RUL assessment of Li-ion batteries. Research devoted to developing new approaches for Li-ion battery prognostics has been mainly conducted by researchers in the prognostics and health management (PHM) society. One of the earliest studies proposed a Bayesian framework with particle filter for RUL prediction of Li-ion battery based on impedance measurements (Saha and Goebel, 2009). A later study on battery prognostics attempted the use of a recurrent neural network and RUL prediction was performed also based on impedance measurements (Liu et al., 2010). In order to eliminate the reliance of battery prognostics on impedance measurement equipment, researchers developed various model-based approaches that predict RUL by extrapolating a capacity fade model (Miao et al., 2013; Hu et al., 2014; Wang et al., 2016; Hu et al., 2018). Many of these model-based approaches estimate the parameters of a capacity fade model by using non-linear least squares (NLLS) (He et al., 2011; Walker et al., 2015) and particle filter (He et al., 2011; Walker...
et al., 2015) and its variants, such as unscented particle filter (Miao et al., 2013), Gauss-Hermite particle filter (Hu et al., 2014), spherical cubature particle filter (Wang et al., 2016), and multiple model particle filter (Hu et al., 2018).

Existing battery prognostics approaches simply extrapolate the capacity fade trend for RUL prediction, without understanding the underlying degradation mechanism (see the classical approach in figure E.1). Such an extrapolation does not consider the trends of degradation from underlying mechanisms and could result in an intolerably large prediction error (Burns et al., 2013). Realizing battery failure anticipation/prevention through real-time prognostics entails the development of a physics-based prognostics approach that explicitly considers degradation mechanisms and achieves robust RUL prediction across a variety of degradation scenarios. This research proposes a novel physics-based prognostics approach where robust prediction of RUL is achieved by leveraging quantitative degradation analysis in a model-based prognostics framework (see the proposed approach in figure E.1). The proposed prognostics approach captures the trends of degradation from three major mechanisms (i.e. losses of active materials (LAMs) on the positive and negative electrodes, and loss of lithium inventory (LLI or slippage)) by tracing the evolutions of the corresponding degradation parameters, i.e., the active masses of the positive and negative electrodes, \( m_p \) and \( m_n \), and the (relative) slippage of the positive electrode, \( \delta_{pn} \). This approach to battery prognostics is termed mechanistic prognostics throughout the remainder of this work. The frameworks for the newly proposed mechanistic prognostic approach and the classical capacity-based prognostics approach are graphically presented in figure E.2.

Modeling the trends of degradation from the three mechanisms requires the selection of an appropriate method. In this work, an NLLS method is selected due to its relative robustness and greater simplicity and computational efficiency than particle filter (Walker et al., 2015). Computational efficiency, and by extension low-power consumption, is of particular importance for on-board BMSs that operate in environments with limited power availability (e.g. im-
plantable medical devices (Joung, 2013)). The use of NLLS for battery prognostics through tracking capacity fade has been well studied in the literature (He et al., 2011; Walker et al., 2015). NLLS is a curve fitting algorithm for non-linear problems that seeks to minimize the sum of squared errors between a selected model and a number of observations. When a proper mathematical model is considered, NLLS is capable of providing an accurate representation of the data set. The selection of a proper mathematical model for battery prognostics is a difficult task due to the wide range of operating conditions a battery may operate in. Once an appropriate model has been selected and the model’s coefficients have been determined using the NLLS method, the model can be used to extrapolate the data set into the future. In the mechanistic prognostics approach, three mathematical models are used to capture the evolutions of the three degradation parameters, one for each degradation mechanism, and NLLS is employed to optimize the coefficients of each mathematical model given the degradation parameter estimates at a number of charge-discharge cycles. These mathematical models are then used to extrapolate the degradation parameter estimates over future charge-discharge cycles to the point where the cell capacity reaches the failure limit. The extrapolated parameter estimates at any given cycle are then used as inputs for a half-cell model that provides an estimate of the cell capacity at that cycle. In other words, the half-cell model is used to approximate the nonlinear mapping from the degradation parameter estimates to the cell capacity.

As mentioned before, the use of NLLS requires the selection of a proper mathematical model for fitting to the observations (i.e. degradation parameter estimates in the present study). With only a limited number of observations from a testing data set (i.e. degradation data obtained from a testing cell), the model coefficients solved for by the NLLS algorithm are generally unsatisfactory. Given additional information from training data sets (i.e. degradation data obtained from a number of training cells), all or some of the coefficients can be constrained within predefined ranges of the coefficients solved for using the additional information. Various restrictions on the model coefficients are presented in this work, all of which are set through the use of training data sets. Bounding the coefficients within a certain percentage of the “best-fit” coefficients obtained using the training sets was found to be most accurate and convenient, within certain limitations. Through inspecting various levels of bounds, it was noted that models with tighter bounds tend to produce predicted RULs closer to those predicted by the training sets while models with less stringent bounds were more capable of adapting to the true degradation behavior of the testing cell as more observations become available. The capability of the models with looser bounds to adapt to new observations as they come online results in a more accurate RUL prediction, particularly in cases where the true degradation trend of the testing cell
greatly varies from those of the training cells. The capability of the mathematical models with looser bounds to
predict the RUL of the testing cell greatly improves as the number of charge-discharge cycles progresses. However,
this also means that the same models tend to have a high level of prediction uncertainty before a sufficient number of
observations are available. To compensate for this shortcoming, this work introduces the concept of dynamic bounds,
for both the capacity-based and mechanistic prognostics approaches. The use of dynamic bounds allows the model
coefficients to increase their allowed fitting range over the expected lifetime of the testing cell. These dynamic bounds
result in a prognostics approach that relies heavily on its training sets in the early stages of the testing cell’s life and
slowly loses its reliance as the cell’s life progresses. This newly proposed mechanistic prognostics approach is shown
to provide more accurate RUL predictions and possess an increased capacity to cope with testing cells that lie on the
extremity of the training sets than the existing capacity-based approach.

E.2 Review

This section provides a review of the analytical half-cell model, on-board estimation of degradation parameters
and the non-linear least squares method for battery prognostics.

E.2.1 Half-cell model

Half-cell curve analysis was first introduced by Bloom et al. and later popularized by Dahns group as a non-
destructive method to analyze the health of a battery cell by reproducing the full-cell curve through two half-cell
curves, the positive electrode half-cell curve and the negative electrode half-cell curve (Smith et al., 2012; Dahn et al.,
2012). Often, the half-cell curve analysis is done by reconstructing the differential voltage/capacity (dV/dQ) of
the full-cell curve by taking the difference between those of the positive and negative electrodes. The dV/dQ curves are
used to reveal the electrodes phase transformation during charge and discharge as peaks, which are easier to visualize.
These peaks serve as the characteristic features that facilitate the curve fitting during the half-cell curve analysis.
Three important degradation parameters of a battery cell, LLI and LAMs on both electrodes, can be extracted from the
analysis.

The mass of active material is used to adjust the width of the half-cell curve of each electrode. The LLI is analyzed
through the relative movement of the two half-cell curves. Researchers have shown that full-cell curve constructed
through half-cell curve analysis by adjusting the three degradation parameters can achieve decent agreement with a
measured full-cell curve (Smith et al., 2012; Dahn et al., 2012). An illustration of half-cell curve analysis is shown in
figure E.4(a).
In this work, the three degradation parameters are assumed to evolve over time following certain rules that have been reported in the literature. Specifically, LLI grows proportionally to the square root of time (i.e. following the $t^{1/2}$ rule) (Smith et al., 2011b) and the growth of LAM on either electrode follows an exponential function (Honkura et al., 2011). The resulting capacity is calculated through a differential voltage analysis algorithm which used LiCoO$_2$ and graphite half-cell curve data to calculate the full-cell curve data with cutoff voltage of 3.5 V for end-of-discharge voltage and 4.1 V for end-of-charge voltage. A flowchart for half-cell model is shown in figure E.3.

E.2.2 On-board estimation of degradation parameters

As aforementioned, early identification and resolution of reliability issues and proactive prevention of failures require the capability of BMS to diagnose, in a quantitative manner, the degradation mechanisms in individual battery cells while the cells are in operation. More specifically, BMS should be capable of on-board estimation of the degradation parameters (i.e., LLI, and LAMs on both electrodes) of individual battery cells that quantify the degrees of degradation from the mechanisms. Most of the recent works have been focused on offline estimation of the degradation parameters using the half-cell model (Smith et al., 2012; Dubarry et al., 2011). Existing parameter estimation methods use either least-squares numerical optimization (Dahn et al., 2012; Smith et al., 2011a) or stochastic optimization (Han et al., 2014) to determine optimum values of the degradation parameters that produce the best agreement between the measured and estimated full-cell $V$ vs. $Q$ or $dV/dQ$ vs. $Q$ curves. These methods are well suited for the diagnostics
Figure E.5 Degradation cases for 8 cell models, generated with the highest level of measurement noise, showing the: (a-b) capacity data; (c-d) mass loss of the positive electrode; (e-f) mass loss of the negative electrode; and (g-h) positive electrode slippage where (a),(c),(e) and (g) report the results for cells #1-4 and (b),(d),(f) and (h) report the results for cells #5-8.
of degradation mechanisms in an offline environment, where a precise measurement of the $V$ vs. $Q$ curve (and thus the $dV/dQ$ vs. $Q$ curve) can be obtained using high-precision testing equipment. However, none of these offline methods consider the various noise sources in the on-board measurements of $V$ and $Q$. To the authors’ knowledge, the only work that attempted to make half-cell analysis applicable to on-board BMS adopted particle filtering to infer the degradation parameters from the measurement of the full-cell $dV/dQ$ curve (Hu et al., 2016). Nevertheless, this recent work did not consider noise in the on-board measurements of $V$ and $Q$. The proposed methodology assumes that the estimation errors of the three degradation parameters all follow zero-mean Gaussian distributions with the following values of standard deviation: 0.25 mg for $m_p$ and $m_n$, and 0.05 mAh for $\delta_{pn}$. To ensure that the proposed mechanistic prognostics approach is capable of dealing with higher levels of uncertainty in parameter estimation, a noise investigation is carried out in this work.

E.2.3 Non-linear least squares method

Non-linear least squares (NLLS) is a form of least squares analysis that is used to fit $m$ observations into a nonlinear mathematical model with $n$ unknown coefficients, such that $m > n$. Computationally, NLLS are solved through successive iterations of a two-step process. First, the selected nonlinear mathematical model is linearized around the initial guesses for the model coefficients using a first-order Taylor series and solved. Secondly, the error between the initial guess and the solved model is calculated. The two steps are repeated till a minimization of the error is obtained. This iterative process requires good initial guesses to enable short calculation times. The requirement can easily be met for the work presented here as the number of unknown coefficients ($n$) is relatively low, being only 3 or 4 as presented in the following section. Additionally, the same degradation parameters from different battery cells evolve in a similar manner, allowing for static initial guesses for any given parameter. For the duration of this work the NLLS fitting is accomplished using the Symfit Python package (tBuLi et al., 14).

E.3 Methodology

Investigation of the newly proposed mechanistic prognostics approach was performed using degradation parameter estimates synthetically generated for eight Li-ion battery cells. The synthetic data generation involved two steps. In the first step, the true degradation parameters for eight cells were generated using eight sets of model parameter data with each set depicting the evolution of the LAMs on the positive and negative electrodes and the relative slippage on
Figure E.6 Capacity life prediction for cell #4 using (a) capacity-based prognostics inspected at 25; (b) 50; (c) 100 charge-discharge cycles; (d) mechanistic prognostics inspected at 25; (e) 50; and (f) 100 charge-discharge cycles.
the positive electrode (Honkura et al., 2011). The evolution of the LAM on the positive or negative electrode follows the exponential function:

$$m(t) = m_0 - a \cdot e^{-b/t}$$  \hspace{1cm} (E.1)

where $m(t)$ is the LAM as a function of the number of cycles ($t$) and $m_0$ is the initial mass ($g$) on the positive or negative active material. The variables $a$ and $b$ are used as adjustable coefficients to introduce cell-to-cell variation. The equation used for the relative slippage follows the square root of time (Smith et al., 2011b; Honkura et al., 2011) and takes the following form:

$$\delta_{pn}(t) = \delta_{pn,0} - a \cdot t^{1/2}$$  \hspace{1cm} (E.2)

where $\delta_{pn}(t)$ is the relative slippage as a function of the number of cycles ($t$), $\delta_{pn,0}$ is the initial slippage due to the formation of an initial solid electrolyte interface layer, and $a$ is an adjustable parameter to introduce cell-to-cell variation. The true capacities of each cell were then calculated through the use of the half-cell model that takes the cell’s degradation parameters as inputs. The capacity and parameter data sets span 250 charge-discharge cycles and are presented in figure E.5 as data lines of various styles.

In the second step, a noise was introduced into the degradation parameter data as a normally distributed Gaussian noise and is intended to simulate the estimation error that would be present during the process of inferring the parameters from the full-cell $V$ and $Q$ measurements as discussed in section E.2.2. To investigate the effects of noise (or estimation error) on the performance of the mechanistic prognostics approach, integer multiples of the previously defined standard deviations were applied to the data sets. Figure E.5 presents the parameter estimates used for the eight cells, where the noisy parameter estimates (dots) are distributed about the true parameter values (lines). To improve readability, figure E.5 presents every forth data point for the highest level of noise tested, fifty times that defined in section E.2.2.

Mathematical models for the capacity and degradation parameters were chosen that were capable of accurately reproducing the non-linear shapes of a cell’s capacity and degradation parameters, while still maintaining simple mathematical expressions. For consistency with previously published work in the field (He et al., 2011; Walker et al., 2015), the following mathematical model was used for the implementation of the capacity-based prognostics approach:

$$M(t) = a \cdot e^{b \cdot t} + c \cdot e^{d \cdot t}$$  \hspace{1cm} (E.3)
where $M$ is the model output, $t$ is the number of charge-discharge cycles and $a, b, c$ and $d$ are the coefficients that need to be fitted. Due to its versatility, equation E.3 was also used to model the evolution of the relative slippage on the positive electrode. A similar equation was developed for modeling the evolutions of the LAMs on the positive and negative electrodes,

$$M(t) = a \cdot e^{b t} + c \cdot (1 - e^{d t})$$

(E.4)

$a, c$ and $d$ and are the coefficients that need to be fitted and $b = 0$ is considered a constant. This formulation of the equation was chosen for its continuity with equation E.3 in terms of the number of parameters, their locations and relative effects on the final fitting results. Degradation tracking was provided through fitting the model’s coefficients for any given number of observations and then using the models to infer the degradation parameters past the last observation point (or cycle). In this work, four model fitting strategies are used, and these include: i) fitting 1 coefficient ($c$), ii) fitting 2 coefficients ($c$ and $d$), iii) fitting all coefficients unbounded (with $b = 0$ for equation E.4), and iv) fitting all coefficients with various levels of percentage bounds. These model fitting strategies were selected for continuity with previously published work (He et al., 2011; Walker et al., 2015). In all these cases, except fitting all coefficients, the remaining coefficients were set using training data. For each testing cell, its training set was formed as the data from the other seven cells. The cells, numbered #1 through 8 are ordered such that cell #1 is the cell with the least disagreement between itself and its training set, while cell #8 is the cell with the highest level of disagreement between itself and its training set. Therefore, the cells considered in this work consist of cells that act similar to the average of their respective training sets (e.g. cells #1, 2, and 3) and cells that can be considered as outliers (e.g. cells #6, 7 and 8).

For the bounded data sets, parameter bounds are set as a percentage of the coefficient’s ($a, b, c$ and $d$) value, as determined by the cell’s training set. A tighter bound will force the NLLS algorithm to maintain a prediction closer to the prediction generated by the training set, while a looser bound will allow the model to rely more on observation data as it becomes available. RUL predictions made in the early stages of the cell’s life cycle benefit from the tighter bounds as they have a higher reliance on the training data set. However, as more observations become available the looser bounds allow the mechanistic prognostics approach to learn from the online observations. To leverage the benefits of both the tighter (early-stage benefits) and loser (late-stage benefits) bounds, the concept of dynamic bounds that shift throughout the life cycle of a battery cell is introduced, termed dynamic bounds. Here, the concept of dynamic bounds is investigated using three equations to control the dynamic bounds, as presented in figure E.4(b). These include linear, exponential and logarithmic growth functions that were selected to demonstrate the effects of dynamic bounds under various situations. Functions used in developing the dynamic bounds, as presented in figure E.4(b), are unity functions that start with 0 at charge-discharge cycle 0 and scale to 1 at cycle 250, the last measurement point in the capacity...
Figure E.7  Mechanistic capacity predictions for cell #8 with 50% bounded coefficients at inspections points of 15, 25, 50 and 100 charge-discharge cycles.

and parameter data sets. This allows the bounds to be scaled to fit various final bound values following the different progression shapes presented in figure E.4(b). For example, a dynamic bound with a final value set to 500% would start with 0 at cycle 0 (relying completely on the training set to select the model parameters) and finish as 500% at cycle 250. At 250 cycles, the model fitting for a testing cell relies completely on the cell’s observations as a 500% difference from the training sets coefficients was found to be unobtainable at 250 cycles for all the data sets tested here. As expected, the charge-discharge cycle where the bounds cease to affect the coefficient selection is dependent on a cell’s capacity level, the level of agreement between that cell and its training set and the level of the bounds set. The effect of changing the final bound values on the prognostics results was investigated for 70 evenly spaced final bound values between 0 and 500%. Each final bound value was repeated three times, for all eight cells, at the noise levels discussed in section E.2.2 to obtain a clearer representation of a typical response. In total, 10,080 individual cell cases were investigated for the six dynamic bounds cases considered.

Comparison of the capacity-based and mechanistic prognostics approaches is achieved by calculating the mean RUL prediction error for each of the eight cells over five runs. The aforementioned model fitting strategies, 1 coefficient, 2 coefficients, all coefficients unbounded, and all coefficients bounded at 5, 10, 25, 50 and 75%, are investigated. Additionally, dynamic bounds for the linear, exponential and logarithmic control equations with a final bound value of 500% are also investigated.
A noise study was performed to investigate how the level of noise present in the online measurements (or estimates) of the capacity and degradation parameters manifests itself in the RUL predictions for both the capacity-based and mechanistic prognostics approaches. Noise was added as fifty integer multiples to the levels of noise assumed to be present in the online measurement of cell parameters, as discussed in section E.2.2. These tests were again repeated 3 times to obtain a general representation of how noise affects the prognostics affects and to limit the effect of any single sample points of high noise. The data is presented as the average error over all eight cells tested, for 5 model fitting strategies for both prognostics methods. In total, 12,000 noise cases for individual cell cases were investigated in this noise study. Lastly, the increase in computational resources required for obtaining prognostic estimations for the mechanistic approach over that of the classical capacity-based approach is investigated.

E.4 Results

This section presents the results for the proposed mechanistic prognostics approach, including the proposed dynamic bounds used in selecting the mathematical model’s coefficients.

E.4.1 Remaining useful life predictions

Computation of the RUL can be made at any point, termed inspection point, in the life cycle of a battery cell. Figure E.6 presents the capacity predictions for cell #4 (testing cell) using the capacity-based (figure E.6(a)-(c)) and the mechanistic prognostics (figure E.6(d)-(f)) approaches for various coefficient fitting strategies. Cell #4 was selected because it provides a clear illustration of several key prognostics features. First, it can be observed that the testing cell and its training set, generated from the other 7 cells, do not strongly agree. More precisely, the training set estimates that the cell should reach its capacity threshold in 176 cycles versus the 152 cycles achieved by cell #4. Model fitting strategies that rely heavily on the training set (e.g. 1 coefficient and bounded 5%) produce capacity estimates for the testing cell that stay close to those of the training set. In contrast, fitting strategies that impose looser bounds on the parameters (e.g. 2 coefficients, all coefficients unbounded and all coefficients bounded at 50%) can produce capacity estimates that vary greatly from those by the training set, allowing them to take advantage of new observation data as it becomes available. However, this feature means that the predictions made by these strategies can diverge from the data when a low number of observations are available as observable in figure E.6(d) for the unbounded set. With an increasing number of observations, the loosely bounded model fitting strategies are capable of accurately predicting the cell’s future capacities. This attribute can be seen for the bounded 50% predictions in figures E.6(d)-(f) where an increase in the number of available observations results in the bounded 50% predictions
Figure E.8 RUL results for: (a) capacity-based prognostics approach; and (b) mechanistic prognostics approach.
Table E.1 Tabulated RUL RMSE for the each cell using the capacity-based and mechanistic prognostics methods.

<table>
<thead>
<tr>
<th></th>
<th>cell #1</th>
<th>cell #2</th>
<th>cell #3</th>
<th>cell #4</th>
<th>cell #5</th>
<th>cell #6</th>
<th>cell #7</th>
<th>cell #8</th>
</tr>
</thead>
<tbody>
<tr>
<td>capacity-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 parameter</td>
<td>0.008</td>
<td>0.035</td>
<td>0.061</td>
<td>0.055</td>
<td>0.045</td>
<td>0.122</td>
<td>0.193</td>
<td>0.224</td>
</tr>
<tr>
<td>2 parameters</td>
<td>0.072</td>
<td>0.130</td>
<td>0.113</td>
<td>0.045</td>
<td>0.103</td>
<td>0.149</td>
<td>0.209</td>
<td>0.179</td>
</tr>
<tr>
<td>unbounded</td>
<td>0.281</td>
<td>0.288</td>
<td>0.183</td>
<td>0.294</td>
<td>0.234</td>
<td>0.275</td>
<td>0.266</td>
<td>0.291</td>
</tr>
<tr>
<td>bounded 5%</td>
<td>0.023</td>
<td>0.041</td>
<td>0.053</td>
<td>0.049</td>
<td>0.034</td>
<td>0.070</td>
<td>0.131</td>
<td>0.159</td>
</tr>
<tr>
<td>bounded 10%</td>
<td>0.035</td>
<td>0.061</td>
<td>0.043</td>
<td>0.059</td>
<td>0.054</td>
<td>0.052</td>
<td>0.105</td>
<td>0.147</td>
</tr>
<tr>
<td>bounded 25%</td>
<td>0.072</td>
<td>0.119</td>
<td>0.079</td>
<td>0.092</td>
<td>0.106</td>
<td>0.058</td>
<td>0.059</td>
<td>0.165</td>
</tr>
<tr>
<td>bounded 50%</td>
<td>0.142</td>
<td>0.178</td>
<td>0.106</td>
<td>0.153</td>
<td>0.139</td>
<td>0.136</td>
<td>0.157</td>
<td>0.198</td>
</tr>
<tr>
<td>bounded 75%</td>
<td>0.188</td>
<td>0.217</td>
<td>0.132</td>
<td>0.195</td>
<td>0.169</td>
<td>0.189</td>
<td>0.209</td>
<td>0.225</td>
</tr>
<tr>
<td>linear dynamic</td>
<td>0.219</td>
<td>0.218</td>
<td>0.108</td>
<td>0.344</td>
<td>0.186</td>
<td>0.195</td>
<td>0.202</td>
<td>0.257</td>
</tr>
<tr>
<td>exponential dynamic</td>
<td>0.058</td>
<td>0.074</td>
<td>0.052</td>
<td>0.135</td>
<td>0.075</td>
<td>0.066</td>
<td>0.099</td>
<td>0.143</td>
</tr>
<tr>
<td>logarithmic dynamic</td>
<td>0.207</td>
<td>0.205</td>
<td>0.107</td>
<td>0.269</td>
<td>0.176</td>
<td>0.198</td>
<td>0.201</td>
<td>0.227</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>cell #1</th>
<th>cell #2</th>
<th>cell #3</th>
<th>cell #4</th>
<th>cell #5</th>
<th>cell #6</th>
<th>cell #7</th>
<th>cell #8</th>
</tr>
</thead>
<tbody>
<tr>
<td>mechanistic prognostics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 parameter</td>
<td>0.005</td>
<td>0.009</td>
<td>0.016</td>
<td>0.020</td>
<td>0.007</td>
<td>0.029</td>
<td>0.038</td>
<td>0.042</td>
</tr>
<tr>
<td>2 parameters</td>
<td>0.056</td>
<td>0.062</td>
<td>0.087</td>
<td>0.075</td>
<td>0.102</td>
<td>0.080</td>
<td>0.072</td>
<td>0.122</td>
</tr>
<tr>
<td>unbounded</td>
<td>0.282</td>
<td>0.307</td>
<td>0.258</td>
<td>0.322</td>
<td>0.297</td>
<td>0.281</td>
<td>0.294</td>
<td>0.267</td>
</tr>
<tr>
<td>bounded 5%</td>
<td>0.011</td>
<td>0.013</td>
<td>0.019</td>
<td>0.049</td>
<td>0.021</td>
<td>0.027</td>
<td>0.042</td>
<td>0.043</td>
</tr>
<tr>
<td>bounded 10%</td>
<td>0.020</td>
<td>0.018</td>
<td>0.028</td>
<td>0.056</td>
<td>0.027</td>
<td>0.023</td>
<td>0.041</td>
<td>0.041</td>
</tr>
<tr>
<td>bounded 25%</td>
<td>0.040</td>
<td>0.037</td>
<td>0.048</td>
<td>0.089</td>
<td>0.053</td>
<td>0.043</td>
<td>0.049</td>
<td>0.061</td>
</tr>
<tr>
<td>bounded 50%</td>
<td>0.065</td>
<td>0.063</td>
<td>0.092</td>
<td>0.112</td>
<td>0.097</td>
<td>0.078</td>
<td>0.083</td>
<td>0.092</td>
</tr>
<tr>
<td>bounded 75%</td>
<td>0.097</td>
<td>0.090</td>
<td>0.118</td>
<td>0.159</td>
<td>0.123</td>
<td>0.107</td>
<td>0.097</td>
<td>0.134</td>
</tr>
<tr>
<td>linear dynamic</td>
<td>0.091</td>
<td>0.085</td>
<td>0.083</td>
<td>0.190</td>
<td>0.124</td>
<td>0.116</td>
<td>0.125</td>
<td>0.250</td>
</tr>
<tr>
<td>exponential dynamic</td>
<td>0.037</td>
<td>0.026</td>
<td>0.043</td>
<td>0.057</td>
<td>0.036</td>
<td>0.050</td>
<td>0.068</td>
<td>0.118</td>
</tr>
<tr>
<td>logarithmic dynamic</td>
<td>0.120</td>
<td>0.105</td>
<td>0.129</td>
<td>0.127</td>
<td>0.107</td>
<td>0.126</td>
<td>0.136</td>
<td>0.147</td>
</tr>
</tbody>
</table>

converging onto the actual capacity observations from the cell. Provided that an appropriate coefficients estimation strategy is selected, the mechanistic approach is shown to provide better prediction accuracy than the capacity-based approach. In total, ignoring the unbounded coefficients fitting strategy, the mechanistic approach outperformed the capacity-based approach in 78 of the 80 cases considered, or 97.5% of the time. This increase in RUL predictions is mainly due to the inability of the capacity-based approach to account for the sharp change in capacity in the first few charge-discharge cycles. This disagreement in the first few cycles is represented in the RUL plots, provided later in this paper, as an overestimation of the cell’s RUL.
The effect of changing inspection points is further expanded upon in figure E.7 where the mechanistic capacity predictions, made at 15, 25, 50 and 100 charge-discharge cycles, are shown for cell #8 with the coefficients bounded at 50%. Here, cell #8 was selected because it exhibits the largest studied disagreement between its capacities and those estimated by its training set. In the early stages, as expected, the predictions vary widely due to the fact that the coefficients have only loose constraints provided by the 50% bounds. However, as the number of observations increases, the looser bounds result in the NLLS being able to track and predict the cell’s true capacities. The capability of the mechanistic prognostics approach with loose bounds to track the time-varying fade behavior of a cell that strongly deviates from its training set is a great advance over the use of tight fitting bounds. Furthermore, it should be noted that the unbounded coefficient fitting solution provides highly divergent predictions for both the capacity-based and mechanistic prognostics approaches. Due to its inability to provide useful RUL predictions, it is mostly neglected for the remainder of this work.

Table E.2 Tabulated RUL improvements for the each cell using the mechanistic prognostics method in comparison to the capacity-based prognostics method.

<table>
<thead>
<tr>
<th></th>
<th>cell #1</th>
<th>cell #2</th>
<th>cell #3</th>
<th>cell #4</th>
<th>cell #5</th>
<th>cell #6</th>
<th>cell #7</th>
<th>cell #8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 parameter</td>
<td>0.003</td>
<td>0.026</td>
<td>0.045</td>
<td>0.035</td>
<td>0.038</td>
<td>0.093</td>
<td>0.155</td>
<td>0.182</td>
</tr>
<tr>
<td>2 parameters</td>
<td>0.016</td>
<td>0.068</td>
<td>0.026</td>
<td>-0.030</td>
<td>0.001</td>
<td>0.069</td>
<td>0.137</td>
<td>0.057</td>
</tr>
<tr>
<td>unbounded</td>
<td>-0.001</td>
<td>-0.019</td>
<td>-0.075</td>
<td>-0.028</td>
<td>-0.063</td>
<td>-0.006</td>
<td>-0.028</td>
<td>0.024</td>
</tr>
<tr>
<td>bounded 5%</td>
<td>0.012</td>
<td>0.028</td>
<td>0.034</td>
<td>0.000</td>
<td>0.013</td>
<td>0.043</td>
<td>0.089</td>
<td>0.116</td>
</tr>
<tr>
<td>bounded 10%</td>
<td>0.015</td>
<td>0.043</td>
<td>0.015</td>
<td>0.003</td>
<td>0.027</td>
<td>0.029</td>
<td>0.064</td>
<td>0.106</td>
</tr>
<tr>
<td>bounded 25%</td>
<td>0.032</td>
<td>0.082</td>
<td>0.031</td>
<td>0.003</td>
<td>0.053</td>
<td>0.015</td>
<td>0.010</td>
<td>0.104</td>
</tr>
<tr>
<td>bounded 50%</td>
<td>0.077</td>
<td>0.115</td>
<td>0.014</td>
<td>0.041</td>
<td>0.042</td>
<td>0.058</td>
<td>0.074</td>
<td>0.106</td>
</tr>
<tr>
<td>bounded 75%</td>
<td>0.091</td>
<td>0.127</td>
<td>0.014</td>
<td>0.036</td>
<td>0.046</td>
<td>0.082</td>
<td>0.112</td>
<td>0.091</td>
</tr>
<tr>
<td>linear dynamic</td>
<td>0.128</td>
<td>0.133</td>
<td>0.025</td>
<td>0.154</td>
<td>0.062</td>
<td>0.079</td>
<td>0.077</td>
<td>0.007</td>
</tr>
<tr>
<td>exponential dynamic</td>
<td>0.021</td>
<td>0.048</td>
<td>0.009</td>
<td>0.078</td>
<td>0.039</td>
<td>0.016</td>
<td>0.031</td>
<td>0.025</td>
</tr>
<tr>
<td>logarithmic dynamic</td>
<td>0.087</td>
<td>0.100</td>
<td>-0.022</td>
<td>0.142</td>
<td>0.069</td>
<td>0.072</td>
<td>0.065</td>
<td>0.080</td>
</tr>
</tbody>
</table>

The RUL plots for each cell are provided in figure E.8, where figure E.8(a) and (b) presents the RULs for each cell as predicted by the capacity-based and mechanistic prognostics approaches, respectively. Results are presented as RUL over life consumed, where a threshold of 80% of the initial capacity is used as the failure limit to determine the cell’s end of life and RUL. Therefore, the cell’s capacity data is presented as a straight line between maximum RUL and the maximum life consumed. For all the cases presented, the predicted RULs are zero for the first four charge-discharge cycles due to the NLLS algorithm needing at least 5 observation points for model fitting, as discussed in section E.2.3. This discontinuity is ignored in the remaining discussion. The RUL plots for both the capacity-based and mechanistic
Table E.3 Computational time and memory usage analysis for both the classical capacity-based and the newly proposed physics based approach.

<table>
<thead>
<tr>
<th></th>
<th>time (s)</th>
<th>memory (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>classical</td>
<td>mechanistic</td>
</tr>
<tr>
<td>cell #1</td>
<td>0.37</td>
<td>6.28</td>
</tr>
<tr>
<td>cell #2</td>
<td>0.47</td>
<td>6.90</td>
</tr>
<tr>
<td>cell #3</td>
<td>0.47</td>
<td>6.79</td>
</tr>
<tr>
<td>cell #4</td>
<td>0.40</td>
<td>6.99</td>
</tr>
<tr>
<td>cell #5</td>
<td>0.45</td>
<td>7.13</td>
</tr>
<tr>
<td>cell #6</td>
<td>1.13</td>
<td>7.88</td>
</tr>
<tr>
<td>cell #7</td>
<td>0.47</td>
<td>7.37</td>
</tr>
<tr>
<td>cell #8</td>
<td>0.43</td>
<td>6.51</td>
</tr>
</tbody>
</table>

prognostics approaches demonstrate that the coefficients fitting strategies that rely on tighter bounds (1 coefficient and 5% bounded) tend to provide RUL estimations closer to the training sets, as would be expected. In contrast, fitting strategies that are loosely bounded to the training sets (2 coefficients and 50% bounded) demonstrate a high level of noise until a sufficient number of observations become available. Thereafter, these fitting strategies demonstrate that they are capable of accurately predicting the RULs of cells that vary widely from their respective training sets, and this feature is seen in the prediction results on cells #6, 7 and 8. Overall, the capacity-based prognostics approach possesses a high level of overestimation in the early stages of a cell’s life cycle. This is caused by the inability of the capacity-based prognostics approach to reproduce the highly nonlinear portion of the cells capacity fade in its early stages, as shown in figure E.6. After a sufficient number of observations are obtained the capacity-based RUL predictions converge onto the real data set after a sufficient number of observations come online. The number of observations needed is a function of the level of disagreement between the testing data set and its training set. The higher the level of disagreement, the more observations that are needed before the predicted RUL converges onto the true RUL. The RUL predicted by the mechanistic prognostics approach is characterized by having a high level of chaotic noise in the early stages of life and converging onto the cells’ true RULs quicker than that by the capacity-based approach. The capability of the RUL estimated using the mechanistic approach to converge onto the cells’ true RULs quicker than the capacity-based prognostics approach, for cells that diverge greatly from their training sets, is a marked improvement over the capacity-based prognostics approach. Again, cells #6, 7 and 8 show the difference between the capacity-based (figure E.8(a)) and mechanistic (figure E.8(b)) approaches in the prediction of a cell’s RUL for the case where the cell’s true capacities greatly differ from those of its training set.
A further exploration of the RUL predictions is presented in Table E.1. It lists the error measured as the root mean square error (RMSE) between each cell’s predicted RUL and its true RUL for each charge cycle excluding the first 25 charge-discharge cycles. The first 25 charge-discharge cycles were ignored because these exhibited a high level of noise in both cases. Table E.1 lists results for all the model fitting strategies investigated, including the dynamic bounds that are discussed later in this section. Results were obtained by running each cell five times, with the noise levels defined in section E.2.2, and taking the average of all the runs. This was done to obtain an accurate representation of the prognostics ability of each fitting strategy. The level of improvement for the mechanistic prognostics approach over that of the capacity-based prognostics approach is listed in Table E.2. These values were calculated by subtracting the mechanistic error results from the capacity-based results for each cell and fitting strategy investigated. Therefore, a positive number is associated with an improvement in RUL prediction accuracy while a negative number is associated with a decrease in the RUL prediction accuracy for that particular cell and fitting strategy. For clarity, the negative numbers are all highlighted in Table E.2. Ignoring the unbounded coefficient fitting strategy, that already possessed a high level of prediction error, the mechanistic approach demonstrated an improvement over the capacity-based approach 97.5% of the time. In only two cases did the capacity-based prognostics approach outperform the mechanistic prognostics approach, however, these improvements were small and only achieved on cell cases that had a relatively strong agreement between its real capacities and those of its training set.

E.4.2 Dynamic bounds

Here, the concept of dynamic bounds is inspected. First a series of tests were performed to validate the performance of the three sets of previously proposed dynamic bounds, as shown in figure E.4(b), at various final bound levels. Figure E.10(a) shows the error results, again quantified as the RMSE for the charge-discharge cycles excluding the first 25 cycles. For both the capacity-based and mechanistic prognostics approaches, the exponential control equation for increasing the dynamic bounds demonstrated the most usable prognostics results. Here, usability is defined in terms of a RUL prediction that can be accurately used by a BMS to properly manage loads and/or schedule cell replacement. The high usability of the exponential control equation for the dynamic bounds is to be expected as it forces the model to rely heavily on the training set in the early stages and then quickly, in the later stages, switches to allow the RUL to be predicted using the online data. For low levels of the final dynamic bound value, the linear and logarithmic control equations were found to provide a low level of error. This low level of noise was mainly due to their capability to minimize the error in the early stages of a cell’s life cycle rather than minimizing error in the later portions of the cells life, as desired. Also, the linear and logarithmic control equations experience a relatively small range where these equations are at their minimum error values when compared to the exponential control equation.
Figure E.9 RUL results using a final dynamic bound value of 500% for the: (a) capacity-based prognostics approach; and (b) mechanistic prognostics approach.
Therefore, it can be stated that the exponential control equation is better suited to providing reliable and repeatable prognostic results due to its capability to improve predictions over the cells entire life cycle and the simplicity in choosing a final bounded value.

Figure E.9 presents the RUL predictions by the capacity-based and mechanistic prognostics approaches. While in certain conditions the RULs predicted with the dynamic bounds controlled with the linear or logarithmic equation converged onto the true RULs sooner, these predictions always possessed a higher level of noise than the predictions obtained with the dynamic bounds using the exponential growth equation. This noise, while not detrimental to prognostics in the later stages of a cell’s life, adds a level of uncertainty that may be unacceptable in cases where accurate RUL prediction is needed by BMSs to properly manage loads and/or schedule replacement. In comparison, the dynamic bounds controlled with the exponential growth equation demonstrate a low level of noise in the early stages of the prognostics, therefore, resulting in a nice clean RUL prediction as presented in figure E.9. Of particular interests are the RUL predictions of the dynamic bounds controlled by the exponential growth equation for the battery cells that strongly disagree with their training sets (cells #6, 7 and 8). Here, RUL calculated using the dynamic bounds method with the exponential growth equation starts out by following the training sets, then as more online observations become available the predicted RULs start to converge onto the cell’s true RULs. This feature is observed in figure E.9(b) for cell #6 and 7 where the dynamic bounds method with the exponential growth equation provides the RUL predictions with the least amount of noise and is capable of accurately predicting the cells’ end-of-life conditions. Furthermore, as the training set of a cell starts to diverge more from the cell’s real condition (e.g. cell #8), the RUL prediction made with the exponential growth equation starts to require a higher level of online observations to accurately predict the cell’s RUL. It should be noted that for cell #8, the RULs predicted by the linear and logarithmic control equations converge onto the true RULs quicker than those by the exponential. However, their high level of uncertainty in the early stages makes their predictions less reliable from a load management or cell replacement point of view. The special case of cells that vary greatly from their training sets and the optimum methods for their prognostics is beyond the scope of this introductory study.

E.4.3 Robustness to noise

To evaluate the robustness of the prognostics approaches presented here with respect to noise, an estimated noise signature for the on-board estimation of the degradation parameters is assumed, amplified, and added to the degradation parameter estimates as scalar multiples of the originally estimated noise. These results are presented in figure E.10(b-c) for a few selected model fitting strategies with figure E.10(b) and (c) showing the results of the capacity-based
Figure E.10 Numerical investigations in terms of: (a) RUL prediction errors for the three dynamic bound equations, for capacity-based and mechanistic prognostics inspected for a final bound value ranging from 1-500%; (b) noise robustness for the capacity-based approach; and (c) noise robustness for the mechanistic prognostics approach.
and mechanistic approaches, respectively. Again, the error results are calculated as the RMSE for the charge-discharge cycles after ignoring the first 25 cycles. While some model fitting strategies demonstrate the majority of their errors in the early stages of development, this whole cycle error calculation approach allows for an accurate representation and comparison of each fitting strategy over the entire data set. As demonstrated in figure E.10(b-c), the addition of higher levels of noise to the on-board parameter estimation is not highly detrimental to the mechanistic approach to battery prognostics. Moreover, when comparing the mechanistic approach with the capacity-based approach, the mechanistic approach tends to provide a more stable error, and therefore, a more stable prognostics response. This is demonstrated by the more linear trend of the error for any given fitting strategy. The dynamically bounded mechanistic approach controlled by the exponential equation was found to possess an excellent ability to function in the various noise levels investigated.

E.4.4 Algorithm performance

The newly proposed mechanistic prognostics approach requires the more data and computational resources than that of the classical capacity-based prognostics approach, as annotated in figure E.2. To quantify the increase in resources required, the computational time and memory required to solve a signal prognostics analysis for each of the eight cells under consideration was analyzed and is presented in Table E.3. These results were obtained for both prognostic methods at 100 charge-discharge cycles using the NLLS algorithm with 50% static bounds. The prognostic results for these cases are presented in figure E.6(c) and (f). On average, the mechanistic prognostic approach required 13.3 time more computational time (running on a single thread of a 3.4 GHz Intel 4770) and 1.14 times more peak memory than the classical capacity-based prognostics approach using the same NLLS algorithm. No great variation in computational requirements were detected when different bounds were applied to the NLLS algorithm. Therefore, for brevity, these results are omitted.

E.5 Conclusion

This paper proposed a novel mechanistic approach to battery prognostics that achieves remaining useful life (RUL) prediction of a battery cell through tracking its degradation parameters and estimating the cell’s capacity through the use of a half-cell model. In this physics-based approach, each degradation parameter is fitted to a mathematical model through the use of a non-linear least squares (NLLS) solver. In addition to the newly proposed mechanistic approach, this work also expands upon the use of NLLS for battery prognostics through the introduction of dynamic bounds. This is achieved through limiting the model coefficients solved for by NLLS to within a predefined percentage of
the coefficient used in fitting the training data set, the predefined percentage is then allowed to increase as the cell progresses through its life cycle. This increase is controlled by a predefined function, here, an exponential function was shown to provide the best results in terms of usable and stable RUL predictions. The mechanistic approach was demonstrated, through simulated data, to provide a marked improvement over a traditional capacity-based prognostics approach. When used in combination with the dynamic bounds for the NLLS solver, the mechanistic prognostics approach was demonstrated to be a reliable prognostics tool with a low level of uncertainty throughout the entire life of a cell. This low level of uncertainty was achieved through the RUL predictions being closely tied to the cells training set in the early stages and then being allowed to converge onto the cell’s true RULs as more online observations become available. In addition to the low levels of uncertainty achieved with the mechanistic approach using dynamic bounds, this approach is also capable of providing accurate RUL predictions for cells whose trends of degradation differ significantly from those of their training sets.

The mechanistic prognostics approach introduced here provides the necessary framework needed to advance the state-of-the-art in battery prognostics from the current capacity-based approaches to physics-based approaches. This advance in battery prognostics can be leveraged to equip existing battery management systems (BMSs) with the capability to explicitly consider the coupling effects of the major degradation mechanisms on battery degradation and RUL prediction. The tracking of the degradation parameters could be expanded through the use of various other model-based approaches already used for capacity-based prognostics of battery cells. These include Kalman filters, support vector machine, and particle filters to name a few. Additionally, the estimation of cell capacity from the extrapolated degradation parameters, here done with an analytical half-cell model, could be enhanced through the use of a more advanced model (e.g. a reduced-order electrochemical model). Finally, an experimental validation of the mechanistic prognostics approach is currently being performed in the authors’ group by running long-term aging tests on commercial Li-ion cells with a high-precision charger.
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