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Figure 6.4: Jet multiplicity for all jets and jets which pass the JVT cut in each sample (from left

to right, top to bottom, W → eν, W → µν, Z → ee, and Z → µµ). The JVT cut removes a large

fraction of pileup jets, enabling an estimate of the fraction of pileup jets in each jet multiplicity

bin.
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Figure 6.5: The measured CR jet fake probability as a function of ET for W → eν+jets (left)

and W → µν+jets (right) events with different pileup µ slices. At larger pileup µ the CR jet rate

decreases (as jet multiplicity increases). The µ < 18 bin has an average jet multiplicity of 2.0,

18 < µ < 25 events have an average jet multiplicity of 2.4, 25 < µ < 32 has 2.8, and µ > 32 has

3.2. The colored bands are statistical uncertainty only.
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Figure 6.6: The logRatio of all jets in the W → eν (left) and W → µν (right) channels, normalized

to the same number of entries. Note the very slight shift in the distributions - at higher pileup µ the

logRatio distribution decreases. The log scale better shows the effect in the tail of the distribution,

while the linear scaled plots better show that the peak of the distribution is shifted. The dashed

gray vertical line indicates the position of the cut made on this variable.
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Figure 6.7: The CR jet probability in signal MC events in which an LLP decay happens well within

the tracker for the electron channel (left) and the muon channel (right). Even in MC the effect of

increased pileup in events is observed to shift the probability.
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Figure 6.8: Here the estimated number of CR jets in the Z + jets region in the electron and muon

channel combined, based on measurements in the W + jets region is shown, both with and without

parameterization by jet multiplicity.
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6.3 Parton Flavor Dependence

The Run I CalRatio paper [13] found a correlation which implied that different partons (i.e.

gluon or quark) have different probabilities of producing CalRatio jets (based on their charge and

subsequent probability of producing tracks). A comparison of the quark/gluon content in W and

Z associated jets is important in order to understand how similar the CalRatio jet probability in

the W sample is to the probability in the signal region. This was observed in MC generated events

using the relative cross-section of the 2 → 2 hard process X+g and X+q processes. There is an

≈ 1% statistical error as only 5000 events were generated. The results (summarized in Table 6.1)

show that the W and Z samples should have comparable production of gluon and quark jets.

Table 6.1: The fraction of Pythia8 generated events which produced gluons and quarks in addition

to the W or Z boson.

X+q X+g

W + jets 0.726 0.274

Z + jets 0.729 0.271

This comparison produced from MC generated events doesn’t include the possible contribution

from QCD multijets - which is a source of discrepancy between the W and Z regions in data. QCD

jets are largely from gluons[18] in the region below 500GeV. There are known differences between

gluon and quark initiated jets which have been used to determine a level of discriminating power

between the two [21]. Gluon initiated jets tend to have a larger track multiplicity, with 60% of

gluon jets with 100GeV < pT < 200GeV have ntrks > 10 while only 20% of quark initiated jets

pass the same selection, shown by Fig 6.9. The track multiplicity distributions of all jets with

ET > 40GeV are shown in Figure 6.10

The dependence of the CR jet probability on the parton which initiates the jet can be further

checked through comparison of the W → eν and W → µν channels (which have significantly

differing quantities of QCD background, measured in section 5.4.1). As shown in Fig 6.11 the CR

jet probabilities in the electron and muon channels are relatively consistent, despite the differing

parton content. For this analysis the central value of the CR jet probability is determined from the
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Figure 6.9: Distribution of the jet reconstructed track multiplicity (ntrk) in different pT ranges

with the Pythia 8 generator using the A14 tune, the NNPDF2.3 PDF set, and processes with a full

simulation of the ATLAS detector. Jets must be fully within the tracking acceptance (|η| < 2.1)

and tracks are required to have pT > 500MeV and pass additional quality criteria [21].
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Figure 6.10: The track multiplicity of jets with ET > 40GeV in Z events compared to W events

for the electron (left) and muon (right) channels. The similar shape of the distributions indicate a

similar composition of jet-initiating partons.
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Figure 6.11: The CR jet estimate as a function of CR jet ET in the Z + Jets region is shown here

as made using the W → eν channel (red) and W → µν channel (blue). The muon channel has

significantly less QCD multijets background and is thus taken to be more similar to the Z + Jets

region than the electron channel. The difference between the channels is taken as an additional

systematic uncertainty on the estimate.

W → µν channel while the difference between it and the W → eν channel is taken as an additional

systematic uncertainty on the estimate.

These data seem to suggest that the dependence of the CR jet fake probability on the initiating

parton of the jets can introduce a small effect when comparing the W+jets and Z+jets samples,

and we can take the effect as an additional systematic.

6.4 CR Jets in the Control Sample

An accurate simulation of the background sources of the CR jets is very difficult. However the

probability for a jet to be identified as a CR jet can be measured using W+jets data, referred as

the CR jet fake probability hereafter. The reconstruction of the W+jets sample is described in



74

Sec. 5.4. The fake probability (fCR) is defined as

fCR =
NCRjet

Njet
, (6.1)

where Njet is the total number of the selected jets in the W+jets sample and NCRjet is the total

number of selected jets that can be identified as the CR jets in the same sample. The fake probability

is measured as a function of jet ET and η, shown in Fig 6.1.

The total number of CR jets in the W+Jets control region for each ET cut is listed in Table 6.2.

The corresponding estimates for the number of CR jets in the Z + Jets signal region and their

uncertainty are summarized in Table 6.3.

Table 6.2: The total number of CR jets in the W → `ν control region at 3 different ET cuts.

ET > 40GeV ET > 60GeV ET > 80GeV

Number of CR Jets (W → eν) 982 189 63

Number of CR Jets (W → µν) 1030 186 71

Number of CR Jets (Total) 2012 375 134

All Jets (W → eν) 3.25× 107 1.46× 107 0.82× 107

All Jets (W → µν) 3.06× 107 1.32× 107 0.73× 107

All Jets (Total) 6.30× 107 2.78× 107 1.55× 107

Average Probability 3.19× 10−5 1.35× 10−6 8.65× 10−6

6.5 Expected Background in Signal Sample

The expected number of background events in the pp→ ZZd search is determined by reweighing

the observed inclusive Z+jets events using the measured CR jet fake probability from the control

region. For each event with N associated jets (j1,j2 ... jN ), the probability for such an event to be

identified as a pp→ ZZd candidate is

P (ji∈N ) = 1−
∏
i∈N

[
1− fCR(EiT , η

i)
]

(6.2)

where fCR(EiT, η
i) is the CR jet probability for the jet ji as measured in the W+jets sample (as

a function of ET and η). The sum of the probability P for all the selected Z+jets events is the

expected background number of the pp→ ZZd candidates. Given that fCR << 1 at all ET and η,
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the probability of obtaining an event with more than one CR jet is extremely small. There were

no events in the W + Jets data with more than 1 CR jet.

The sum of the probability P for all the selected Z+jets events is the expected number of

background events in the signal sample. The results are summarized in Table 6.3.

Table 6.3: The number of expected background events in Z → `+`− +jets based on the rate of

CR jets in the W → `ν control region, including the corresponding systematic uncertainty. The

number is shown for each ET cut used.

ET Cut [GeV] Nexpected

40 174.5± 22.0

60 33.0± 5.0

80 13.2± 2.8

6.6 Contamination of Control Region

A soft or poorly reconstructed lepton from a Z → `+`− decay (or one which traverses an area of

the detector which doesn’t result in proper reconstruction) will result in a signal event entering the

control region. This in turn implies that any background estimate determined in the control region

necessarily includes some fraction of signal events which will decrease our ability to distinguish

signal from background. It is thus necessary to determine how much such contamination will affect

our results.

To estimate the number of signal events which would enter the control region we can utilize

Z → `` background MC. It was observed that for every 5 Z → `` events in the signal region

(passing the Z reconstruction criteria) 1 event is expected in the control region. However the cross

section of the W boson decays to leptons is considerably larger than that of the Z. As shown in

Fig 5.2, only ≈ 2% of the control region is expected to be Z → `` background. Given this and the

large number of CR jets in the control region (see Table 6.2) the effect from any signal event in the

control region will be small.
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If X events are found in the signal region in excess of the background estimate, then ≈ X/5

events should be expected in the control region. This number needs to then be subtracted from

the total number of CR jets in the control region. The W+jets control sample has relatively large

statistics (as indicated in Table 6.2) so this effect is guaranteed to be small.

For example, if 270 CR jets are found in the signal region with ET > 40GeV (an excess of ≈ 100

events over the expected background from Table 6.3), then it can be assumed that ≈ 20 CR jets

in the control region originate from this signal. With 2010 CR jets total in the control region this

would change the CR jet probability (and therefore the background estimate) by a factor of only

≈ 1%.

6.7 Validation in Z Sideband Region

It is useful to validate this background estimation procedure in another region. Using the CR

jet fake probability measurement from the control sample the number of expected CR jets in a Z

”sideband” region can be determined. The sideband region is defined by events with a dilepton

invariant mass of 30GeV < mll < 55GeV , well outside the mass window of the SM Z boson. The

available sideband regions are shown in Fig 6.12. The region selected was chosen to minimize the

amount of true Z → `` background (which could contain signal events). The results are roughly

consistent (shown in Table 6.4 and Fig 6.13) but due to a lack of statistics this validation is not

conclusive.

6.7.0.1 Trackful CR Jet Validation Region

An additional validation region was selected in which one CR jet cut was reversed but kept as

close as possible to the signal region. These jets are called ”Trackful” CR jets and are defined using

the jet definition from Section 4.3 in addition to :

• JetET > 40GeV

• log10(1−EMF
EMF ) > 1.2
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Figure 6.12: The Z Sideband region (66GeV > mll > 116GeV ). To reduce contamination from Z

→ `+`− events only the region 30GeV < mll < 55GeV was used for validation.
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Figure 6.13: The total number of events with at least one CR jet in the sideband validation region

at 3 different ET cuts (binned exclusively) for the Z → ee (left) and Z → µµ (right) channels. The

expected number of events at each cut is predicted by the rate measured in the W+jets control

region. The uncertainty on the estimate originating from the statistics in the control region is

shown as a solid band while the additional systematic uncertainties are shown as the shaded band.
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Table 6.4: The total number of events containing at least one CR jet in the sideband validation

regions at 3 different ET cuts (binned inclusively). The expected number of jets at each cut is

predicted by the rate measured in the W+jets control region and is shown with the corresponding

systematic uncertainty. The Poisson probability of making the measurement (given the uncertainty

on the mean value) is shown.

ET > 40GeV ET > 60GeV ET > 80GeV

Jets in sideband (Z → e+e−) 4.38× 104 2.82× 104 1.81× 104

Jets in sideband (Z → µ+µ−) 4.55× 104 2.87× 104 1.82× 104

Total Jets in sideband 8.93× 104 5.69× 104 3.63× 104

Expected CR Jet events in sideband (Z → e+e−) 1.08± 0.12 0.36± 0.05 0.17± 0.04

Expected CR Jet events in sideband (Z → µ+µ−) 1.16± 0.12 0.38± 0.05 0.17± 0.04

Total Expected CR Jet events in sideband 2.24± 0.24 0.74± 0.10 0.34± 0.08

Observed CR Jet events in sideband (Z → e+e−) 1 1 0

Observed CR Jet events in sideband (Z → µ+µ−) 0 0 0

Total Observed CR Jet events in sideband 1 1 0

Ppoisson 16.8%− 27.07% 27.6%− 33.8% 65.7%− 77.1%

• There is at least 3 tracks with pT > 1GeV associated with the jet.

• −3ns < Jet Timing < 15ns

The track multiplicity cut was selected to avoid signal contamination (see Fig 4.7).

Using this definition the rate of trackful CR jets is measured in the W + jets data (Fig 6.15)

and used to determine an estimate for the number of trackful CR jets in the Z + jets data, and

then compared to the measured number of trackful CR jets in Z + jets data. Only baseline jets

with nTrks > 2 are included in the denominator of this calculation. In the W+Jets control sample

not a single event contained more than 1 trackful CR jet. Results of this validation are shown in

Fig 6.16.

The estimate from the W + Jets region appears to underestimate the corresponding number

of jets in the Z + Jets region. To correct the region a normalizing scale factor was determined

(1.24 ± 0.11) and used to shift the estimate. The uncertainty on this scale factor was used as an

additional systematic uncertainty. The results are shown in Fig 6.16 and Table 6.5.
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Figure 6.14: The track multiplicity of jets in the W+Jets data compared to those in the Z+Jets

data (normalized to one another) passing all selection criteria other than the cut on track multi-

plicity. Bins below nTrks > 2 in the Z+Jets data are excluded as they may contain non-negligible

contamination from signal.
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Figure 6.15: The trackful CR jet rate as a function of the jet ET cut for different jet multiplicities in

the electron channel (left) and the muon channel (right). Note the different behavior as a function

of ET compared to the CR jet rate compared to Fig 6.3.
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Figure 6.16: The total number of events containing at least one trackful CR jet in the validation re-

gion at 3 different values of jet ET before (left) and after (right) application of the normalizing scale

factor 1.239± 0.111 (binned exclusively). The expected number of events at each cut is predicted

by the rate measured in the W+jets control region. The uncertainty originating from statistics in

the control region is indicated by the solid band while the additional systematic uncertainties are

indicated by the shaded band. (It should be noted that the x-axis here represents the bin and not

the cut, so events in the 40 GeV bin do not contain events from 60 GeVand 80 GeVand so-on)
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Table 6.5: The total number of events containing at least one trackful CR jet in the validation

region at 3 different ET cuts (binned inclusively). The expected number of events at each cut

is predicted by the rate measured in the W+jets control region is shown with the corresponding

normalizing shift and systematic uncertainty.

40GeV 60GeV 80GeV

Total Trackful CR Jets in W Control Region 7055 3759 2171

Expected Trackful CR Jet Events Before Shift (Z → ee) 245.6± 35.1 136.5± 23.8 81.3± 18.5

Expected Trackful CR Jet Events Before Shift (Z → µµ) 249.1± 35.1 134.1± 23.1 77.8± 17.7

Total Expected Trackful CR Jet Events Before Shift 494.7± 70.2 270.6± 46.9 159.1± 36.2

Expected Trackful CR Jet Events (Z → ee) 304.4± 46.7 169.1± 29.4 100.7± 20.9

Expected Trackful CR Jet Events (Z → µµ) 308.7± 46.9 166.2± 28.6 96.4± 20.0

Total Expected Trackful CR Jet Events 613.0± 93.5 335.3± 58.0 197.1± 40.9

Observed Trackful CR Jet Events (Z → ee) 292 154 96

Observed Trackful CR Jet Events (Z → µµ) 321 179 116

Total Observed Trackful CR Jet Events 613 333 212
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CHAPTER 7. RESULTS

The total number of events containing at least one CR jet are summarized in Table 7.1 and

Fig 7.1 alongside the expected values. No excess over the expected background is observed.

Table 7.1: The total number of events with at least one CR jet in the signal region at 3 different

ET cuts. The expected number of events is predicted by the rate measured in the W+jets control

region and shown with the corresponding shift and total systematic uncertainty.

40GeV 60GeV 80GeV

Expected CR Jet Events Before Shift (Z → ee) 67.9± 6.6 13.2± 1.8 5.4± 1.3

Expected CR Jet Events Before Shift (Z → µµ) 72.9± 7.0 13.4± 1.8 5.2± 1.2

Total Expected CR Jet Events Before Shift 140.8± 13.7 26.6± 3.6 10.6± 2.5

Expected CR Jet Events (Z → ee) 84.1± 10.6 16.4± 2.5 6.7± 1.4

Expected CR Jet Events (Z → µµ) 90.4± 11.4 16.6± 2.5 6.5± 1.4

Total Expected CR Jet Events 174.5± 22.0 33.0± 5.0 13.2± 2.8

Observed CR Jet Events (Z → ee) 81 20 10

Observed CR Jet Events (Z → µµ) 77 15 6

Total Observed CR Jet Events 158 35 16
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Figure 7.1: The total number of events with at least one CR jet in the signal region at 3 different

ET cuts (binned exclusively) for the Z → ee (left) and Z → µµ (right). The expected number of

events at each cut is predicted by the rate measured in the W+jets control region. Uncertainty

due to statistics in the control region are shown as a solid band while the shaded band corresponds

to the additional systematic uncertainties on the estimate as described in Sec 8.1
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CHAPTER 8. SYSTEMATICS

The background estimation is completely data-driven and therefore the only source of systematic

error is the difference in the CR jet probability at different jet multiplicities (see Sec 8.1). Additional

systematics affect the signal MC and enter into the calculation of the sensitivity and limits and are

described in the summary at the end of this section.

8.1 CR Jet Probability

As noted in Section 6.4, the statistical uncertainty on the measurement of the CR jet probability

is treated as a systematic uncertainty. A systematic is applied to account for the difference in QCD

contamination of the W → eν and W → µν channels which also adds an additional systematic

uncertainty. Additionally a scale factor and corresponding uncertainty of 1.239 ± 0.111 is applied

to the estimate from the W region to better match the data in the Z validation region (described in

Section 6.7.0.1). The total uncertainty on our background estimation is shown in Table 6.3. This

systematic varies from 12% for the ET > 40GeV cut to 21% for the ET > 80GeV cut.

This systematic is the only one which affects the background estimate as described in Section 6.

8.2 Jet Energy Scale (JES)

The uncertainty associated with the Jet Energy Scale (JES) is provided by the JetCalibTools

package. The recommended procedure from Moriond2017 defined in is followed: the effect of the

JES variation is compared to the nominal scale for each of four reduced uncertainty sets (the

full uncertainty set contains about 100 different uncertainties). The fact that the differences with

respect to the nominal yield are similar in all the configurations indicates that the analysis is not

sensitive to jet correlations. Hence, the difference given by the first set of parameters is taken as
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the systematic uncertainty on the Jet Energy Scale. The average of this systematic for each sample

is summarized in Table 8.1.

The jets used in this analysis have a low EMF, however the standard JES systematics are

determined using mostly high EMF jets. A lepton jets analysis[30] followed the strategy used

in the in situ jet pseudorapidity intercalibration analysis but evaluating the jet energy correction

as a function of jet EMF. The relative jet calorimeter response was measured by balancing the

transverse momenta of dijets in cleanly selected events from 2015 data. The systematic uncertainty

is obtained by comparing the asymmetry in data to the balance in MC.

This systematic only meaningfully affects the samples with mΦ = 125GeV, the largest value

being ≈ 8%.

8.3 Jet Energy Resolution (JER)

The jet energy resolution is measured in dijets data using the tag-and-probe method (see Ap-

pendix C for details). The uncertainty associated with the jet energy resolution (JER) is determined

by the application of the standard JERTool from the JetResolution package. It enters the calcula-

tion through the CR jet reconstruction efficiency and the extrapolation of that efficiency to other

particle lifetimes. This systematic is the second largest systematic for low-mass samples becoming

much less significant for the high-mass samples, summarized in Table 8.1.

8.4 Pileup Reweighting

The PileupReweightingTool provides an event pileup weight as a function of µ that makes the

µ distribution of the MC match that of the data sample. The number of reconstructed vertices is

directly related to how much pileup there was in a given event. Studies comparing the number of

vertices in data and MC for the same µ have shown a mismodelling in MC that has to be corrected

using a scale factor for µ between data and MC. The standard recommendation for this scale factor,

1.16+0.07
−0.16, is applied. The nominal value, 1.16, is applied to get the nominal pileup weight. The

variation of the scale factors by the errors give variations for the pileup weight used to determine
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the systematic uncertainties associated with pileup. The uncertainties in the final yields given by

this tool are quoted in Table 8.1 for all signal MC samples.

This systematic varies from ≈ 19% for the low mass samples to ≈ 5% for the high mass samples

and is therefore one of the most significant systematics affecting the limits.

8.5 Luminosity

The uncertainty in the integrated luminosity is 2.1%. It is derived following a methodology

detailed in [9] from a calibration of the luminosity scale using x-y beam-separation scans performed

in August 2015 and May 2016.

8.6 Electrons

References for the measurement of lepton trigger systematics can be found in Section 4.1. It

contains the systematic and statistical error on the trigger SF respectively.

Reconstruction (Reco) and identification (ID) efficiency and its systematic uncertainties are

provided by the AsgElectronEfficiencyCorrectionTool. The electron efficiency scale factors have

been calculated using the full data of 2015 and 2016 from J/ψ and Z measurements at low and high

pT respectively (using a tag and probe method). The ID efficiency scale factor includes the combined

cuts of impact parameter significance and on |z0sinθ| and is available from pT > 7GeV. The

isolation efficiency scale factor is also provided. For the current recommendation, scale factors for

pT > 150GeV are unity due to lack of statistics to measure the scale factors. Therefore a systematic

uncertainty of additional ±2% is assigned for leptons above 150GeV. Three independent systematic

sources are considered : the ID efficiency, reconstruction efficiency, and isolation efficiency.

Energy scale and resolution systematic uncertainties have been considered, however these are

not dominant systematic sources. This analysis is very weakly sensitive to the electron energy scale

and resolution.

All of the aforementioned electron systematics result in variations < 0.1% and are thus negligible

compared to the other known sources.
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8.7 Muons

For the muons, the trigger tool returns two components : the systematics error and the statistical

error on the trigger SF. Systematics are obtained by a variation of ±1σ of these errors.

Reconstruction, isolation and track-to-vertex association (d0 significance and z0sinθ) scale fac-

tors are calculated using Z → µµ and J/ψ → µµ (tag and probe) events in the full data of 2015,

which corresponds to 3.2fb−1. Due to the fact that the J/ψ measurement is valid below 15GeV and

the Z measurements are more accurate above 15GeV, separate systematic uncertainties are used

in the low-pT and high-pT regions (below/above 15GeV). This analysis relies only on those made

from the Z measurement.

The isolation scale factor and its systematic uncertainties are supported in the range of 10GeV <

pT < 500GeV. The scale factor of the combined cuts on the impact parameter significance and the

|z0sinθ| are also provided.

All muon associated systematic uncertainties have an effect < 0.1% and are thus negligible

compared to the other known sources.

8.8 PDF Uncertainty

The parton density function (PDF) of the proton is an essential component of Monte Carlo sim-

ulations. The PDF is determined using cross-section data through a number of different approaches

[2, 41, 22]. The differences between these PDFs is used as an additional systematic uncertainty.

The PDF4LHC recommendations for determining the PDF uncertainty are followed. Rather

than generating events with different PDFs the existing events are reweighted to approximate how

they would appear if generated with the different weights.

w =
PDFnew(x1, f1, Q)× PDFnew(x2, f2, Q)

PDFold(x1, f1, Q)× PDFold(x2, f2, Q)
(8.1)

This reweighting calculation is performed by the LHAPDF tool [25].
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The MC samples for this analysis were generated using the NNPDF set [22]. The NNPDF

set does not provide a set of error PDFs. Instead of a central value and some error PDFs with

parameters varied they provide an ensemble of PDFs. This ensemble is made from fits to the

ensemble test on the input data. In that way they say that the best value is the mean of all the

ensembles and the uncertainty is the standard deviation of the weights from the mean. For all

signal MC samples this systematic uncertainty is 0.5%.

8.9 Lifetime Reweighting

The lifetime reweighting procedure described in Section 9.2.1 has a limited number of events

(particularly at long lifetimes) and thus the statistical uncertainty becomes significant at extremely

large and small reweighting values. This uncertainty is folded into the efficiencies as a function of

proper lifetime and shown in Figure 9.5. The uncertainty from this procedure increases to unity at

lifetimes below 1cm and above 100m. To reduce this uncertainty additional MC samples could be

generated at other lifetimes.

8.10 Summary

A breakdown of how each independent systematic affects the estimated limit is shown in Table ??

for a single signal MC sample. A summary of these systematics for each signal MC sample is in

Table 8.1. All systematics are listed for a lifetime of 1m.
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Table 8.1: The average of each systematic at a lifetime of 1m for each signal MC sample. The total

includes all sources of uncertainty, including the 2.1% uncertainty on the luminosity.

mΦ [GeV] mZd [GeV] Bkg Estimate JER JES lowEMF PU Total

125 5 12.61% 1.23% +3.50%
−3.84%

+4.4%
−9.1%

+14.66%
−15.97%

+20.18
−22.65%

125 10 12.61% 0.68% +2.76%
−3.63%

+4.4%
−9.1%

+19.34%
−13.07%

+23.77
−20.75%

125 15 12.61% 5.04% +2.95%
−2.06%

+4.8%
−4.2%

+10.38%
−13.30%

+18.12%
−19.06%

250 10 15.15% 0.43% +1.47%
−0.17% < 0.1% +4.71%

−6.36%
+16.08%
−16.57%

250 50 15.15% 0.14% +0.11%
−0.24% < 0.1% +5.64%

−6.44%
+16.30%
−16.60%

250 100 15.15% 0.07% +0.36%
−0.09% < 0.1% +4.24%

−5.26%
+15.88%
−16.17%

500 20 21.21% 0.06% +0.20%
−0.22% < 0.1% +4.88%

−3.76%
+21.87%
−21.64%

500 100 21.21% 0.08% +0.30
−0.25% < 0.1% +14.35%

−9.09%
+25.70%
−23.17%

500 200 21.21% 0.03% +0.15%
−0.27% < 0.1% +6.28%

−3.74%
+22.22%
−21.64%
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CHAPTER 9. LIMITS

With the background estimate made, it is possible to determine the experimental sensitivity

to our signal model. Limit setting is an important part of an experimental science. This analysis

determines these limits using the CLs method and extends the results to other lifetimes using a

reweighting technique, each outlined in detail in the following sections.

9.1 CLs Method

The CLs method is commonly used for setting upper limits (or exclusion limits) in high-energy

physics[51]. It is important to note that while this is referred to as a ”confidence level”, it is not

the same as the ”confidence interval” often used in statistics.

The method is neither purely frequentist nor Bayesian, instead its motivation is practical - it

seeks to modify the frequentist CLs+b to avoid false exclusions when the experiment is insensitive

to the signal. The CLs limit corresponds to the frequentist limits when the experiment is fully

sensitive, degrading in regions where an experiment is insensitive.

The Poisson distribution is an appropriate model in circumstances where the occurrence of

one event doesn’t affect the probability of another, the rate of occurrence is a constant, and the

number of events is an integer. For a simple single-bin counting experiment (which was used for

this analysis) these are all guaranteed and thus we can assume a Poissonian probability density

function (pdf) of

P (Nobs, Nmean) =

Nobs∑
k=0

e−Nmean
Nk
mean

k!
(9.1)

Using this pdf, we can assume that in an experiment where we observe Nobs events, expect Nbkg

background events and µ×Nsig signal events, we can compute the quantities
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CLb = P (Nobs, Nbkg) (the probability to obtain a result less compatible with the signal than

the observed one in the background-only hypothesis)

and

CLs+b = P (Nobs, Nbkg + µ×Nsig) (the probability to obtain a result less compatible with the

signal than the observed result, assuming the signal hypothesis)

The frequentist approach when setting limits would be to simply use the quantity CLs+b, and

in the case that Nbkg → 0 this works as CLs+b → CLs, however if Nbkg is large relative to Nsig

(which is to be expected in most experiments at ATLAS) then CLs+b will be large despite a poor

experiment.

The CLs method uses the ratio CLs =
CLs+b
CLb

< 1 − α where α is the desired confidence level

(usually 95%), to decrease the CL in regions where the experiment is insensitive.

One notable observation with this method is that if 0 events are observed, then any model

predicting less than 3 events at a 95% confidence level cannot be excluded, regardless of the amount

of expected background.

9.1.1 Example Calculation

For example, lets say that our background estimate tells us to expect 200 events (Nbkg = 200)

while our signal model predicts 10 events (Nsig = 10).

If we observe 202 events (Nobs = 202) then the probability of observing 202 events or fewer in

the null (background-only) hypothesis is given by CLb = P (202, 200) = 0.575 Furthermore, the

probability of observing 202 events or fewer in the signal+background hypothesis (using a signal

strength µ = 1) is given by CLs+b = P (202, 200 + 10) = 0.305.

These are then combined to obtain CLs =
CLs+b
CLb

= 0.530

To determine the exclusion limit on our signal we must modify the signal strength µ such that

CLs = 0.05 (i.e. we want to know the signal strength at which the probability of measuring the

signal+background hypothesis to be true and the background-only hypothesis to be false is less
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Figure 9.1: The value of CLs vs signal strength µ.

than 5%). To do this we run the calculation for several values of µ, as shown in Fig 9.1. The point

where the value of CLs reaches 0.05 corresponds to roughly µ = 3.1.

This tells us that at least µ×Nsig = 31 signal events must be present before the signal+background

hypothesis reaches a 95%, and thus with these results we cannot claim a discovery.

9.1.2 Inclusion of Systematic Uncertainty

In order to properly account for the effect of systematics on the limit determined by the CLs

method, a probability density function for each systematic needs to be included in the calculation.

These pdfs are generally assumed to be Gaussian, with the standard deviation σ corresponding to

the uncertainty of the measurement.

To produce the results of this calculation the Monte Carlo (MC) method is used, in which each

variable is given a random value determined by its pdf. As a larger number of ”toys” (generations)

are performed the results converge to the true distribution.

The single bin counting limits determined in this analysis were determined using the HistFitter

statistical framework which utilizes RooStats [48]. The exclusion limit for each jet ET cut and are

summarized in Table 9.1.
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Table 9.1: The number of signal events required to measure an excess with a 95% CL over back-

ground for different CR jet ET cuts.

ET Cut [GeV] Nsensitivity

40 50

60 18

80 13

9.2 Cross Section Limit

To use our CLs limit to determine a limit on the cross section of the signal model we first

need several efficiencies (detailed in Section 5.5.1), however these efficiencies are not constants as

a function of the proper lifetime of the Zd.

BR× σ(τ) =
N sensitive

95%CL

L × εZreco × εCRreco(τ)× εInHCal(τ)
(9.2)

9.2.1 Lifetime Reweighting

Setting any limits in a study with long-lived particles (LLPs) requires extending the results to

a wide range of lifetimes, however generating MC samples at several proper lifetimes is resource

intensive and in many cases inefficient. For this analysis particle decays are only caught if they

decay within the HCal (the barrel of which lies between 2.28m and 4.25m in radial distance from

the IP). If a sample is generated with a very short proper lifetime (say 10mm), then almost none

of the generated events will contain the objects of interest - decaying further inside the detector.

Similarly if a sample is generated with a very long proper lifetime (for instance 100m) then the

majority of particles will decay outside the detector - once more resulting in almost no objects of

interest.

To avoid spending precious computing resources a re-weighting procedure was devised to allow

results from a sample with one proper lifetime to be extended to a wide range of other proper

lifetimes. First a sample was generated at a proper lifetime of 1m (ensuring a significant portion of
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Figure 9.2: An exponential fit to the rest frame lifetime distribution of several signal MC samples.

The fit results has an uncertainty which is used as an additional systematic uncertainty on the

subsequent limits.

decays would occur in the HCal). Next, a plot of the rest frame lifetime of all LLPs in the sample

was produced and fitted with an exponential decay function (A1exp(− τ0
τ1

)) as shown in Figure 9.2.

The proper lifetime of the sample is defined as τ1 and thus the sample contains a total number of

events N events
1 =

∫∞
0 A1exp(− τ

τ1
)dτ = A1τ1.

Another proper lifetime, τ2 is now chosen. To maintain normalization the number of total

events (the integral of the function over all τ) is the same, N events
2 = N events

1 = A2τ2 and thus

an expression can be written for the weight required to shift the distribution to a new proper

lifetime τ2. Each event is assigned a new weight as a function of the rest frame lifetime of the LLP

w = A2
A1
exp(−( 1

τ2
− 1

τ1
)τ0). The results of this procedure are shown in Figure 9.4.

9.2.1.1 Acceptance in the HCal

Once a sample is re-weighted according to the rest frame lifetime, the proportion of LLPs

decaying within the HCal (those with 2.28m < Lxy < 4.25m) can be determined as a function of

proper lifetime. This acceptance is shown in Figure 2.12 for each of the signal MC samples. The

official MC production request was made with the proper lifetime corresponding to the peak of this

distribution.
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Figure 9.4: The transverse decay position of LLPs (Lxy) for a sample produced at 3 different proper

lifetimes (300mm, 600mm, and 3000mm). All samples are reweighted to 600mm and then compared

to ensure that the reweighting procedure is returning accurate results. The vertical lines correspond

to the HCal barrel (2.28m < Lxy < 4.25m). Rest frame lifetime is shown prior to reweighting (left)

and after reweighting (right).

9.2.1.2 Reconstruction Efficiencies

The Z and CR jet reconstruction efficiencies (detailed in Sections 5.5.1) are each re-evaluated

after all events have been reweighted. Each of these efficiencies show behavior as a function of

proper lifetime due to some underlying physics.

The CR jet reconstruction efficiency (shown in Figure 9.5) tends to decrease as a function

of proper lifetime. At extremely short lifetimes only the most boosted particles reach the HCal,

resulting in a bias towards higher ET LLPs which reach the HCal quickly (easily passing the jet

timing cut). This results in a higher CR jet reconstruction efficiency at shorter lifetimes. Similarly,

at longer lifetimes a bias is created toward lower ET LLPs which decay out-of-time with the event.

The result is a decreased CR jet reconstruction efficiency. This efficiency was determined as a

function of the proper lifetime for each sample, results are shown in Figure 9.5.

Prior to any jet selection, the Z reconstruction efficiency is independent of proper lifetime

(see Fig 9.6), however as explained above shorter lifetimes select higher ET CR jets whilst longer

lifetimes select lower ET CR jets. The momentum of the Z and the CR jet should always be in

balance, and so after CR jet selection is applied the Z reconstruction efficiency can also change as
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Figure 9.5: The CalRatio jet reconstruction efficiency as a function of proper lifetime for each

sample. The error bands shown are statistical and grow as a byproduct of the reweighting procedure.

This uncertainty is included as a systematic error wherever the lifetime reweighting is applied.
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a function of lifetime. The Z reconstruction efficiency is affected in a complex way : at lower ET

the leptons from the Z have less momentum and thus more likely to be lost, however they are also

more isolated and have better charge ID. As a result the shape of the Z reconstruction efficiency for

different samples are highly dependent on the pT spectrum of the Z in that sample. The resulting

Z reconstruction efficiency after CR jet selection is shown in Fig 9.7 for each signal MC sample.
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Figure 9.6: The Z reconstruction efficiency (prior to CR jet selection). As expected the efficiency

is independent of proper lifetime.

9.2.2 Observed Limits

Using Equation 9.2 we can combine the sensitivity (from Table 9.1) with the efficiencies as a

function of proper lifetime and produce the following plots of the observed cross-section limit of

the process H → ZZd.

Jets in the lower mass samples (mΦ = 125GeV) have much less energy than those in the higher

mass samples, which results in a smaller CR jet reconstruction efficiency (see Fig 9.5). These

samples are also more affected by the jet systematics described in Sec 8.3, 8.2.

Combining the CR reconstruction efficiency and the expected sensitivity allows the determina-

tion of which ET cut can provide the tightest limits for each MC sample. The cut choice was found

to be the same for each mediator mass mΦ and are summarized in Table 9.1.
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Figure 9.7: The Z reconstruction efficiency (after CR jet selection) for each MC Sample. The

efficiency remains flat as a function of proper lifetime (within uncertainty).
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Figure 9.8: The expected 95% CLs limit on σ × BR for Φ → ZZd at different mass points as a

function of the proper lifetime of the Zd, using the known cross section of the 125GeV Higgs (left).

The center and right plots correspond to the limit on σ for higher mass mediators. The increased

jet ET cut results in greater sensitivity in the high mass regions.

For proper lifetimes of cτ ≈ mm distances prompt searches are expected to place better limits

and in the region above 100m or so Emiss
T searches should have greater performance.

In addition, using the cross-section of the known SM Higgs at 125 GeV(48.5pb) allows limits to

be placed on the branching fraction for this process (shown in Figure 9.8).

9.2.2.1 High Mass Mediators

While the high mass samples are subject to increased uncertainty (primarily due to the decrease

in statistics in the control region at higher CR jet ET cuts) the decreased background results in

considerable additional sensitivity.

The limit on the cross section for a massive mediator Φ→ ZZd is shown in Figure ??.
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CHAPTER 10. CONCLUSION

A search for the decay of a heavy scalar mediator decaying to a single long-lived particle (recoiled

against a standard model Z) is presented. The analysis is based on 36.1fb−1 of pp collisions at

√
s = 13TeV collected in 2015 and 2016 with the ATLAS detector at the LHC.

No significant excess of events is observed over the background estimate, which has a systematic

uncertainty dominated by statistics in the control region and the effects of pileup reweighting. The

limits are set on the Zd for different proper lifetimes and masses.

The number of free parameters in models with long-lived particles currently makes model-

independent exclusions of the available dark-matter phase space impossible to make. However this

analysis is focused on specific signatures and thus the results can be reinterpreted for models when

desired.

There are a number of things to be better understood in future iterations of this analysis.

Multivariate analysis techniques could be used to improve signal efficiency (particularly for the

low mass samples). Further the need for the correction factor (specified in Sec 6.7) lacks a solid

explanation.
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APPENDIX A. DISPLACED HADRONIC JETS

In setting limits this analysis relies on an accurate simulation of how decays within the volume

of the HCal will unfold. Whether the simulation is done properly is not something that can be

tested easily (as any such SM decays are extremely rare).

Study of the signal MC samples indicate that decays within the volume of the HCal result in very

narrow jets. Jets originating from the center of the detector hadronize quickly, and the resulting

constituent particles spread apart in the distance before the calorimeters. Those originating from

within the detector volume aren’t given this opportunity to spread out, resulting in the majority

of the energy being collected in relatively few calorimeter cells. The width of these signal jets

compared to typical jets is shown in Fig A.1. The jet width was not selected as a discriminant due

to the fact that CR jets formed by detector effects also tend to originate from only a few cells, also

resulting in narrow jet widths.

 Jet Width

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

 N
u
m

b
e
r 

o
f 
J
e
ts

0

500

1000

1500

2000

2500

3000

310×

Data

ν e →W 

 tt 

Single Top


τ +

τ →Z 


 e+ e→Z 

Other MC

ATLAS Internal

1=13 TeV, 36.1 fbs

 Jet Width

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

 N
u
m

b
e
r 

o
f 
J
e
ts

0

500

1000

1500

2000

2500

3000

310×

ATLAS Internal

1=13 TeV, 36.1 fbs

Figure A.1: The jet width for all jets in the W → eν (left) and W → µν (right) compared to the

width of signal jets from decays within the volume of the HCal. Decays within the HCal result in

narrow jets, decreasing width with increasing energy.
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Jet reconstruction algorithms are all designed to (as accurately as possible) reconstruct jets

originating from the center of the detector. Jets originating from decays within the calorimeter

may not have their true energy reconstructed. This effect is indicated in Fig A.2 to be most

dominant at lower energies, where the reconstructed energy is regularly overestimated by a factor

of 50%.
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Figure A.2: A comparison of the truth particle energy to the energy of the matching reconstructed

jet. Lower energy samples (with mZd = 5, 10, 15GeV) are shown to have a poorly reconstructed

energy.

This mis-reconstructed energy is not expected to affect the limits set by this analysis at all, as

the mis-reconstruction shown here in simulation is expected to be an accurate representation of

how such jets would be reconstructed in the true detector. Similar detector simulations in Geant

are produced and studied for BIB (see Sec 6.1) which consist of jets being made from muons moving

longitudinally through the detector cells[53]. Such simulations have also been used by a number of

other analyses [13],[30],[55].
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APPENDIX B. VERTEX SELECTION

An event with a reconstructed W and a single CR jet in principle has only 1 track (associated

with the lepton). Given that the primary vertex (PV) is chosen by requiring at least 2 tracks with

the greatest sum pT squared there is some concern that the wrong PV may be chosen, resulting in

a very different measurement of the CR jet probability in W+1 Jet events. However, each vertex

actually has many low pT tracks which do not contribute to the primary analysis objects. The

number of these tracks in W+1 Jet events is shown in Figure B.1, and indicate that while the

objects of interest do not provide enough tracks, there are sufficient additional tracks to determine

the PV.
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Figure B.1: The total number of tracks associated with the primary vertex in W+1 Jet events.
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APPENDIX C. TAG AND PROBE TECHNIQUE

The tag and probe method is a typical means of measuring the efficiency and resolution of

detectors in particle physics experiments.

This procedure is demonstrated in Fig C.1. The process begins by identifying one lepton (called

the ’Tag’) which is required to pass some selection criteria. A second lepton is then searched for

(the ’Probe’) which must have the opposite charge but no other applied selection.

The invariant mass of the lepton pair is then calculated. Most of the lepton pairs at high pT

originate from decays of the Z boson and therefore the Z mass peak is quite prominent and virtually

all lepton pairs with an invariant mass within ≈ 25GeV of the Z are true Z events. Thus the fraction

of the ’probe’ leptons which pass selection gives a close approximation of the true efficiency of the

lepton selection.

This efficiency is measured as a function of both pT and η, as well as for a myriad of other

selection cuts. To cover lower energy leptons the J/ψ particle is used as it similarly has a prominent

dilepton mass peak at low energies. Such studies also model the background processes to ensure

that the number of true J/ψ and Z events are selected, rather than the approximation mentioned

above.

This procedure is also used to determine the energy resolution of different objects (leptons,

photons, jets, etc) within the detector, based on the principle that the momentum of all objects in

an event must be balanced (i.e. by observing the relative difference between the momentum of the

tag and the momentum of the probe).
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Figure C.1: An illustration of the Tag-And-Probe method, used for measuring the efficiency of

lepton reconstruction.


