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that were generated for the previous ranking criteria. 

This is accomplished by restarting the random number 

generator at precisely the same point anytime a different 

ranking criteria is selected. This results in the inter-

period project matrix being exactly the same for all the 

ranking criteria. 



CHAPTER IV. RESULTS TROM SIMULATION 

One of the objectives of this study is to investigate 

the relative desirability of capital budgeting ranking 

techniques under various operating conditions. In the 

simulation there are several input parameters that affect 

these conditions of the study, and many of these parameters 

have a large number of possible values. This results in 

an almost limitless number of feasible combinations. 

Each program execution requires between 80,-000 and 

300,000 statement executions per cycle, depending on the 

ranking method selected. The constraint of a finite 

computer budget makes it impossible to study all of the 

parameter combinations. Therefore, this study focuses 

on investigating the effect that some of the major input 

parameters have on the relative performance of the ranking 

methods = 

se-

ATCF2 = $600,000 
Length of simulation, M = S years 
Number of projects, N? = iO 
Number of mutually exclusive alternatives. KX = A  

2-0 y£s.2rs 
•DM = n r» 

"O "V-/̂  o 4- 1 4  ̂Ta c 0 ON -y 

"O O -VT 7  ̂ V* A WW ̂  / 
4 1 4 4-TT T'NTr^T\7 = 7, accept: 

Sigma = 0.0 
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Table 4-1 presents the results obtained by simulation 

performed with the above parameter values. Table 4-1 and 

all succeeding tables (unless otherwise noted) will present 

data that represent the average value obtained for five 

complete cycles. Both the net value in millions of dollars 

at the horizon date, and the rate of return realized on 

initial funds supplied the firm are given in this and most 

succeeding tables. 

Table 4-1. Results achieved through five cycles of 
simulation 

Rank by Net value 
in millions 

ROR 
realized 

AEX 

ASX/B 

PEX 

PEX/B 

"D n VT3 

$10.31 

10.53 

10.23 

10.52 

25.14^ 

25.52 

24.98 

25.34 

o o o 

Incr ROR 

. -Mr V /-o 

T3TrY/•« 

Incr PAYBACK 

1 1 1 A 

1 n QQ 

6.46 

25.94 

25.92 

25.66 

20.48 



Table 4-1 shows that the ranking methods do yield 

different results for the net value of the firm at the 

horizon date and for the rate of reLuin realized on initial 

funds supplied. Incr ROR, Incr AEX/B, and Incr PEX/B 

yield the highest net value and ROR. AEX/B and PEX/B 

are next, followed by AEX and PEX. PAYBACK and Incr 

PAYBACK do worse than any of the other methods except 

RANDOM. The ROR realized by the RANDOM ranking method, 

13.64%, is close to the mean ROR of the random generator, 

19.96%. 

ATCF - The External Funds 
Invested 

ATCFl and ATCF2, hereafter referred to as ATCF, 

represent the total funds invested in the firm and directly 

control the number of projects accepted for investment in 

pe:rr.;.oc3è one and Lwo. This in turn has a strong influence 

on determining the level of rationing encountered by the 

firm in later periods. 

Several values of ATCF were tried in the simulation to 

determine the resulting effect on the relative performance 

of the ranking methods. Table 4-2 presents the data ob­

tained by allowing ATCF to range from. $3,700,000 to 

$25,000. 

The data in Table ^-2 show thar at all ATCF levels. 



Table 4 - 2 ,  Net. value and ROR irealized at various ATCP levels 

T n r * y  l n r * T '  T n o y  T  n  y  
Al'Cl' A1ÎX AKX/B l=EX PEX/B PAYBACK RANDOM ^EX/B PEX/B I'AYBACK 

Net value 
$1/700/000 19,97 17. 87 20.10 17. 85 17. 31 15. 11 20. ,69 20. ,72 20. ,82 18 . 36 

C
O
 

o
 
o
 
o
 
c
 

17.59 15. 74 17.63 15. 79 14 . 51 12. 46 17. 85 17. 87 17. 95 15 . 03 

>*,200,000 15.15 14. 02 15.23 14. 10 13. 55 10. 21 15. 46 15. 52 15. 58 11 .54 

1,700,000 12.61 12 . 28 12.69 12. 29 10. 28 7. 59 13. 10 13. 16 13. 12 8 .60 

1,300,000 10.31 10. 53 10.23 10. 52 7. 81 5. 99 11. 08 11. 10 10. 88 6 .46 

900,000 7.6 4 8. 30 7.55 8. 23 5. 32 3. 98 8 . 69 8. 68 8. 46 4 . 53 

700,000 6.2 0 7. 02 6.07 6. 86 4. 13 3. 15 7. 31 7. 30 7. 08 3 .68 

500,000 4 . 7 1 5. 57 4.47 5. 39 3. 08 2. 39 5. 75 5. 66 5. 52 2 .78 

300,000 2.96 3. 84 2.76 3. 73 1. 82 1. 50 3. 96 3. 88 3. 76 1 .85 

1)0,000 1.53 2. 22 1.4 ]. 2 . 13 • 981 • 
754 2 . 31 2. 25 2. 15 1 .02 

75,000 .7 93 1. 16 .704 1. 08 • 556 • 422 1. 23 1 . 17 1. 09 .560 

.25,000 .2 70 412 .24 9 397 207 110 473 412 397 ,207 

OS 
N) 



4-2 (Cont.i.nued) 

ATCP AEX AEX/B PEX 

ROR REALIZED 

$3/700, 000 21 .29 20. 15 21 . 35 

2,8 00, 000 22 .02 21. 70 22 

CO 

2,2 00, 000 23 .  7 5  22. 95 23 .74 

1,700, 000 24 . 5 2  24. 29 24 .52 

1,300, 000 25 .14 25. 52 2 4 . 98 

900, 000 2 5 .71 26. 77 25 .52 

700, 000 2 6 . 11 27. 61 2 5 .79 

500, 000 2() .65 28. 56 26 . 02 

3 00, 000 26 . 94 29. 66 26 .14 

150, 000 2 7 .16 31. 12 26 .29 

75, 000 2 7 .35 31. 31 26 .29 

25, 000 27 .25 31. 11 26 .IC 

PAYBACK RANDOM AEX/B PEX/B PAYBACK 

19. 83 18. 45 21 .63 21. 64 21 .70 
o
 

CM 
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20. 94 19. 34 22 .96 22. 98 23 . 04 21. 28 

21. 88 19. 68 23 . 95 24. 00 23 .98 21. 02 

22. 54 19. 73 24 .91 24. 97 24 .86 20. 70 

22. 48 19. 64 25 .94 25. 92 25 . 6 6 20. 48 

22. 34 19. 18 27 .21 27. 15 2 6 .72 20. 59 

22. 34 19. 31 28 . 01 27. 91 27 .41 21. 10 

22. 77 19. 91 28 .98 28. 67 28 . 20 21. 69 

22. 62 20. 30 30 .14 29. 62 29 .26 22. 76 

23. 55 20. 26 31 .56 31. 08 30 .59 23. 99 

25. 08 21. 25 32 .40 31. 25 30 .60 25. 14 

25. 52 17. 88 32 .41 31. 11 30 .63 25. 52 
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the incremental ranking methods, Incr ROR, Incr AEX/B, 

and Incr PEX/B, perform better than either the nonincremental 

ranking methods or Incr PAYBACK. The relative superiority 

of these methods increases as the level of ATCF decreases. 

The table also shows that PAYBACK and Incremental PAYBACK 

produced worse results than any of the other methods except 

RANDOM. At all levels of ATCF there is little difference 

in the results obtained by AEX and PEX. The same is true 

for the pair AEX/B and PEX/B, and for three incremental 

methods (Incr ROR, Incr AEX/B, and Incr PEX/B). There 

seem to be important differences however, in the values 

obtained among these three groups. 

Bias of Ranking Methods 

The ranking methods yield different results because 

each method selects a somewhat different set of projects 

each investment period. All of the ranging methods tend 

to favor certain project characteristics such as high or 

low first cost, long or short life, etc. The projects 

selected for investment by the various methods will have 

different life and first cost characteristics which 

reflect the tendencies of the respective methods to favor 

these project characteristics. 

To illustrate this relative bias of the ranking -lethods. 
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four examples will be presented showing how different 

ranking methods tend to favor different project charac­

teristics. In the simulation the RANDOM criteria can be 

used as a benchmark for comparison. in rhese examples, 

ROR will be used as the benchmark,- and the AEX,. AEX/B. 

?EX, PEX/B, and PAYBACK methods will be compared relative 

to the ROR method. The choice of ROR as a benchmark is 

one of convenience only; any of the methods could be used, 

Each example will consist of two independent alter­

natives with the same rate of return, but with different 

life and/or first cost characteristics. The discount 

rate used in all examples is 20%. 

Example 1: Equal first cost, unequal life 

$37,657 
^1 ROR = 32.3% PEX/B = .1506 

1 1 2 ]  P E X  =  $ 7 5 3 2  A E X / B  =  . 0 9 8 6  
] AEX = $4930 PAYBACK = 1.328 

. I J I J U I 

$17 .197 

l t 2  3 4 ^ 5 6 7  8 9 . 10 T  

c* c n n n n 
y  ̂V f 

ROR = 32,3% PEX/B = .4418 
TiTiv — <; T o rsop. ?.Trv/z: — 

AEX = $5269 PAYBACK = 2.907 

This example illustrates that when two alternatives 

have zhe same first cost, unequal lives, and an ROR 

greater than the discount rate, ?EX, AEX. PEX/B. and 



AEX/B criteria will favor the longer-lived project, while 

PAYBACK will favor the shorter-lived project. 

Example 2: Equal life, unequal first cost 

$24,502 

1 r 
$100,000 

ROR = 20.85 
PEX = $2712 
AEX = $647 

10 
i 

PEX/B = .0271 
AEX/B = .0065 
PAYBACK = 4. OS 

$12,251 

10 : 
$50,000 

ROR = 20.8% 
PEX = $1356 
SEX = $324 

PEX/B = .0271 
AEX/B = .0065 
PAYBACK = 4.01 

This example illustrates that when two alternatives 



Example 3: Unequal life and first cost with longer-lived 
alternative having a higher first cost 

$37,657 

$5! 

A 
1 2 . 

ï 
Y 
;,uuu 

ROR = 32.3% 
PEX = $7532 
AEX = $4930 

PEX/B = 
AEX/B = 
PAYBACK 

.1506 

.0986 
= 1.328 

$34,393 

^ , 5 10 

V  

$100,000 
]%3R = 32.3% PEX/B = .4418 
PEX = $44,178 AEX/B = .1054 
AEX = $10,537 PAYBACK =5.81 

This example illustrates thar when two alternatives 

have unequal lives and first costs, with the longer-

lived alternative costing more and an ROR greater 

than the discount rate, PEX, AEX, PEX/B, and AEX/B 

criteria will favor the longer-lived, higher first cost 

project, while PAYBACK will favor the shorter-lived, 

lower first cost project. 
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Example 4 : Unequal life and first cost with shorter-lived 
" alternative having a higher first cost 

$71,133 

I 
V 

$100,000 ROR = 27.1% 
PEX = $8691 
AEX = $568 9 

PEX/B = .0869 
AEX/B = .0569 
PAYBACK = 1.4 06 

1 
$50,000 

;14 ,905 

5 , 6 , 7  9 , 10 j 

ROR = 27.1% PEX/B = .2496 
PEX = $12,481 AEX/B = .0595 
AEX = $2977 PAYBACK = 6.709 

This example illustrates that when two alternatives 

have unequal lives and first costs, with the shorter-lived 

alternative costing more, and an ROR greater than the 

xaLe. PEX, PEX/D, and AEX/B will favor the 

ÏT- —"! i 1 :r first cost project, while AEX and 

'/or the shorter-lived,- higher first cosi 

oroiecc. 

In general, when compared relative to the ROR 

ranking method, and when project rate of return is greater 

than the discount rate, AEX will favor high first cost, 

long-lived projects in that order. When choosing between 

a high first cost short-lived project or a low first cost 
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long-lived project, AEX will favor the high first cost 

short-lived project. PEX will favor long-lived, high 

first cost projects in that order. This method tends to 

favor a long-lived low first cost project over a short­

lived high first cost project. AEX/B and PEX/B have the 

same bias as their AEX and PEX counterparts. However, 

dividing by B, the first cost, reduces the extent of the 

bias. PAYBACK favors short-lived projects with relative 

indifference regarding first cost. 

The bias of ROR relative to these methods is of course 

just the reverse of the biases discussed above. For 

example, ROR when compared relative to PEX tends to favor 

short-lived, low first cost projects. 

Projects Accepted for 
Investment 

Toe urojecLs ueneraLed in this simulation are short­

lived (2 years) or long-lived (10 years), with four levels 

of first cost providing a range of low to high first cost 

projects. These project characteristics were chosen to 

provide an opportunity for the relative bias of the various 

ranking methods to affect which projects would be selected 

for investment. 

Table 4-3 shows the first cost and life characteris­

tics of the projects accepted for investment by each of the 



Table 4-3. Characteristics of projects accepted for 
investment 

Number of Projects Avg. First 
Accepted per Cycle Cost 

Avg. 
Life 

AEX 33.6 $327,572 6.5 yrs 

AZX/B 52.8 216,508 6.4 

PEX 30.4 313,675 7.7 

PEX/B 50.6 211,301 cn
 

CO
 

PAYBACK 57.5 253,442 4 . 6 

RANDOM 35.2 233,401 6.2 

Incr ROR 58.0 210,703 6.5 

Incr AEX/B 56.4 203,874 5.7 

Incr PEX/B 50.0 198,481 7.5 

Incr PAYBACK 73.8 230,279 2.9 

ranking methods. The number of projects selected per 

cycle is also show: n. The figures represent the average 

value obtained ove r five complete cycles of si mulation 

activity. 

The simulation data tabulated in Table 3 verify 

that the relative bias of the individual ranking methods 

does have an impac t on the type of projects 50 lecteci by 

o c i w i i  i i ; C :  

^  - » 4 -  n c  C *  O  T * >  d o Ck o tw> ^ X VA c< f o , * •>. 4- ^4- "r-i 

1 V- o /-s ,«N c T >-1"DOO T r>/-• V- ZiTTV/A ;=> "H . Incr PEX/B 



all tend to favor lower first cost projects. Incr PEX/B 

retains the bias of PEX for long-lived projects. AEX 

has a bias for high first cost projects, while PEX has a 

bias for long-lived, high first cost projects. Dividing 

by B reduces the bias of the AEX or PEX methods. PAYBACK 

and Incr PAYBACK favor short-lived projects. 

Average Annual Capital 

Table 4-4 shows the annual expenditure (funds returned 

for reinvestment from previous projects) averaged over 

Table 4-4. Average annual capital expenditure for the 
various ranking methods 

RANKBY Average Annual 
Capital Expenditure 

Net Value 
At Horizon 

AEX 

AEX/B 

PEX 

PEX/B 

PAYBACK 

RANDOM 

Incr ROR 

Incr AEX/B 

'cr '^EX/3 

$1,051,488 

1,111,435 

893,832 

1,040,019 

1,430,314 

879,116 

1,173,524 

1,10 6,426 

97 4 7 4 

$10.31 

10.53 

10.23 

10. 52 

7.61 

5.99 

11. 08 

11.10 

TO Q O 

T) 7» -TK r-'V -7 1 C 09c 



five complete 9 year cycles. 

PAYBACK and Incr PAYBACK provide for the highest 

average annual capital expenditures. However, these 

methods tend to select very short-lived projects, and at 

the horizon date cash flows do not extend very far into 

the future. This results in a relatively low net value 

of the firm. 

Incr ROR and Incr AEX/B yield the highest results 

for the net value of the firm. These methods tend to 

select projects with similar life and first cost charac­

teristics. Close behind is Incr PEX/B. This method 

tends to select relatively long-lived projects, and yields 

a smaller average annual capital expenditure. 

The tendency of AEX to favor high first cost projects, 

results in this method selecting a smaller number of projec 

each period, which in turn results in a smaller amount of 

cash returned for reinvestment. The ultimate result is a 

relatively smaller net value of the firm at the horizon 

date. 

The tendency of PEX to favor long-lived projects 

return relatively smaller amounts to the firm in each futur 

period. This results in a lower average annual capital 

expenditure, and a lower net value of the firm. 
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AEX/B and PEX/B behave similarly to their AEX and PEX 

counterparts. However, much of the bias for long-lived 

and high first cost projects is removed, and these methods 

yield higher figures for the net value of the firm than 

AEX or PEX. 

Cutoff Rate of 
Return 

For very large values of ATCF, there is little or no 

rationing. When the percent mandatory (PM) is zero, non-

incremental ranking methods can accept a maximum of NP 

independent projects per period, so if ATCF is large, 

these methods tend to run out of projects before all 

available funds are spent. This results in a significant 

level of carryover cash from period to period. If ATCF 

is large, AEX/B and PEX/B do worse than AEX and PEX be­

cause these rriethods select Ic-'er msr projects, thus 

producing an even higher level of carryover cash earning 

only 5% interest. 

rationing increases, and the cutoff rate of return, as 

determined by the Incr ROR method, increases. 

Under severe rationing, AEX and PEX, because of their 

bias for long-lived and high first cost projects, do worse 

 ̂ C! /-> 4-v- +-t-i 3 m  ̂ T? 
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AEX/B and PEX/B, which have some of that bias removed, 

perform nearly as well as the incremental methods. 

The relationship between the cutoff rate of return and 

the discount rate is important as it affects the per­

formance of the ranking methods, and warrants further 

examination. 

Table 4-5 gives the average cutoff rate of return 

determined by the Incr ROR ranking method at the various 

ATCF levels. The table also gives the net value of the 

firm obtained by the PEX and Incr ROR methods. 

Table 4-5. Average cutoff rate of return at various 
AlCF levels 

Net value 
ATCF Avg. Cutoff obtained by; ((incr ROR-PEX)/PEX) 

ROR PEX Incr ROR x 100% 

$3,700,000 16.2% $20.10 $20.69 2.93% 

2,800,000 19.8 17.63 17.85 1.24 

2,2 00,000 21=5 15=23 15-46 1.51 

1,700,000 23.2 12.69 13.10 3.23 

1,300,000 24.1 10.23 11.08 8.31 

900,000 25.4 7.55 8.69 15.1 

700,000 26.9 6.07 7.31 20 4 

500,000 28.3 4.47 5.75 28.6 

O V U , V V V  ^ . / O  0 . 2 0  ^  o .  

- t  r -  r \  r \  • —  - » > « - »  \  n  ^DVfVUV 0J).0 

-7 r n n r\ r ry r\ A no-v -7/1-7 
/  3  /  V  V  u  O  D  .  ^  u . / v ^  .  Z  O  /  ' z  9  /  

O O . V  K J  •  y  U  .  ^  /  O  y  y j  »  w  
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The cutoff rate of return is closest to the discount 

rate (20%) when ATCF = $2,800,000, and the cutoff rate 

of return is 19.8%. If the discount rate and the cutoff 

rate are the same, the PEX and Incr ROR ranking techniques 

will not necessarily yield the same result due to period 

by period fluctuations. Table 4-5 shows that the smallest 

difference between PEX and Incr ROR, 1.24%, occurs when 

the cutoff rate of return is closest to the discount rate 

of 20%. As ATCF decreases, there is an increasing dis­

parity between the cutoff rate of return and the discount 

rate. 

Table 4-6 shows how the first cost and life charac­

teristics of the projects selected by each method for in­

vestment change as the level of rationing increases. 

The data suggest that as the level of rationing 

increases (ATCF decreases), the relative bias of the 

individual ranking methods becomes more important in 

vm T -Î r> «-T -î-"h o r-s v-/-\o-f-c -r-Vi 3 "h a "For" 1 "n Q "f"— 

ment. 



Table 4-5. Characteristics of projects accepted for in­
vestment at three ATCF levels 

•RaMTCRY ATCF Level 
X $ 2 ,800,000 $1 ,300,000 $300, 000 

AVERAGE FIRST COST OF PROJECTS ACCEPTED : 

AEX $285,017 $327,527 $381, 002 

AEX/B 240,679 216,508 180, 563 

PEX 281,372 313,675 359, 424 

PEX/B 241,856 211,301 176, 080 

PAYBACK 249,871 253,442 258, 167 

RANDOM 27 2,19c 233,401 291, 165 

Incr ROR 221,280 210,703 184, 980 

Incr AEX/B 220,347 203,874 184, 895 

Incr PEX/B 215,743 198,481 176, 526 

Incr PAYBACK 219,581 230,279 243, 649 

AVERAGE LIFE or PROJECTS ACCEPTED : 

AEX 6.2 yrs 6.5 yrs 6.6 yrs 

AEX/B 6.3 6.4 6.8 

PEX 6.2 7.7 9.7 

PEX/B 6.2 6.8 8.7 
T"» TTT) 7\ /*^ T7" 5 4 6 2.3 

RANDOM 6.3 6.2 6.0 

Incr ROR 6.3 6. 5 6 .4 

T Zi I? V / "G 6. 3 7.0 

Incr PEX/B 6.2 7.5 9.0 

Incr PAYBACK 4 . 6 2.9 2.0 



Relative Effectiveness of the 
Ranking Methods 

RANDOM ranks projects on a random basis. The outcomes 

generated by this method can be used to establish a standard 

against which the other ranking methods can be compared. 

Define the effectiveness of a ranking method as : 

Observed score - Random score 
Best score - Random score 

This effectiveness index can be computed for both the 

net value and RGR realized at the ATCF values given in Table 

4-2. Table 4-7 presents the results of these computations. 

The ranking method with the highest average effective­

ness index is Incr ROR. This is followed closely by Incr 

AEX/B and Incr PEX/B. The ranking methods, listed from 

most effective to least effective are: 

Net value ROR realized 
1. Incr ROR .994 .994 

2. Incr AEX/B .968 .969 

3. Incr PEX/B .934 .938 

4. AEX/B .828 .858 

5. PEX/B .8 01 .832 

6. AEX .7 24 .78 0 

7. PEX . 586 . 741 

8. PAYBACK .287 .401 

9. Incr PAYBACK .219 .316 

10. RANDOI' •J. 



Table 4-7. Relative eftectiveriess of 

A'L'CI' 
AEX AEX/B PEX PEX/B 

Niil: value ~ 
$3l 700,000' .8 51 .483 .874 .480 

o
 
o
 
o
 
o
 
o
 

CO 

.934 .597 .942 .607 

2,200,000 .920 .709 .935 .724 

],700,000 .896 .833 . 911 .835 

300, 000 .845 .888 .830 .886 

900,000 .777 . 917 .758 .902 

700,000 .73 3 .930 .702 .892 

500,000 .690 .946 .619 .893 

300,000 .593 .951 . 512 .907 

O
 
O
 
o
 
o
 

1—1 

.499 .942 .422 .884 

75,000 .459 .913 . 345' .814 

25,000 .496 .832 .38:: .7 91 

Average .724 .82EI .686 .801 

the ranking methods at various ATCF levels 

Incr Incr Incr Incr 
PAYBACK RANDOM ROR AEX/B PEX/B PAYBACK 

.383 

.373 

.436 

.454 

.356 

.285 

.236 

.205 

.130 

.146 

.166 

.267 

.287 

0. 00 

0 . 0 0  

0 . 0 0  

0. 00 

0. 00 

0. 00 

0 . 0 0  

0. 00 

0 . 0 0  

0 . 0 0  

0.00 

0 . 0 0  

0.00 

. 977 

.982 

.978 

.989 

.996 

1.00 

1. 00 

1.00 

1.00 

1.00 

1.00 

1. 00 

.9 94 

.982 

.985 

.989 

1. 00 

1. 00 

.998 

.998 

.973 

. 967 

.961 

.926 

.832 

.968 

1.00 

1. 00 

1 . 0 0  

.992 

.957 

.951 

.945 

.932 

. 919 

.897 

.827 

. 791 

.934 

.569 

.468 

.248 

.135 

. 090 

. 117 

.127 

.116 

.142 

.171 

.171 

.267 

.219 



Tib.I(3 4-7 (Continued) 

ATCF 

ROR Realized 
$3 , 700,000 

AEX 

874 

_AEX/^ 

.523 

PEX 

.892 

?.  ,800,000 941 .638 .946 

2,200,000 94 2 . 757 .940 

l,700,000 911 .870 .914 

1,300,000 87 3 .933 .848 

900,000 81 3 .945 .790 

700,000 782 .954 .745 

500,000 74 3 .954 .674 

OJ
 
o
 
o
 

o
 
o
 

675 .951 .593 

150,000 611 .961 .534 

75,000 54 7 .902 .452 

25,000 645 . 911 .566 

Average 780 .858 . 741 

Incr Incr Incr Incr 
PAYBACK RANDOM ROR AEX/B PEX/B PAYBACK 

.425 

.432 

. 509 

.536 

.451 

.394 

.348 

. 315 

.236 

.291 

.343 

.526 

.401 

0.00 

0.00 

0.00 

0 . 0 0  

0. 00 

0. 00 

0 . 0 0  

0 . 00 

0 . 0 0  

0.00 

0.00 

0.00 

0 . 0 0  

. 978 

.978 

.988 

.989 

1. 00 

1.00 

1.00 

1 . 0 0  

1.00 

1. 00 

1.00 

1.00 

.994 

.982 

. 984 

1.00 

1. 00 

. 997 

.993 

.989 

.966 

.947 

.958 

.897 

. 911 

.969 

1 . 0 0  

1.00 

.995 

.979 

.956 

.939 

. 931 

. 914 

. 911 

. 914 

.839 

.877 

.938 

. 606 

.529 

. 310 

.185 

. 133 

.176 

.206 

.196 

.250 

.330 

.349 

.526 

. 316 
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Statistical Significance 

An important feature of the simulation model is the 

ability to generate an identical sequence of investment 

proposals that can then be operated on by the different 

ranking criteria. This procedure eliminates one potential 

source of random variation, and permits a direct comparison 

of the effectiveness of the various ranking criteria. 

Each ranking criterion operates on an identical 

stream of investment proposals because each ranking method 

is passed through an initial seed for the random number 

generation. Thus, data generated by each of the ranking 

criteria for any individual cycle are based on applica­

tion of the criteria to the exactly same set of investment 

opportunities that were made available to other ranking 

criteria. 

Hy T-nTc; -rr^-r- iri 1_ CVC.ltêS. â 

paired sample t test can be used to make statements about 

the statistical significance of the observed average 

f- In Tra>-T/-\nc y- 3 T* 1 rr ^ 

The measures of effectiveness are the net worth of 

the firm at the horizon date, and the rate of return on 

the initial funds supplied (ATCF). To use the paired 

sample t test, the difference between methods a and b 

— ^ 4- v-TTI ^ /-S V*. O 0*0 



difference d, and the standard deviation of the difference, 

s^, are then calculated. 

Assuming that the differences are normally distributed, 

a t test can be used to test the hypothesis: 

the mean of the difference, d^_^, is zero 

the mean of the difference, is not zero 

Using the initial set of input parameters, the simula­

tion was run for 50 cycles for each ranking method. Table 

4-8 presents the results obtained. 

Table 4-8. Results achieved through fifty cycles of 
simulation 

RANKBY 

Incr ROR 

Incr AEX/B 

Incr PEX/B 

AEX 

AEX/B 

PEX/B 

PEX 

PAYBACK 

Incr PAYBACK 

BANDOK 

Average Net Value 
(in millions) 

Averaae ROR 

$10.80 

10.64 

J.U .  J.0 

.0.1b 

7.57 

o . 

5.69 

25.68% 

25.66 

25.43 

25.05 

2 5.03 

25.00 

24.87 

22.15 

2 0 .18 

19,08 
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The number of possible paired combinations is: 

101 
( 1 0 - 2 )  1  

= 90 

The number of unique t values is 9 0/2 = 45, since 

the t value for a-b is the negative of the t value for 

b-a. The paired sample t statistic was calculated for 

all 4 5 unique combinations for both the net value and 

rate of return. Table 4-9 gives the results. 

For a two tailed t test, ^ 0, the critical t 

values for 43 degrees of freedom and various levels of 

significance are: 

Level of 
significance .100 .050 .025 .010 .005 .001 

Critical 
t value 1.667 2.009 2.312 2.680 2.940 3.501 

For a one tailed t test, > 0 or < 0, the 

ijevej. or 
significance .100 .050 .025 .010 .005 .001 

Critical 
t value 

> 0 1.299 1. 667 2. 009 2.312 2.680 3.291 

H <0 -1.299 -1.667 -2.009 -2.312 -2.680 -3.291 

For the two tailed test, if the absolute value of the 



Table 4-9. Paired sample I:, statistic claoulated for 

Inc:r Incr J.ncc 
ROR AEX/B PEX/:3 AEX AEX/B PEX/B 

NET VALUE 

nnci ROR 0 • 4 9 -5 . 7 0 -14. 19 -12 . 7 5 -12. 66 

Incr AEX/B " . 4 9 0 6 . 8 3 

1—1 i 88 -12 . 74 -12. 64 

]nci PEX/B 5 . 7 0 6 . 8 3 0 -10. 71 -9. 09 -10. 09 

AEX 14. 19 14 . 88 10. 71 0 22 57 

AEX/B 12 . 7 5 12. 74 9. 0) • 
22 0 -1. 32 

PEX/B 12 . 6 6 12 . 64 10 . 0 3 
• 
57 1. 32 0 

PICX 14 . 14 14 . 69 14 . 6 5 3. 08 1. 48 1. 10 

PAYBACK 30. 34 31. 10 30. 6 5 C
O
 

34 26. 04 26. 38 

Incr PAYBACKS7. 3 6 38. 2 6 39. 0 9 37 . 34 32 . 79 33. 24 

RANDOM 41. 39 4 2 . 9 3 '] 2 . 32 41. 99 35. 21 35. 64 

fifty cycles of simulation 

Incr 
PEX PAYBACK PAYBACK RANDOM 

-14.14 -30.34 

-14.69 -31.10 

-14.65 -30.66 

-3.08 -28.34 

-1.48 26.04 

-1.18 -26.38 

0 -28.40 

28.40 0 

38.18 18.15 

39.82 26.83 

-37.36 -41.39 

-38.26 -42.39 

-39.09 -42.32 

-37.34 -41.99 

-32.79 -35.21 

-33.24 -35.64 

-38.18 -39.82 

-18.15 -26.38 

0 -5.73 

5.73 0 



Tab.I(3 <\-[) (Cont.Lnued) 

Incr Incr Incr Incr 
ROP. AEX/B _PEX/B AEX AEX/B PEX/B PEX PAYBACK PAYBACK RANDOM 

} JiK AL D 

Inc.c ROR 0 -2.05 -8. 76: -17. 50 -15.12 -16.15 -12.10 -32.96 -41.19 -42.45 

Inc.,: AEX/B 2.05 0 -8.63 -16.74 -14.24 -15.30 -16.63 -33.55 -41.78 -43.12 

Incc PEX/B 8.7H 0.63 0 -10.18 -7.25 -9.82 -15.78 -31.36 -40.82 -40.41 

AEX 17.50 16.74 10.If: 0 -.41 -.85 -5.34 -28.25 -38.25 -38.93 

AEX/B 15.12 14.24 7.25 .41 0 -3.78 -3.05 -26.58 -34.12 -35.26 

PEX/B 16.15 15.30 9.82 .85 3.78 0 -2.15 -26.33 -33.75 -34.93 

PEX 17.10 16.63 15.70 5.34 3.05 2.15 0 -26.89 -36.99 -35.41 

PAYBACK 32.96 33.55 31.36 28.25 26.58 26.33 26.89 0 -17.51 -16.75 

Incr R^niM:K41.19 41.78 40.82 38.25 34.12 33.75 36.99 17.51 0 -5.64 

RANDOM 42.45 43.12 40.41 38.93 35.26 34.93 35.41 16.75 5.64 0 
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observed t value is greater than the critical t value, the 

observed difference in the means is statistically signifi­

cant. 

For the one tailed test, if the observed t value is 

either greater than or less than the appropriate critical 

t value, the observed difference in the means is statistical­

ly significant. 

For example, the observed t value for PEX/B-PEX is 

1.182. This indicates that the null hypothesis, Hg: d=0 

vjould not be rejected at any of the significance levels 

given. 

Table 4-10 shows those combinations where the null 

hypothesis would be rejected at a .01 significance level 

for the two tailed test, or at a .005 significance level 

for the one tailed test. 

As an example, consider the AEX column. AEX is 

statistically worse than Incr ROR, Incr AEX/B, and Incr 

PEX/B; is not s-atisnically different than ASX/B or PSX/B; 

and is statistically better than PEX, PAYBACK, Incr PAYBACK, 

and RANDOM. 

Notice that the top two metnods, incr RûR and Incr 

AEX/B, are not statistically different. However- both 

methods ara statistically better than any of the other 



Table 4-10. Statistical 

NET VALUE 
iîïcil '' ROR ' 
Incr AEX/B 
]ncr PEX/B 
A1']X 
A]-]x/n 
1']%X/B 
PICX 
PAYBACK 
Jnc)' PAYBACK 
R/\NI)OM 

K(M^ Rj;/\I,I Zj^) 
]ncr ROR 
]ncr AEX/B 
]ncj- PEX/B 
AEX 
AEX/B 

PEX 
I'AYBACK 
] )icr PAYBACK 
RANDOM 

Incr Incr 
ROR AEX/B 

NO 
NO 
YES YES 
YES YES 
YES YES 
YES YES 
YES YES 
YES YES 
YES YES 
YES YES 

NO 
NO 
YES YES 
Y]CS YES 
YES YES 
YES YES 
YES YES 
Y]:':s YES 
YES YES 
YES YES 

of paired combinations 

Incï' 
AEX/B PEX/B PE'^ PAYBACK PAYBACK RANDOM 

YES YES YES YES YES YES 
YES YES YES YES YES 
YES YES YES YES YES YES 
NO NO YES YES YES YES 

— NO NO YES YES YES 
NO NO YES YES YES 
NO NO YES YES YES 
YES YES YES - YES YES 
YES YES YES YES - YES 
YES YES YES YES YES 

YES YES YES YES YES YES 
YES YES YES YES YES YES 
YES YES YES YES YES YES 

NO NO YES YES YES YES 
— YES YES YES YES YES 

YES — NO YES YES YES 
YES NO — YES YES YES 
YES YES YES - YES YES 
YES YES YES YES - YES 
YES YES YES YES YES — 
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methods. 

Varying Program 
Parameters 

As discussed at the beginning of this chapter, there 

are several program variables that set the conditions of 

the simulation. The remainder of this chapter will 

present results obtained by varying some of these program 

variables. 

The constraint of a finite computer budget does not 

allow every parameter to be varied for every ranking 

method. Therefore, the parameters will be varied only 

for PEX and Incr ROR, two of the more wiceiy advocdLed 

ranking methods. 

Simulation length, M 

The length of the simulation, M, sets the number 

of periods to be simulated, and thus determines the 

horizon date. M was allowed to vary from 2-13 years, 

with ATCF = $1,300,000. Table 4-11 gives rhe results. 

At every value from 2 to IS, Incr ROR yields a nrgner 

net value and rete of return than ?EX. When Di = 2, zhe 

relative superiority of Incr ROR is fairly small, providing 



Table 4-11. Results achieved by varying M, the number of 
periods in each cycle 

Net Value (in millions) ROR Realized 

M 
PEX Incr ROR 

Incr ROR-PEX 
PEX 

X 100% 
PEX Incr ROR 

Incr ROR-PEX 
PEX 
X 100% 

2 

3 

4 

5 

9 

10 

11 

12 

13 

14 

15 

15 

17 

18 

1.92 

2.50 

3. 05 

3. 85 

4 . 31 

b.32 

7.88 

10.23 

12.58 

16.20 

2 0 . 6 2  

25.94 

33.06 

42.50 

52.68 

67.12 

80.69 

on KO 

I. 93 

2.53 

3.19 

4.07 

5. 34 

6 . 8 2  

8.56 

II.08 

13.85 

17.84 

22.54 

28.44 

36.04 

46.63 

58.04 

73.19 

88.70 

1 n I 11 

0. 52 

1.20 

4.59 

5.71 

3.76 

7. 91 

8.63 

8.31 

9.23 

10.12 

9 . 31 

9.64 

9.01 

9.72 

10.17 

9.04 

9.93 

T "5 1 9 

22 .10 

23.02 

23.13 

23.61 

24 .02 

24.46 

24.70 

^4.98 

24.99 

25.08 

25.23 

25.37 

25.41 

25.60 

25.59 

25.68 

25.54 

7 A QP, 

22.48 

23.64 

23.98 

24.61 

25.15 

25.53 

25.76 

25.95 

25.99 

25.94 

26.05 

26.17 

26.11 

26.33 

26.29 

26.27 

26.13 

2R.GA 

1.72 

2.69 

3.67 

4.24 

4.70 

4.37 

4.29 

3.88 

4.00 

3.43 

3.25 

3.15 

2.75 

2.85 

2. 74 

2.30 

2.31 

3.05 
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only a 0.52% higher net value and a 1.72% higher rate of 

return. As M increases, the relative superiority of Incr ROR 

over PEX increases, and then stabilizes roughly around a 

iù% advantage in net value, and a 3% advantage in rate of 

return. 

Number of projects, NP 

The next parameter to be varied is NP, the number 

of projects generated in each investment period. NP was 

allowed to vary from 2 to 20. Table 4-12 presents the 

results = 

As the number of projects per period increases, the 

net value and rate of return provided by both PEX and Incr 

ROR increase. However, as NP gets larger, Incr ROR increases 

faster than PEX, and the relative difference between the 

two ranking methods grow larger. 

.number of mutually exclusive alcernauive&. MX 

determines the number of mutually exclusive alterna­

tives per independent project. The program is constructed 

to handle from. 2 to 7 alrernarives. Table 4-13 presents 

the results of varying MX. 

At all values of MX, Incr ROR resulted in a higher net 

value and rate of return than PEX. 
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Table 4-12. Results achieved by varying NP, the number of 
independent projects per period 

NP 

Net Value (in millions) 
Incr ROR-PEX 

PEX Incr PEX 
ROR X 100% 

ROR Realized 

PEX Incr 
ROR 

Incr ROR-PEX 
PEX 
X 100% 

3 

4 

5 

6 

7 

S 

9 

c no c o c , V ^ m ^ ̂  

6.72 6.92 

7.62 7.83 

8.39 8.50 

8.61 8.92 

9.44 9.92 

9.84 10.42 

9.65 10.43 

10 10.23 11.08 

11 10.33 11.33 

12 9.95 11.50 

13 10.37 12.06 

1 « — -1 /"S /-\ 

15 10.43 12.29 

1 c 1 n a c 1 0 Q q 

_L / _L J_ . J_ J-O . J.O 

no 1 - 1  n ^ A  -7 n 
J_0 J__L . J-O 

19 11.57 17.93 

20 11.55 21.75 

5.31% 

2.98 

2.76 

1.31 

3.60 

5.08 

5.89 

8 . 0 8  

8.31 

9.GS 

15.58 

17-33 

18.32 

_L ' . O / 

32.53 

54.97 

88.31 

1-7 on 1 Q A Q 

20.71 

2 2 . 0 0  

23.14 

23.34 

24.19 

24.63 

24.53 

24.98 

2 3.05 

24.78 

25.05 

n C 1 

25.22 

An 

21.05 

22.33 

23.30 

23.70 

24.72 

25.30 

25.48 

25.95 

2 G . 2 

26.38 

26.63 

n C O "7 

27.23 

97. aq 

Z. —/ * O / /L /  0  /  /  

9 =: m 90 n 9 

26.18 31.20 

26.19 33.37 

3.88 

1.64 

1.50 

.69 

1.54 

2.19 

2.72 

3.87 

3.88 

4.87 

6.46 

6.31 

7 = 38 

7.34 

12 .61 

19.17 

27.42 



Table 4-13. Results by varying MX, the number of mutually ex-
elusive alternatives per independent project 

Net Value (in millions) ROR Realized 

MX PEX Incr 
ROR 

Incr ROR-PEX 
PEX Incr 

ROR 

Incr ROR-PEX MX PEX Incr 
ROR PEX 

X 100% 

PEX Incr 
ROR PEX 

X 100% 

2 8.84 8.98 1.58 23.60 23.79 .81 

3 9.85 10.04 1.93 24.79 25.06 1.13 

4 10.23 11. 08 8.31 24.98 25.95 3.88 

5 9.58 11.37 18.68 24.23 26.07 7.59 

6 9.76 11.14 14 .14 24.50 2 6.00 6.12 

7 9.43 11.15 18.24 24.16 26.15 8.24 

Project life 

The program is constructed to generate projects of 

2 and 10 year lives. By multiplying the zero to one 

uniform random number,- YFL (J) - by 8. adding 2, and then 

truncating -f-Vip oo-rtion. project lives of 2 to 

9 years, uniformly distributed are generated. 

Table 4-14 presents the results obtained by gene­

rating projects with lives of 2 and 10 years, and then 

relaxing this constraint to allow projects with lives 

of 2 to 9 years. 



Table 4-14. Results achieved by varying project life 

RA.NKBY 2 and 10 2 to 9 % Change 

Net Value (in millions): 

PEX $10.23 $10.44 +2.05% 

Incr ROR 11.08 11.43 +3.16 

PEX 24.98% 25.22% +0.96 

Incr ROR 25.94 26.27 +1.27 

Allowing project life to vary has a consistent effect o 

both the PEX and Incr ROR ranking criteria. It results in 

a small increase in the net value and the rate of return 

jLUi- jjuuil mc . 

Percent mandatory, PZ>1 

The percentage of mandatory projects generated is 

user controlled and can be set from zero to 100%. Table 

^ — _L D L-ilC VCl.LU.OiS V c! C 

-r -f-T.TO r) 4 1 1c: r\ -r $ 1 "^00.0 00 

A A A  T V S O  v - . T i Q i i ' i - f - Q  r ^ r - o o o r > - f - 0 ( ^  r > i r > . " : \ r  T  y  T I 5 " P V  

as the level of mandatory projects increases., significance c 

the ranking method decreases. 
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Table 4-15. Results achieved by varying PM, the percentage 
of mandatory projects (results presented only 
for PEX) 

Percent Mandatory 
0.00 0.25 0.50 0.75 1.00 

iNiet: vaxue <,xn mxxxions; : 

$1,300,000 10.23 9.57 8.37 7.20 4.95 

$300,000 2.76 1.02 -0.24 -2.05 -4.41 

ROR Realized: 

$1,300,000 25.00 24.3 23.0 21.5 18.1 

$300,000 26.1 17.0 11.5 8.0 5.8 

As the level of PM increases, both the net value and 

the ROR realized decrease. When ATCF = $300,000, the 

net value turns negative as PM increases. This occurs 

because the firm is required to accept all mandatory 

projects. If funds are not available,- cue fli_m muSL 

borrow at 30%. Since the average rate of return of the 

—— ̂  ̂  ^ ̂ ^ TO .1— «-S £ ««s* > ^ o : T ^ /-i ^ a ^  y » y  \ j  -Z) f  j_  _L u-  m j-Nw/o»c.o j  

irs net value turns negative. 

Project indivisibility, INDIV 

rr:"U/ 
\_/y . 

>nly whole projects are accepted. = 7. 

"*-TrNr>:al •r-NV/->no/^+-o ^ 1-^ 
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Table 4-16 gives the results obtained for INDIV = 1 

and INDIV = 2 at the two levels of ATCF used in the 

previous section. 

Table 4-16. Results achieved by varying INDIV, the project 
indivisibility option 

RANKBY ~ 

ATCF INDIV PEX Incr ROR (incr ROR-PEX^ 
r  iIjA 

X 100% 
Net Value: 

X .  J  u u .  u u u 

% Change from 
INDIV = 2 to 
INDIV = 1 

300,000 

% Change from 
INDIV =2 to 
INDIV = 1 

ROR Realized: 

1,300,000 

% Change from 
INDIV = 2 to 
INDIV = 1 

300,000 

% Change from 
INDIV = 2 to 
INDIV = 1 

2 
1 

10.23 
9.54 

11.08 
10.55 

8.31% 
10.59 

2 
1 

-6.74S 

2.76 
1.75 

3.96 
3.18 

43.48% 
81.71 

—36.6% -19.7% 

2 
1 

25.0 
24.3 

25.9 
25.5 

3.6% 
4.9 

26.1 
21.6 

30.1 
28.5 

15, 
31 

33% 
94 

-17.2% -5.32% 



Accepting only whole projects (INDIV - 1) rather than 

accepting fractional projects (INDIV = 2) decreases the 

net value and ROR realized of the firm. This occurs be­

cause accepting fractional projects allows the firm to 

invest all of irs available capital in projects. Accepting 

only whole projects forces the firm to have some carryover 

cash, which earns only 5% interest. 
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CHAPTER V. SUMMARY, CONCLUSIONS, AND 

RECOMMENDATIONS 

Summary 

There are several methods that can be used to rank 

capital investment alternatives. Unfortunately, there 

is no general consensus regarding the best method to use. 

The model presented in this dissertation uses computer 

simulation to investigate the relative performance of 

several ranking techniques. Specifically, the criteria 

studied are: 

1. AEX 

2. AEX/B 

3. PEX 

4. PEX/B 

5. PAYBACK 

5. RANDOM 

7. Incr ROR 

8. Incr AEX/B 

9. Incr PEX/5 

TO. Tncr PAYBACK 

The model consists of a cash flow simulator that 

generates independent and mutually exclusive projects. 

These projects are then ranked according to one of the 

above criteria and accepted for investment until the 
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available funds are exhausted. This continues for several 

periods, and results in the firm increasing its wealth 

through investment. The net value of the firm at the 

horizon date, and the rate of return realized on the znztLal 

funds supplied (ATCF) are the measures of effectiveness 

used to compare ranking criteria. 

Conclusions 

With regard to the study reported here, the following 

conclusions may be stated: 

1 - The method employed to rank capital investment 

alternatives does have an impact on the future 

net value of the firm. 

2. The relationship between the cutoff rate of 

return and the discount rate is important as 

it affects the characteristics of the projects 

that are ssiectea tor investment by the dis-

Vw W Lil i Ct a i i. ^ v_/ W li;C. u. a o # 

3. The data indicate that for the assumptions 

and parameters incorporated in this model, 

Incr ROR and Incr AEX/B provide a net value of the 

firm, and rate of return realized on initial funds 

supplied, that is statistically significantly 

better than any of the other ranking criteria 



tested (Incr PEX/B, AEX, AEX/B, PEX/B, PEX, 

PAYBACK, Incr PAYBACK, and RANDOM). 

Recommendations for 
Future Study 

With regard to this study, some suggestions for 

future study are: 

1. Generate investment proposals with more diverse 

characteristics of first cost, and the duration 

and pattern of period by period cash flows. 

Patterns such as decreasing gradients, and 

projects with just a single future cash flow x 

years hence are examples. 

2. Thomson (197 6) found that heuristic modifications 

could improve the performance of Incr ROR as a 

ranking criteria if the period-to-period cutoff 

r-ate of return iè time-variant. Additional 

heuristics might be sought in a future study. 

3. Mandatory projects studied here had the same 

ROR distribution as did discretionary projects. 

A future study might investigate the effect of 

economically disadvantageous mandatory projects 

(as for pollution control, meeting OSHA require­

ments, and so forth). 



Investigate the effects of generating project 

characteristics from distributions other than 

uniform. 

The computer program should be tested for increased 

efficiency. Currently, each cycle requires 

between 80,000 and 3 00,000 statement executions, 

and between two and five seconds CPU time. 

Expand the model to permit the inclusion of 

pre-requisite projects. 
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