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ABSTRACT

All life forms in nature have physical and behavioral attributes which help them survive and thrive in their environment. Technologies, both within the areas of hardware systems and data processing algorithms, have been developed to extract relevant information about these attributes. Understanding the complex interplay of physical and behavioral attributes is proving important towards identifying the phenotypic traits displayed by organisms. This thesis attempts to leverage the unique advantages of portable/mobile hardware systems and data processing algorithms for applications in three areas of bioengineering: skin cancer diagnostics, plant parasitic nematology, and neglected tropical disease.

Chapter 1 discusses the challenges in developing image processing systems that meet the requirements of low cost, portability, high-throughput, and accuracy. The research motivation is inspired by these challenges within the areas of bioengineering that are still elusive to the technological advancements in hardware electronics and data processing algorithms. A literature review is provided on existing image analysis systems that highlight the limitations of current methods and provide scope for improvement.

Chapter 2 is related to the area of skin cancer diagnostics where a novel smartphone-based method is presented for the early detection of melanoma in the comfort of a home setting. A smartphone application is developed along with imaging accessories to capture images of skin lesions and classify them as benign or cancerous. Information is extracted about the physical attributes of a skin lesion such as asymmetry, border irregularity, number of colors, and diameter. Machine learning is employed to train the smartphone application using both dermoscopic and digital lesion images.
Chapter 3 is related to the area of plant parasitic nematology where automated methods are presented to provide the nematode egg count from soil samples. A new lensless imaging system is built to record holographic videos of soil particles flowing through microscale flow assays. Software algorithms are written to automatically identify the nematode eggs from low resolution holographic videos or images captured from a scanner. Deep learning algorithm was incorporated to improve the learning process and train the software model.

Chapter 4 is related to the area of neglected tropical diseases where new worm tracking systems have been developed to characterize the phenotypic traits of *Brugia malayi* adult male worms and their microfilaria. The worm tracking algorithm recognizes behavioral attributes of these parasites by extracting a number of features related to their movement and body posture. An imaging platform is optimized to capture high-resolution videos with appropriate field of view of *B. malayi*. The relevance of each behavioral feature was evaluated through drug screening using three common antifilarial compounds.

The abovementioned image analysis systems provide unique advantages to the current experimental methods. For example, the smartphone-based software application is a low-cost alternative to skin cancer diagnostics compared to standard dermoscopy available in skin clinics. The lensless imaging system is a low-cost and high-throughput alternative for obtaining egg count densities of plant parasitic nematodes compared with visual counting under a microscope by trained personnel. The *B. malayi* worm tracking system provides an alternative to available *C. elegans* tracking software with options to extract multiple parameters related to its body skeleton and posture.
CHAPTER 1.
INTRODUCTION

Research Motivation

In the late 16th century, the first microscope was developed and in the next century, Antonie van Leeuwenhoek made significant contributions using a simple lens microscope which led to the origin of microbiology. He was able to achieve 270 times magnification allowing him to view the world of microorganisms in a drop of water. Since then, this technology has been used in various fields to look at the detailed structure of cells, tissues, nematodes, lesions, among many other things. As technology improved, digital imaging became possible and was soon integrated with microscopes allowing people to record images and videos of biological specimens. The implementation of digital imaging technology allows scientists to harness the full potential of computational tools to analyze images. This allowed greater insights into the structure, biological, behavioral, and physical attributes of specimens. These computational tools, often referred to as image processing techniques, automate the interpretation of images by extracting physical attributes including size, shape, color, and texture. The quantification of these features has enabled object identification, anomaly detection, and point of care diagnostics. Within the realm of bioengineering, there are several areas of application where preference is still given to conventional microscopy because of standardization, convenience or availability. There is scope to introduce alternative imaging and software technologies to these areas of application where the hope is to improve accuracy, throughput, automation, cost or processing speed. In this thesis, we identified three such areas of application within bioengineering where new systems were developed to improve existing techniques with faster quantification of physical and behavioral traits.
The combination of digital imaging systems and image processing techniques has greatly enhanced research in several areas of medicine such as radioactive imaging, magnetic resonance imaging, x-ray and computed tomography. Compared to these areas, skin diagnostics has received less attention which still relies greatly on the use of dermoscopes and image processing algorithms to classify the cancerous nature of skin lesions. Existing literature suggests that early detection of skin cancer with frequent testing and adequate knowledge can significantly help improve chances of survival. Today, early or frequent skin testing for cancerous moles is generally limited by the lack of accessibility to skin clinics and the expensive costs of current dermoscopic instruments. Some at-home skin testing kits are available but are still expensive and limited studies have been conducted to judge their effectiveness in predicting the cancerous nature of moles. Here the research motivation was to develop a simple, smart, user-friendly method to test whether a skin mole is cancerous or not by using basic steps of recording a mole image, extracting its key physical attributes, and telling the user of the decision outcome.

Using standard microscopes, it is inherently difficult to automate the process of imaging multiple samples over a wide field of view. Various alternatives to microscopes for biological imaging came into existence, such as high-resolution scanners and lens-free imaging platforms. High-resolution scanners provide an option for imaging a wide field of view with some magnification during post-processing. Similarly, lens-free imaging platforms obviate the need for expensive lighting and objective lens with some image-processing subsequent to image capture. To bring out the benefits of both high-resolution scanners and lens-free imaging platforms compared to standard microscopes, we found an application area in plant nematology.
where most of the egg counting was performed using a McMaster slide under a microscope. Conventional methods of counting eggs of plant parasitic nematodes in soil requires a number of steps to prepare the sample which are laborious and time-consuming. Thereafter, the visual detection of eggs is done by a trained person. During our discussions with Dr. Greg Tylka and his group, we concluded that new techniques for automating some of the steps in egg counting could be valuable for soil diagnostic laboratories. Here the research motivation was to develop new egg counting methods that obviate the need for standard microscopes while still processing a large number of soil samples in relatively shorter time.

Digital imaging with computational algorithms has been used to record the behavior of model organisms such as *C. elegans* and zebrafish. The progress in this field has led to linking genetic makeup to perceived phenotypes in model organisms and holds the promise to help understand the genetic basis of human diseases modelled in these microscale organisms. However, most worm tracking systems built for *C. elegans* cannot be applied for parasitic nematodes as they show a range of behavioral traits which cannot be grouped into identifiable features. For example, *Brugia malayi* is a mosquito-borne human parasite that is challenging to characterize in laboratory settings. This parasite has a low survival rate outside the human host and so not much is known about its behavior or response to stimuli. Tracking the body or posture of Brugia malayi is challenging as it exhibits a range of unpredictable body shapes. Here the research motivation was to develop a new digital imaging platform with software algorithms to record videos of *Brugia malayi* and identify key behavioral features towards predicting the dose response of various antifilarial compounds.
Literature Review

In bioengineering, image analysis systems have been gaining significant attention over the past few years, specifically in the context of portability, low-cost, high throughput, and signal processing. Image analysis systems often consist of an image acquisition hardware system to capture raw images and data analysis software to amplify the desired signal from background noise.

In general, the first major step in image analysis is to identify object(s) of interest from a recorded image or a video frame. The object is extracted from the image and a variety of physical and behavioral metrics such as size, shape, color, and positions are computed. These metrics are then used to characterize the behavior of biological specimen of interest. In this section, a review on the current image analysis systems and their shortcomings is presented in the three application areas of bioengineering: skin cancer diagnostics, plant parasitic nematology, and neglected tropical diseases.

![Figure 1.1 Diagnosing melanoma using dermoscope. a) Handheld dermoscope b) MoleMax HD [8,9].]
Skin cancer diagnostics

Among the different types of skin cancers, melanoma is the deadliest form of skin cancer with high mortality rates [1,2]. Literature shows that detecting at an earlier stage significantly improves the chances of survival [1,2]. Typically lesion images are captured by a commercial dermoscope which can be either handheld or desktop-based systems (Fig 1.1). Different computer-aided design (CAD) and diagnostic systems have been developed for the detection and analysis of these lesion images [3–7]. A typical CAD system for skin mole diagnostics consists of four steps: preprocessing, segmentation, feature extraction, and classification. In preprocessing step, smoothing filters are used to reduce the amount of noise and other artifacts present in the image. In the segmentation step, the lesion or mole is isolated from the background. In the feature extraction step, multiple features are extracted from the segmented lesion. The extracted features are fed to a mathematical model to get a score or to a machine learning classifier model to determine if a lesion is benign or melanoma. The
performance of the CAD system is evaluated by testing them on publicly available datasets of skin moles. The abovementioned steps remain the same for most CAD systems, while variations in the exact algorithms and procedure could be different.

A number of data processing algorithms exist to make the identification of skin moles more accurate and tuned to realistic situations. For example, in a previously reported work [10], the researchers have used an anisotropic diffusion filter to reduce the effects of hair present for the preprocessing stage and Chan-Vese’s model as the segmentation algorithm. The authors have extracted asymmetry, border, color, and texture information from the images and ran them through a support vector machine (SVM) classifier to classify the lesion as shown in Fig 1.2. Similarly, for the preprocessing step, different filters such as Gaussian and median filters were used to reduce the background noise [16]. Different segmentation algorithms such as edge detection [11], thresholding [12], and active contour [10] methods were used to identify the mole structure from the image. For the feature extraction step, the feature characteristics such as asymmetry, border irregularity, color, texture, and diameter were extracted from the lesion images [10,13,14]. These were then passed through machine learning classifiers such as kNN [15], SVM [16], decision trees [15], and artificial neural networks [17] for classification.
While most of the CAD systems developed previously for melanoma detection run on desktop PCs or workstations, there have been a few attempts to use a smartphone for early melanoma detection [18,19]. Fig 1.3 shows a screenshot of a smartphone application for cancer diagnosis. Some of the limitations of these previously reported are testing the systems on small image data sets or different databases and not designed for at-home diagnostics which are addressed in this thesis.
Figure 1.4 Procedure to count nematode eggs from a field sample. a) Protocol to extract and stain eggs from a dry soil sample. b) Manual method to count SCN eggs [23,24].

**Plant parasitic nematology**

The soybean cyst nematode (SCN), *Heterodera glycines*, is the major contributor to yield losses of soybeans in the United States. A common way to assess the severity of the infestation level is by computing the nematode egg density from a field soil sample [20,21]. For this purpose, the cysts (dead females) are collected from the sample. The eggs within are extracted and are stained using a dye. The protocol after obtaining the field sample to staining the nematode eggs is shown in Fig 1.4a. In the manual process, 1 mL of the stained egg solution is transferred to a nema slide. A trained technician counts the stained eggs on the slide by looking through a microscope as shown in Fig 1.4b.
Since the manual method of egg counting is cumbersome and time consuming, researchers have automated the egg counting process using deep learning network [22]. In this method, initially the images of nema slide are captured through a microscope and a trained technician annotates the eggs. The annotated dataset is used in training an autoencoder deep learning network to identify and count eggs. The images are split into sub images and are fed through the network to produce a binary image with eggs if they are present as shown in Fig 1.5.

While the abovementioned methods efficiently count the eggs, there are some shortcomings. There are substantial manual hours with labor costs and only a small volume can be imaged at a time and then extrapolated to obtain total egg count. The microscopes are also expensive compared to scanners.

**Neglected tropical diseases**

Lymphatic filariasis, a neglected tropical disease, is caused by parasitic nematodes including *Brugia malayi* and over a billion people are at the risk of infection [25–28]. The parasites (larval stage) enter the human body when a mosquito carrying them takes a blood
meal. These parasites stay in the lymph vessels, mature into adults, and release microfilaria into the bloodstream of the host. These microfilariae are ingested by other mosquitoes and transmit the disease. There have been worm tracker systems previously developed for drug screening purposes. Most of the worm tracker programs available today are developed to track *Caenorhabditis elegans*, a widely used model organism. One among them is the “Multi-worm tracker” which can record *C. elegans* crawling on the agar plate and can track their movement parameters in real-time [29]. The setup for this software is shown in Fig 1.6. The software calculates a variety of behavioral attributes such as: area, position, head position, spine length, spine curvature, speed, and angular speed. Using these attributes, the authors were able to distinguish different phenotypes of *C. elegans* [29].

![Diagram of Multi-worm tracker software](image)

**Figure 1.6 Setup and performance of the multi worm tracker software [29].**
Figure 1.7 Setup and results of \textit{B. malayi} worm tracker systems. a) WormAssay software results on female adult \textit{B. malayi} b) Worminator setup for recording the videos of parasites [30,31].

In addition to \textit{C. elegans}, some worm trackers for \textit{B. malayi} have also been developed. One among them is known as “WormAssay” using which drug efficacy of three drugs was tested on female adult \textit{B. malayi}. In their research, the authors developed an imaging platform to record videos of adult parasites after exposing them to drugs for more than 24 hours along with a custom software to analyze the videos. From these videos, metrics such as velocity and a custom metric to detect low levels of movement were extracted for each worm. The worm tracker software results are shown in Fig 1.7a. Using this system, the researchers were able to
achieve good dose response curves for the drugs [30]. Another system for drug screening of parasitic nematodes is called “Worminator” [31]. Researchers have used this system to screen drug compounds for microfilariae and L3 stages of three different filarial nematodes. The setup consisted of an inverted microscope, an x-y stage, a dark filed illuminator holder, and a computer running custom software as shown in Fig 1.7b. The videos of parasite movements were recorded after exposing them to drugs for more than 12 hours. The custom software calculated the motility inhibition percentage which was used to calculate the dose response curves for the different drug experiments.

While there are worm tracker systems developed for B. malayi, they extract only a couple of features for observing the phenotypical behavior which may not explain the phenotypical behavior as good as the C. elegans worm trackers. There are worm tracker systems developed for C. elegans that are more advanced and extract multiple features, however, they are designed to work with C. elegans as the assumptions of size, shape, and movement pattern are incorporated in their design which makes it challenging for these systems to be used for B. malayi parasites. In this thesis, we addressed these problems and developed software modules for both adult and microfilaria stages.

**Dissertation Organization**

This thesis presents automated imaging systems for applications in three areas of bioengineering which are still elusive to technical advancements in hardware electronics and data processing algorithms. The imaging systems helped us extract different sets of physical and behavioral features from the following biological entities: skin moles and lesions, eggs of soybean cyst nematodes, and the human parasite, Brugia malayi.

Chapter 2 deals with the development of a smartphone application to identify early signs of melanoma from skin lesion images. A user captured an image directly from a
smartphone with custom lens attachment and uploaded the image into the software application. The uploaded image was analyzed using multiple image processing steps to extract physical features such as asymmetry, border irregularity, number of colors, and diameter. A machine learning model was used to train the classifier in the application to classify an image as benign or malignant from the set of features. We validated the application by testing its performance on two public datasets which are dermoscopic and digital lesion images. The chapter is modified from journal paper “Skin Cancer Diagnostics with an All-Inclusive Smartphone Application”, Symmetry 11.6(2019):790.

Chapter 3 discusses the development of new methods to clean debris and automated image analysis methods to count soybean cyst nematode eggs from soil samples. In the first image analysis method, we used a high-resolution scanner to scan the images of filter papers containing eggs and debris from the soil sample. These images were split into train and test datasets. A deep learning model was trained using the train dataset to classify and count the eggs from debris. We validated the model by comparing its results with manual methods. In the second method, we used a lensless imaging and a microfluidic flow chip setup to count the eggs. A soil sample was loaded into a syringe connected to the flow chip and a holographic video was recorded as the sample passed through the flow chip. The holographic videos were reconstructed and processed by an image analysis program that identified and counted the eggs based on its features such as size and shape. Its performance was compared with the scanner-based and manual methods.

Chapter 4 discusses the development of an image analysis software package to characterize the phenotypic behavior of B. malayi adult and microfilaria stages. The imaging software consists of two modules. The first module, BrugiaAdultTracker, calculated a number
of features from adult male videos recorded using a microscope. We explored the importance of these features individually by calculating the dose response of three commonly used drugs against adult male parasitic nematodes. The second module, BrugiaMFTracker, was developed to extract whole body information of *B. malayi* microfilaria by constructing a worm model. A number of features pertaining to posture and movement were extracted from the skeleton of the worm model. The imaging software provides a new method to track the behavior of nematodes that particularly do not follow the sinusoidal movement patterns of model *C. elegans."
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CHAPTER 2.

SKIN CANCER DIAGNOSTICS WITH AN ALL-INCLUSIVE SMARTPHONE APPLICATION

Modified from the journal article

Abstract

Among the different types of skin cancer, melanoma is considered the deadliest and is difficult to treat at advanced stages. Detection of melanoma at earlier stages can lead to reduced mortality rates. Desktop based computer-aided systems have been developed to assist dermatologists with early diagnosis. However, there is significant interest in developing portable, at-home melanoma diagnostic systems which can assess the risk of cancerous skin lesions. Here we present a smartphone application that combines the image capture capabilities with preprocessing and segmentation to extract the ABCD features of a skin lesion. Using the feature sets, classification of malignancy is achieved through support vector machine classifiers. By using adaptive algorithms in the individual data processing stages, our approach is made computationally light, user friendly, and reliable in discriminating melanoma cases from benign ones. Images of skin lesions are either captured with the smartphone camera or imported from public datasets. The entire process from image capture to classification runs on an Android smartphone equipped with a detachable 10x lens and processes an image in less than a second. The overall performance metrics are evaluated on a public database of 200 images with Synthetic Minority Over-sampling Technique (SMOTE) (80% sensitivity, 90% specificity, 88% accuracy, and 0.85 AUC) and without SMOTE (55% sensitivity, 95% specificity, 90% accuracy, and 0.75 AUC). The evaluated performance metrics and computation times are comparable or better than previous methods. This all-inclusive
smartphone application is designed to be easy-to-download and easy-to-navigate for the end user, which is imperative for the eventual democratization of such medical diagnostic systems.

Introduction

Skin is the largest organ in the human body and comprises of two distinct layers: epidermis and dermis. While the epidermis protects the body from harsh exposures (such as ultraviolet radiation, infection, injuries, and water loss), the dermis provides nutrition and energy to the epidermis through a network of blood vessels [1–3]. As with every organ in the body, the skin is prone to different forms of cancer. The two most common skin cancers are the basal cell carcinoma and squamous cell carcinoma arising from epidermal cells called keratinocytes [4]. A third, deadlier form of skin cancer is malignant melanoma developing from epidermal cells called melanocytes. Today melanoma is notoriously frequent because of increasingly high rates of incidence that lead to a majority of skin cancer deaths [5,6].

To some extent, skin cancer is preventive and regular screening of skin moles, either in the clinic or at-home, is beneficial for curtailing the progress of the disease. However, current guidelines for screening skin cancer in the United States are inconsistent across different health organizations [7]. For instance, while the American Cancer Society recommends checking for skin cancer during periodic self-examinations by primary care physicians, the American Academy of Dermatology suggests that patients perform skin self-examination without sufficient clarity on the nature and frequency of screening. In a survey involving over 1600 physicians, it was concluded that the most effective skin cancer screening resulted when high-risk patients demanded a complete skin examination and the physicians also had sufficient medical training [7].

As with most cancers, early detection of melanoma can lead to reduced mortality according to several survey studies. In one study, 572 melanoma cases were detected over a
10-year timespan [7]. In another study, 18000 patients were checked for melanoma over a 17-year timespan. Both studies suggested that the chances of detecting melanoma early on are higher in established patients who routinely visit a skin clinic and are educated on the benefits of routine skin examinations [7]. Besides routine physical examination by a primary care physician or dermatologist, skin self-examination in at-home settings is valuable for the early diagnosis of melanoma. A thorough skin self-examination involves detailed diagnosis of all body parts including the back of the body and scalp areas. In addition, imaging technologies aid in accurate diagnosis at an early stage leading to better treatment and management strategies for melanoma.

The methods to evaluate skin growth for potential prognosis of melanoma have evolved over the past few decades. Before the 1980s, melanomas were generally identified by naked-eye observation of changes in gross mole features such as large size, bleeding, or ulceration [8]. In the case of suspicious lesions, biopsy of the lesion was done by removing the lesion for further analysis. This invasive method is still the most accurate method for diagnosis of melanoma, but requires the use of trained personnel and expensive equipment. During that time period, early prognosis was difficult because of the lack of technological advancements in imaging hardware and software tools. As time progressed, non-invasive techniques slowly became adopted that entailed less expensive equipment with good accuracy. The most commonly used non-invasive technique is dermoscopy or epiluminescence microscopy where the skin lesions are examined. A dermoscope is an optical instrument that uses a light source to cancel out skin surface reflections [1,9–12]. This gives access to the in-depth structures and colors of the lesion. This device is connected to a computer and captures images or videos of the lesion that are later used for diagnosis. A sensitivity of 89% has been reported using the
dermoscopy method; an improvement over the 70-85% reported for the naked-eye inspection approach [3]. However, the cost is prohibitive for generous usage as the dermoscope has to be coupled to expensive equipment (such as stereo microscopes) to evaluate the malignancy of the lesion.

Attempts to democratize skin diagnostics have been demonstrated that use cheaper alternatives to stereo microscopes as an imaging source. A method called “mobile teledermatology” employed mobile phones to take digital images of the lesion but needed coupling with pocket dermoscopic devices to compensate for the poor-quality optics in early generation mobile devices. The acquired images were transferred to teleconsultants via virtual private networks (VPN) located at remote locations for analysis and evaluation [13,14]. The two areas of improvement involve; (i) better hardware to capture high-resolution images and (ii) smarter computer-aided diagnosis (CAD) systems to accurately identify melanoma from dermoscopic images. Most of the previously reported CAD systems work on desktop PCs or workstations and assist the physicians to identify cancerous lesions at an early stage so that the treatment regimen can start right away. These CAD systems have generally been tested on dermoscopic or microscopic lesion images, even though they could be integrated with smartphones. Today mobile phones are equipped with high processing power, more storage capacity, high resolution image sensors, and larger memory [15,16]. This should enable mobile phones to capture images and run large computational tasks on the image directly on the device itself.
Figure 2.1 Overview of our smartphone application for the prognosis of melanoma. a) Flowchart shows the different steps involved in the processing of lesion images: The user selects an imported image on the smartphone and selects BEGIN to start the processing stages. The CAD system first preprocesses the image using a Gaussian filter and segments the image using the geometric curve evolution algorithm. The image is rotated to align with the major axes. ABCD features are extracted from the rotated image and classified as benign or melanoma using a SVM classifier. b) Screenshot of the final screen of the smartphone application running on the Android Operating System shows a sample lesion classified as melanoma.

In this work, we developed a smartphone application that functions as an image capture and diagnostic tool for at-home testing of skin cancer. The smartphone optics are enhanced by an inexpensive, commercially available 10x lens. A flowchart of the steps in the entire process is illustrated in Fig 2.1(a). A screenshot of the smartphone application classifying a lesion image from a public dataset is shown in Fig 2.1(b). Images of skin lesions are either captured with the smartphone camera or imported from the public dataset. Thereafter, four image processing steps are implemented: preprocessing, segmentation, feature extraction, and classification. A Gaussian filter reduced the noise, followed by a segmentation algorithm using curve evolution with fast level-set approximations to extract the lesion from the image. A linear
affine transformation aligned the lesion axes with the image axes. From the transformed image, the ABCD (Asymmetry, Border irregularity, Color variegation, and Diameter) rule is used to extract features and input them into a support vector machine (SVM) classifier to classify the lesion as benign or melanoma. The development of such all-inclusive skin diagnostic applications is anticipated to gain momentum in coming years, considering the present scenario of health care reforms, expensive costs of hospital visits, and the high mortality rates from melanoma.

**Material and methods**

Our smartphone application is designed to have relative ease of operation without compromising the accuracy in predicting melanoma cases. The application is intended to have a minimal number of intervention steps from the user with simplistic graphical representation of the classified results. Algorithms should be preferred that can run efficiently on a mobile phone without overloading the computing device. The four stages of image processing performed by the smartphone application are: preprocessing, segmentation, feature extraction, and classification.

**Preprocessing**

Typically, a dermoscopic image may contain artefacts such as hairs, ruler markings, air bubbles, and uneven illumination. The first stage towards classifying the malignancy of the skin mole involves preprocessing of the captured image where the intent is to remove the effects of the above-mentioned artefacts, reduce noise, and enhance the image contrast in the image.

In the preprocessing step, color transformation is first performed where the RGB image is converted to a different color space that separates color (chroma) from the intensity (luma) component. The commonly used color spaces are HSV (H represents hue, S represents...
saturation, and V represents value in the cylindrical coordinate system), Y'UV (Y' represents luminance, U and V represent the chromaticity components in the Cartesian system) and Lab (L represents lightness, A and B represent the chromaticity components in the Cartesian system). We converted the image from the RGB color space to the Y'UV color space which separates the color component from the illumination component of the image, and is known to perform better in these respects than other color spaces such as HSV, HIS (H represents hue, S represents saturation, and I represents intensity in the cylindrical coordinate system), and LAB [17]. This conversion enables the smartphone application to perform consistently under varied illumination conditions (such as indoor and outdoor lighting) and makes the detection of lesion borders less prone to illumination effects. A RGB image is converted to the Y'UV color space based on the National Television System Committee (NTSC) standard using the following equations [18]:

\[
Y' = 0.299 R + 0.587 G + 0.114 B \\
U = -0.147 R - 0.289 G + 0.436 B \\
V = 0.615 R - 0.515 G - 0.100 B
\]

Next, to reduce the effects of artefacts, several filters are available that help smoothen the image. Commonly used filters are Gaussian [9, 19–22], median [16, 23, 24], and anisotropic diffusion filters [25, 26]. We used a 2-D Gaussian filter \( G \) for a point \((x, y)\) represented by Eq. (2.4) below [27]:

\[
G(x, y) = \frac{1}{2\pi \sigma^2} e^{-\frac{(x^2+y^2)}{2\sigma^2}}
\]

where \( \sigma_x \) and \( \sigma_y \) are the standard deviations and \( \mu_x \) and \( \mu_y \) are the means across both dimensions. The Gaussian filtering produces a resultant image by performing convolution of
the filter with the image. The size of the filter is determined by its kernel value. A large kernel value significantly blurs the image and weakens the borderline along with noise, whereas a small kernel value does not reduce the noise to a desirable extent. We found that a kernel of \( k = 5 \) and standard deviation of \( \sigma = 1 \) provided the best results.

**Segmentation**

In the segmentation step, the lesion boundary of the lesion is identified from the preprocessed image, which is then used to extract physical features of the lesion. A number of segmentation algorithms have been reported in the literature, such as edge detection [26,28,29], thresholding [30,31], and active contour methods. Previous segmentation algorithms were highly sensitive to noise and thus required high contrast images, in addition to inputs from the user to adjust the segmented region. Today, active contour algorithms have gained popularity, where a deformable curve progresses until it fits the boundary of the region of interest (ROI). Active contour algorithms are categorized as parametric or geometric based on the curve tracking method. In the parametric active contour model, the deformable curve is guided by energy forces with internal energy controlling the curve’s expansion or shrinkage. The image energies (such as image intensities, gradients, edges, and corners) are used to guide the curve to the ROI. Although parametric models have worked even when the ROI has weak borders, there are challenges in handling ROIs with large curvatures and topological changes [10,23]. The geometric active contour model improves upon parametric models by adapting to topological changes. One popular geometric active contour model is known as the Chan-Vese model [32], [25]. Generally speaking, active contour models involve solving partial differential equations (PDE) for curve evolution creating a computational burden [33].

Our choice of segmentation algorithms was focused around geometric active contour models for the reasons mentioned above, but we desired techniques outside the PDE realm that
were computationally light and could run efficiently on a smartphone. We used a modified Chan-Vese model that runs in real-time with fast level-set approximation [34]. In this model, a curve \( \phi(x, y) \) denotes a level set function over a grid \( u_0 \) and is expressed by Eq. (2.6) below:

\[
\phi(x, y) = \begin{cases} 
-3, & \text{if } (x, y) \text{ is an interior point} \\
-1, & \text{if } (x, y) \in L_{in} \\
1, & \text{if } (x, y) \in L_{out} \\
3, & \text{if } (x, y) \text{ is an exterior point}
\end{cases}
\]

(2.5)

where \((x, y)\) represents a point location on the grid. The lists \(L_{in}\) and \(L_{out}\) contain points inside \((\phi < 0)\) and outside \((\phi > 0)\) of the curve separated by pixels and allow localization of the curve. The ‘interior points’ are the points inside \(L_{in}\) and the ‘exterior points’ are the points outside \(L_{out}\). The model updates the curve during each evolution until it fits the boundary of the object of interest. The process of curve evolution is composed of a data dependent cycle and a smoothing cycle. Both cycles are repeated for \(N_a, N_s\) iterations for each evolution. In the data dependent cycle, a field speed \(F_d\) represented by Eq. (2.6) is calculated for all the points in \(L_{in}\) and \(L_{out}\).

\[
F_d(x, y) = \lambda_2(|u_0(x, y) - c_2|^2) - \lambda_1(|u_0(x, y) - c_1|^2)
\]

(2.6)

The parameters \(\lambda_1\) and \(\lambda_2\) are fixed integer values, and \(c_1\) and \(c_2\) are the mean values inside and outside the curve. The pixel intensity at a point \((x, y)\) on the grid is given by \(u_0(x, y)\). For each point in \(L_{out}\), if \(F_d > 0\), the point is switched from \(L_{out}\) to \(L_{in}\) and redundant points are deleted. Similarly, for each point in \(L_{in}\), if \(F_d < 0\), the point is switched from \(L_{in}\) to \(L_{out}\) and redundant points are deleted. In the smoothing cycle, a speed \(F_{int}\) represented by Eq. (2.7) is calculated for all the points in \(L_{in}\) and \(L_{out}\).
\[ F_{\text{int}}(x, y) = \begin{cases} 
1, & \text{if } G \otimes H(-\phi)(x, y) > \frac{1}{2} \forall x \in L_{\text{out}} \\
-1, & \text{if } G \otimes H(-\phi)(x, y) > \frac{1}{2} \forall x \in L_{\text{in}} \\
0, & \text{otherwise}
\end{cases} \] (2.7)

where \( G \) and \( H \) represent the 2-D Gaussian filter and Heaviside functions, and \( H(-\phi) \) indicates the object region of the curve (\( \phi \)). For each point in the \( L_{\text{out}} \), if \( F_{\text{int}} > 0 \), the point is switched from \( L_{\text{out}} \) to \( L_{\text{in}} \) and redundant points are deleted. Similarly, for each point in \( L_{\text{in}} \), if \( F_{\text{int}} < 0 \), the point is switched from \( L_{\text{in}} \) to \( L_{\text{out}} \) and redundant points are deleted. The stopping condition of this segmentation algorithm is defined when the lists \((L_{\text{in}}, L_{\text{out}})\) are not updated after the first cycle or a set number of iterations is reached. In our case, \( \lambda_1 = 2 \), \( \lambda_2 = 1 \) were determined to be the best parameters after multiple trial and error tests.

Figure 2.2 Illustration of the geometric active contour curve evolution process during segmentation to identify a lesion. a) The object of interest is drawn on a 2-D grid image. The initial elliptic curve with same height as the image and roughly 80% of the image width along with initial contours of \( L_{\text{in}} \) and \( L_{\text{out}} \) are overlaid on the image. The \( L_{\text{in}}, L_{\text{out}} \) contours represent the outer and inner curves with one-pixel gap. All the points in the image are assigned values based on the level-set function \( \phi \). At each iteration, the curves move inner towards the object determined by the speeds. b) The final contours of \( L_{\text{in}} \) and \( L_{\text{out}} \) along with the boundary \( C \) of the object after a certain number of iterations is shown.

A cartoon depicting the curve evolution from the initial set curve is shown in Fig 2.2.

In Fig 2.2(a), the lesion image is shown as a 2-D grid with the object of interest depicted in light red. The initial lists \((L_{\text{in}}, L_{\text{out}})\) are shown by the light green and dark green colors, where
an initially segmented region, based on $\phi$, is overlaid on the original image. During each iteration, the points in two lists get updated in the direction that minimizes the differences in mean values $(c_1, c_2)$. After a certain number of iterations, the curve represented by $C$ fits to the boundary as shown in Fig 2.2(b).

**Feature extraction**

In the 1980s, a group at New York University coined the ABCD acronym to categorize the morphological and clinical features of a skin mole or lesion [35]. This acronym stands for Asymmetry, Border irregularity, Color variegation, and Diameter greater than 6 mm [31,36–38]. The ABCD rule is best suited to differentiate early, thin tumors from benign, pigmented lesions. Besides the ABCD rule, there are other methods and algorithms to detect early melanoma. Pattern analysis has been employed with epifluorescence and video microscopy to categorize the type of skin lesion based upon its general appearance, surface, pigmented patterns, border, and depigmentation [39,40]. Pattern analysis and ABCD rule are the oldest and widely adopted methods for melanoma detection [41]. The C.A.S.H. algorithm identifies the Color, Architectural disorder, Symmetry, and Homogeneity/Heterogeneity of mole structures [42]. The C.A.S.H. algorithm has a lower specificity compared to the ABCD rule [8,43]. The Menzies method images the pigmented skin lesions using an immersion oil and categorized the mole based on the symmetry of pattern and one color [44]. The Glasgow 7-point checklist performs diagnosis on three major features (change in size of lesion, irregular pigmentation, and irregular border) and four minor features (inflammation, itching sensation, diameter greater than 7 mm, and oozing of lesions)[1,3,8,45,46]. Because of its inherent complexity, the Glasgow 7-point checklist is less widely adopted and has a lower pooled sensitivity compared to the ABCD rule [47]. Another method extends the ABCD rule to incorporate the evolution of the lesion (E parameter) by adding patient’s description of
lesion change (e.g. enlargement, elevation and color change) [45,48]. Although the ABCDE rule has been validated in clinical practice, however no randomized clinical trials have shown that there is an improvement in the early detection of melanoma [45]. In addition, image acquisition methods have also been developed to differentiate the amount of light absorbed, transmitted or backscattered by the melanin content of the lesion. Examples of such image acquisition methods are hyperspectral imaging, reflectance confocal microscopy, and optical coherence tomography [43]. However, these image acquisition methods are yet to be standardized to accurately calibrate the absorbance or reflectance from the imaging window [43]. Information about the inflammatory process in the skin have also been retrieved by the use of ultrasound technology and electrical bioimpedance measurements. However, ultrasound images are difficult to interpret and the electrical impedance of the skin can vary greatly based on age, gender, and body location [8]. In addition, advanced dermoscopy and photography tools are commercially available for these applications (e.g. digital epiluminescence (dermoscopic) microscopy (DELM), SIAscope™, MIRROR DermaGraphix™ software, DigitalDerm MoleMapCD™) along with accessory camera (e.g. Molemax™, SolarScan™, VivaCam™). These equipment are cost prohibitive for at-home diagnostics [49].

In our smartphone application, lesion features are extracted following the ABCD rule. Because of its simplicity in implementation, the ABCD rule is widely adopted and taught in dermatology classes. Furthermore, among all the computerized methods for melanoma detection, the ABCD rule is the most popular and most effective algorithm for ruling out melanoma [47].

The ‘Asymmetry’ feature stems from the fact that lesion images taken using a dermoscope are generally not symmetric with the major x-y axes of the images. However, to
judge if there is any asymmetry in shape, the lesion axes must be aligned to the major axes of the image. To first accomplish this alignment, it is necessary to transform the segmented image ($u_o$) by finding the lesion’s minimum enclosing rectangle and extracting the rectangular matrix from the image. This matrix provides the major and minor axes, along with the tilt angle ($\theta$) of the rectangle. Next, we calculate the rotation matrix ($M$) from the tilt angle as shown in Eq. (2.9).

\[
\alpha = sf \cos(\theta), \beta = sf \sin(\theta) \tag{2.8}
\]

\[
M = \begin{bmatrix}
\alpha & \beta & (1 - \alpha)C_x - \beta C_y \\
-\beta & \alpha & \beta C_x + (1 - \alpha)C_y
\end{bmatrix} \tag{2.9}
\]

The parameters $\alpha$ and $\beta$ are calculated from the scale factor and tilt angle as shown in Eq. (2.8). The scale factor ($sf$) determines whether the image should be cropped while rotating or scaling the image so that no information is lost. The application automatically adjusts the scale factor based on the area and position of the lesion in the image. The values ($C_x, C_y$) represent the centroid position of the lesion. From the rotation matrix ($M$), the segmented image is transformed to get the rotated image ($R$) as shown in Eq. (2.10) [2]:

\[
R(x, y) = u_o(M_{11}x + M_{12}y + M_{13}, M_{21}x + M_{22}y + M_{23}) \tag{2.10}
\]

where $M_{ij}$ $\forall i = 1,2$ $j = 1,2,3$ represents the corresponding value at the location $(i, j)$ in the rotation matrix.

The asymmetry score is calculated from a total of eight parameters. The first two parameters, vertical and horizontal asymmetry, are calculated by overlapping the binary form of the warped segmented image with the mirror images in horizontal and vertical directions. The sum of all the non-zero pixels in the image is computed and divided by two, assuming that the asymmetrical area will be the same across horizontal and vertical axes. The asymmetry
level (AS) is calculated as the percentage of the non-zero pixels in the overlapped image over the lesion area and is represented by Eq. (2.11),

\[ AS = \frac{NOR}{A} \times 100 \]  

(2.11)

where \( NOR \) represents the non-overlapped region (non-zero pixels) and \( A \) represents the lesion area or the total sum of non-zero pixels in the binary image. The remaining six parameters refer to the asymmetry in structure and are calculated as the distance between lesion centroid and the weighted centroids of the color contours (obtained from the Color variegation feature).

The ‘Border irregularity’ feature is generally defined as the level of deviation from a perfect circle and measured by the irregularity index (I) as shown in Eq. (2.12),

\[ I = \frac{p^2}{4\pi A} \]  

(2.12)

where \( P \) and \( A \) are the perimeter and the area of the lesion, respectively \([31,41]\). The minimum value of the irregularity index is the one that corresponds to a perfect circle. As the lesion shape deviates from that of a perfect circle, the value of the irregularity index increases.

The ‘Color variegation’ feature denotes the different number of colors of the lesion from the HSV (Hue, Saturation, and Value) image. This is calculated by iterating through each pixel of the lesion, extracting its hue value, and grouping all the pixels that have hue values within a specified range. Our color set includes the following colors: white, red, light brown, dark brown, blue-gray, and black. The HSV values for these colors are determined by trial and error. In general, a benign mole has one or two colors while a melanocytic mole may have more than three colors.
The ‘Diameter greater than 6 mm’ feature refers to the size of a lesion in the suspicious case of melanoma. However, even with lesions having a diameter less than 6 mm, the mole should be analyzed for early risks of melanoma. The diameter of the lesion is calculated as shown in Eq. (2.13):

\[ D = 2aγ \]  

(2.13)

where \( a \) is the side length of the minimum area rectangle in pixels, and \( γ \) is the conversion factor from pixels to millimeters. The \( γ \) value is calculated using the parameters of the imaging system, such as focal length and the distance from object to the lens in the system.

Classification

The extracted features are passed to a classifier which categorizes whether the lesion is suspicious of melanoma or benign in nature. To generate an optimum classifier, the ABCD feature sets from all the images are randomly divided into training and test sets. Then, a supervised machine learning classification model learns to classify the lesions into different classes based on the input training set, this is generally referred to as the training step. The test set, excluding the classes, is applied on the generated model to create classes which are compared with the ones in the test set to evaluate the model’s performance.

The classification algorithm for our smartphone application prioritized robustness, supporting libraries developed for different platforms (Desktop, smartphones), with better performance and faster classification. We chose the SVM classification algorithm because it satisfied all the above conditions and is demonstrated to work better than other classifiers in other studies [51]. Besides SVM, different classifiers have been implemented for this purpose, including k-nearest neighbor (kNN) [51,52], decision trees [51], and artificial neural networks [53,54]. The SVM algorithm constructs a discrimination plane (hyperplane) in high
dimensional space that best separates the input data into different classes. The training data with \( m \) samples is labelled as \( \{x_i, y_i\} \), where \( x_i \in \text{input features } (X) \), \( y_i \in \text{input classes } (y) \). Let the separating hyperplane constructed by \( x \) be defined as \( f(x) = w \cdot x + b \) where \( w \) is the normal distance to the hyperplane, \( |b|/||w|| \) is the perpendicular distance from the origin, and \( ||w|| \) is the Euclidean norm of \( w \). The hyperplanes can be formed by \( x \) that satisfy \( f(x) = 0 \) in such a way that the positive samples satisfy \( f(x) > 0 \) and negative samples satisfy \( f(x) < 0 \). Depending on the type of data, the following constraints can be formulated [55]:

\[
y_i(f(x_i)) - 1 \geq 0 \forall i = 1, ..., m \text{ (Linearly separable)} \tag{2.14}
\]

\[
y_i(f(x_i)) - 1 \geq -\xi_i, \quad \xi_i \geq 0 \forall i = 1, ..., m \text{ (Linearly non-separable)} \tag{2.15}
\]

For the linearly non-separable data, the variables \( \xi_i \) referred to as slack variables are added such that \( \sum \xi_i \) sets the upper bound on the total number of errors. An extra cost parameter \( C \) is added to assign penalty for errors. The algorithm chooses the optimum hyperplane based on the largest margin which is calculated as the sum of shortest distances from closest positive and negative sample to the hyperplane. The largest margin is obtained by forming two parallel hyperplanes \( H1 \) and \( H2 \). The points that satisfy \( \alpha_i > 0 \) are called support vectors. These parallel hyperplanes are obtained by minimizing the \( ||w||^2 \) subjected to the inequality constraints (Eq. (2.14) or Eq. (2.15)) depending on the type of data. This minimization is defined by Lagrangian functions for different types of data [55]:

\[
L_{ls} = \sum_{i=1}^{m} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{m} \alpha_i y_i \alpha_j y_j x_i \cdot x_j, \quad \alpha_i \geq 0 \tag{2.16}
\]
\[ L_{lns} = \sum_{i=1}^{m} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{m} \alpha_i y_i \alpha_j y_j x_i \cdot x_j, \quad 0 \leq \alpha_i \leq C \]  

(2.17)

The equation (2.16) for linearly separable data \((L_{ls})\) satisfies the conditions \(w = \sum_{i=1}^{m} \alpha_i y_i x_i\) and \(\sum_{i=1}^{m} \alpha_i y_i = 0\), where \(\alpha_i, i = 1, ..., m\) are positive Lagrange multipliers for each of constraints for linearly separable data. The equation (2.17) for linearly non-separable data \((L_{lns})\) is subjected to conditions \(\sum_{i=1}^{m} \alpha_i y_i = 0, i = 1, ..., m\).

For non-linear data, first the samples are mapped to a high dimensional space \((H)\) defined as \(\phi: X \rightarrow H\). A kernel function defined as \(K(x_i, x_j) = \phi(x_i) \cdot \phi(x_j)\) is used to calculate the dot product of the samples in the higher dimension. The Lagrangian function is modified as [55]:

\[ L_{nl} = \sum_{i=1}^{m} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{m} \alpha_i y_i \alpha_j y_j K(x_i, x_j), \quad 0 \leq \alpha_i \leq C \]  

(2.18)

The equation (2.18) satisfies the conditions \(\sum_{i=1}^{m} \alpha_i y_i = 0\), where \(\alpha_i, i = 1, ..., m\). The kernel function can be set by the user. We tested our smartphone application with three different kernels: Linear, Radial basis function (RBF), and a third-degree polynomial function.

**Results**

We initially trained and tested our smartphone application on the publicly available PH2 database [56]. The database has been analyzed by expert dermatologists with added information such as segmented lesions, identified colors, and their clinical diagnosis. The database consists of 200 dermoscopic images (80 atypical nevi, 80 common nevi, and 40 melanomas) taken by a Mole Analyzer system with a 20x magnification. The RGB images are 8-bit with a resolution of 768 × 560 pixels. To test the images in the database, our smartphone application uses the computer vision library OpenCV for Java. The segmentation algorithm is
implemented in C++ and embedded into the smartphone application using Android NDK (native development kit).
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Figure 2.3 The preprocessing stage involves applying a Gaussian filter and color transformation. a) The column shows the representative images from the publicly available PH2 dataset. The top two rows are images for melanoma cases and bottom two rows are images for benign cases. b) The column shows the results after applying Gaussian filter with kernel value of 5 and standard deviation of 1. c) The column shows the results after converting the color space from RGB to YUV. Scale bar = 2 mm.

Representative images after the preprocessing stage are depicted in Fig 2.3. In Fig 2.3(a), the first two rows show images of melanoma cases and the last two rows show images of benign cases. We applied the Gaussian filter and tested the dataset with values of the kernel ($k$) ranging from 3 to 11, while maintaining a standard deviation ($\sigma$) value as 1. We found that $k = 5$ and $\sigma = 1$ gave the best results as shown in Fig 2.3(b). A color transformation from the RGB to YUV color space was performed on the images (Fig 2.3(c)).
The segmentation stage identifies the lesion from the background using the geometric active contour algorithm. The top two rows are images for melanoma cases and bottom two rows are images for benign cases. Images in (a) and (c) columns show the original images overlaid with the resulting curve after evolution of 50 iterations (Red), 100 iterations (Green), 200 iterations (Cyan), and 400 iterations (Blue). The images in (b) and (d) columns show the corresponding final segmented images. The values of the ABCD features are listed for these images. Scale bar = 2 mm.

Thereafter, the procedure for segmentation is applied to the images in the dataset. The algorithmic parameters $\alpha$, $\beta$, and $\gamma$ are used to specify the importance of the Y, U, and V color channels with respect to segmentation and can be adjusted to add more weight to a specific channel, if needed. The initial contour was set at 65% of the image’s width and height, and a maximum of 400 iterations were required to find the final contour. Visuals of the curve evolution during segmentation of representative benign and melanoma cases are shown in Fig 2.4. The first two rows refer to the melanoma cases and next two rows refer to the benign cases. The curve at different iteration points (50, 100, 200, and 400) is overlaid on the original image in different colors (red, green, cyan, and blue) as shown in Fig 2.4(a, c). It is interesting to
observe that the algorithm performs outward evolution for melanoma images and inward evolution for benign images as shown in Fig 2.4(a, c). The final curve is represented by the blue color. The segmented image based on this final curve for these images is shown in Fig 2.4(b, d). If the lambda values ($\lambda_1, \lambda_2$) are set to values (> 2) seems to be affecting the segmentation significantly. It is however worth noting that, in melanoma cases, the segmentation curve is slightly under fitted in some cases as shown in Fig 2.4(a, c). In addition, the ABCD values are shown for these images. From the figure, it can be inferred that these values are higher in the melanoma cases.

Figure 2.5 The asymmetry in shape is illustrated on representative lesion images. The top two rows are images for melanoma cases and bottom two rows are images for benign cases. (a) The column represents the images obtained after segmentation stage. b) The images are warped (rotated) so that the lesion axes are aligned with the image axes. c) Horizontal asymmetry is calculated by superimposing the horizontally flipped lesion onto the original lesion and marking the non-overlapped regions with black pixel values. d) Vertical asymmetry of the lesion is calculated by superimposing the vertically flipped lesion onto original lesion and marking the non-overlapped regions with black pixel values. The values of horizontal and vertical asymmetry ($A_H$ and $A_V$, respectively) are listed within the images. Scale bar = 2 mm.
Our procedure for calculating the asymmetry in shape is depicted in Fig 2.5 for two representative benign and melanoma cases. The top two rows represent the melanoma cases while the next two rows show the benign cases. Fig 2.5(a, b) show the images after segmenting the lesions from the original images and rotating them to align with the image axes. Fig 2.5(c, d) show the results of the horizontal and vertical asymmetries, in shape, overlaid with their values. The vertical and horizontal asymmetry values, represented by darkened pixels, are higher for melanoma cases than for benign cases.

Figure 2.6 The color variegation feature is illustrated showing the different color contours on representative lesion images. The top two rows represent melanoma cases and bottom two rows represent benign cases. (a, c) The images shown here are the original images from the PH2 dataset. (b, d) The original images are overlaid with the different color region borders detected by the smartphone application. The colors red, green, yellow, cyan, blue, and black correspond to dark brown, blue gray, light brown, white, red, and black color parameters. Scale bar = 2 mm.

The method to estimate the number of colors (for color variegation) is applied to the dataset, and representative images (five melanoma and five benign cases) are shown in Fig 2.6(a, c). For most of the benign cases, the number of colors is limited to two (light brown and dark brown). However, in the case of melanoma, there are generally more than two colors
present. All six color parameters are labelled with different colors: dark brown (red), blue gray (green), light brown (yellow), white (cyan), red (blue), and black (black). The original images with color contours drawn for both melanoma and benign are illustrated in Fig 2.6(b, d).

Table 2.1 Evaluation parameters (i.e. sensitivity, specificity, accuracy, and area under curve (AUC)) were calculated on the PH2 dataset for three SVM kernels (i.e. Linear, Radial basis function, and Polynomial). The RBF kernel provides the best performance compared to the other two kernels.

<table>
<thead>
<tr>
<th>SVM Kernel</th>
<th>With SMOTE</th>
<th>Without SMOTE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sensitivity</td>
<td>Specificity</td>
</tr>
<tr>
<td>Linear</td>
<td>79</td>
<td>82</td>
</tr>
<tr>
<td>Radial basis function (RBF)</td>
<td>80</td>
<td>90</td>
</tr>
<tr>
<td>Polynomial</td>
<td>79</td>
<td>75</td>
</tr>
</tbody>
</table>

The ABCD features extracted from all the images are split into training and testing sets with a 70:30 ratio. Because of the low ratio of melanoma to benign cases in the dataset (1:4), we used a popular oversampling algorithm called Synthetic Minority Over-sampling Technique (SMOTE) [57] to synthetically generate more samples for melanoma to update the training set. The features in the training set are then scaled by subtracting the mean and dividing by the standard deviation for each feature independently maintaining zero mean and unit variance. This scaling is also applied to the testing set using the same mean and standard deviation values from the training set before testing against the classifiers. We evaluated three different kernels for the SVM classifier: Linear, Radial basis function (RBF), and Polynomial against evaluation parameters (sensitivity, specificity, accuracy, area under curve (AUC)) on the PH2 dataset. We plotted the receiver operating curves (ROC) and calculated the associated area under the curve (AUC) values. The evaluation metrics for the three kernels are shown in Table 2.1 for the cases of with and without SMOTE. With SMOTE, the RBF kernel performed better than the other two alternatives (linear and polynomial) for the four evaluation parameters.
(80% sensitivity, 90% specificity, 88% accuracy, and 0.85 AUC). Without SMOTE, the polynomial kernel performed slightly better than the other two kernels for the evaluation parameters (55% sensitivity, 95% specificity, 90% accuracy, and 0.75 AUC). For studies on early melanoma detection, very high sensitivity is desired. Our calculations indicate that the sensitivity and AUC values with SMOTE were better than those without SMOTE, and the RBF kernel provided the best results with SMOTE.

Table 2.2 For each ABCD feature, the evaluation parameters (i.e. sensitivity, specificity, accuracy, and precision) were calculated and compared with results from combining all the features on the PH2 dataset.

<table>
<thead>
<tr>
<th>Features</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asymmetry</td>
<td>23</td>
<td>84</td>
<td>54</td>
<td>62</td>
</tr>
<tr>
<td>Border</td>
<td>81</td>
<td>63</td>
<td>72</td>
<td>68</td>
</tr>
<tr>
<td>Color</td>
<td>96</td>
<td>42</td>
<td>69</td>
<td>58</td>
</tr>
<tr>
<td>Diameter</td>
<td>90</td>
<td>71</td>
<td>80</td>
<td>75</td>
</tr>
<tr>
<td>Overall</td>
<td>80</td>
<td>90</td>
<td>88</td>
<td>91</td>
</tr>
</tbody>
</table>

The importance of each ABCD feature was evaluated by training the SVM classifier with the RBF kernel. The results are shown in Table 2.2. When only considering Color variegation, 96% of the melanoma cases were correctly identified, though many false positives were present. Similarly, based on asymmetry alone, 84% of the benign cases were correctly identified, but the increased frequency of false negatives lowered the accuracy and sensitivity values. The diameter feature seemed to have better performance when compared to others. A classifier combining all the ABCD features yielded improved precision (91%) and sensitivity (80%). The associated ROC curves for Table 2.2 and for multiple SVM kernel parameters are provided in the supplemental file.
For all images, a comparison of computational times (in milliseconds) was performed for each processing stage on a desktop (Intel Xeon-E5 CPU, 32 GB RAM, Windows 10) and an Android Phone (Samsung S6). On the desktop, a program was written that runs in Python and makes use of the OpenCV library for Python to perform the image analysis. To speed up the computation time, the same segmentation program used in the smartphone is wrapped using C++ bindings for Python. The results are shown in Table 2.3. Apart from the segmentation step, the remaining stages take similar computation times for both the benign and melanoma cases on a smartphone and desktop. In both devices, the segmentation step takes longer in melanoma cases (300-400 iterations) when compared to most benign cases (200-250 iterations). The segmentation would normally take longer on a smartphone than on a desktop, but due to the nature of the wrapper call and some additional steps required by the desktop program to extract the lesion boundary, the segmentation duration is longer on the desktop application.

Table 2.3 The computational time of each image processing stage in our smartphone application is listed as it is run on a Desktop (Intel Xeon-E5 CPU, 32 GB RAM, Windows 10) and Android Phone (Samsung S6) using the PH2 dataset.

<table>
<thead>
<tr>
<th>Stage/Device</th>
<th>Benign</th>
<th></th>
<th>Melanoma</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Desktop PC</td>
<td>Android Phone</td>
<td>Desktop PC</td>
<td>Android Phone</td>
</tr>
<tr>
<td>Preprocessing</td>
<td>78 ± 10</td>
<td>116 ± 18</td>
<td>68 ± 18</td>
<td>109 ± 6</td>
</tr>
<tr>
<td>Segmentation</td>
<td>283 ± 139</td>
<td>208 ± 106</td>
<td>415 ± 179</td>
<td>288 ± 92</td>
</tr>
<tr>
<td>Feature Extraction</td>
<td>27 ± 7</td>
<td>41 ± 13</td>
<td>31 ± 9</td>
<td>47 ± 14</td>
</tr>
<tr>
<td>Feature Classification</td>
<td>10 ± 2</td>
<td>19 ± 5</td>
<td>10 ± 2</td>
<td>19 ± 5</td>
</tr>
<tr>
<td>Total Time (ms)</td>
<td>398</td>
<td>384</td>
<td>524</td>
<td>463</td>
</tr>
</tbody>
</table>

For all images, a comparison of computational times (in milliseconds) was performed for each processing stage on a desktop (Intel Xeon-E5 CPU, 32 GB RAM, Windows 10) and
an Android Phone (Samsung S6). On the desktop, a program was written that runs in Python and makes use of the OpenCV library for Python to perform the image analysis. To speed up the computation time, the same segmentation program used in the smartphone is wrapped using C++ bindings for Python. The results are shown in Table 2.3. Apart from the segmentation step, the remaining stages take similar computation times for both the benign and melanoma cases on a smartphone and desktop. In both devices, the segmentation step takes longer in melanoma cases (300-400 iterations) when compared to most benign cases (200-250 iterations). The segmentation would normally take longer on a smartphone than on a desktop, but due to the nature of the wrapper call and some additional steps required by the desktop program to extract the lesion boundary, the segmentation duration is longer on the desktop application.

The computational time estimated for our smartphone application is lower than those previously reported. For instance, Andrea Pennisi et.al. reported that their system took 1.990 sec on an Intel i3-2370M CPU and 4 GB of RAM desktop system to classify an image as melanoma [28]. Aleem et.al. stated that their method took 14.938 sec on preprocessed 640 × 480 images using an Android smartphone [22]. Majtner et.al. reported that the computation time to extract the features alone was around 0.6 to 3.3 sec [19]. Oliveira et.al. noted that their CAD system took around 8 sec per image to classify the lesion on a desktop computer equipped with Intel i5-650 CPU with 8 GB of RAM [25]. Do et.al. reported that their smartphone application classified the lesion, taken by a Samsung Galaxy S4 Zoom smartphone, in less than 5 seconds after the image is resized with the longer edge at 512 pixels maintaining the same aspect ratio [16]. In comparison, our smartphone application takes less
than one second to completely process and classify an image of dimensions $768 \times 560$ pixels without compromising the accuracy in classification.

Figure 2.7 The smartphone application is used to capture, process, and classify live images of skin lesions. a) The picture shows the setup that includes a support structure (L = 75 mm, W = 75 mm, H = 13 mm) to capture a person’s mole with our application (i). The glass support structure (ii) helps to align the camera onto the mole to capture the image at the appropriate focal distance (iii). A Macro 10x lens is attached to a smartphone rear camera and focused on a mole on the hand. Our application captures the image and processes it to determine the malignancy of the mole. b) Representative results for moles from eight volunteers are shown here overlaid with segmentation contours. All the moles were classified as benign here. Scale bar = 3 mm.

After training and testing the smartphone application on images in the PH2 database, we wanted to completely run the developed platform on live images captured using the phone’s in-built hardware. The phone is attached with a 10x lens ($11, AMIR camera lens kit, Shenzhen Amier Technology) to allow us to take microscopic images of the skin moles. Eight individuals, each having different skin tones, volunteered to have images of their moles captured by a smartphone (Fig 2.7(a)). The operational procedure is as follows. First the ‘Mole Detection’ application is opened, the ‘Begin’ button is pressed providing the user with two features (‘Take a photo’ and ‘Get stored pictures’). When the ‘Take a Photo’ feature is chosen,
the application takes control of the smartphone’s camera allowing it to capture an image at the user’s discretion. The user points the smartphone camera towards the lesion and captures an image after it is focused. This happens when the lens is roughly 13 mm away from the target lesion. This value is also used to recalculate the pixel to mm conversion factor and update it in the application. While capturing an image, a support structure allows to align the smartphone perpendicularly to the lesion at the optimal focal distance (Fig 2.7a(i)). An example L-shaped glass support structure (L = 75 mm, W = 75 mm, H = 13 mm) is shown in Fig 2.7a(ii) with a sample mole image taken using this support structure (Fig 2.7a(iii)). We have seen that focused images (focal distance = 13 mm) captured under white light or indirect sunlight are adequately processed by the smartphone application. Once the image is captured, it is resized to 1024 × 768 using bilinear interpolation before storing it. The user is then provided with two options (‘Retake’ or ‘Proceed’). If the user is unsatisfied with the image quality, they can retake a new image by selecting the ‘Retake’ option. Otherwise, the user can select the ‘Proceed’ option to perform the diagnosis of the lesion. The user is presented with the final classified results (i.e. benign or suspicious of melanoma) along with values of the ABCD features. Fig 2.7(b) shows the original mole images overlaid with segmentation contours. It can be observed that the segmentation results are more sensitive to borders, showing more irregularity than it appears visually. This may be due to the high resolution (2988 × 5312 pixels) of the S6 camera, which is not improved after resizing to 1024 × 576 when using bilinear interpolation and a smoothing filter. Even with this drawback, all images were successfully processed and classified as benign. A supplemental file demonstrates the usage of our smartphone application on both the PH2 dataset and live images. In addition, we have tested our system on digital lesion images MED-NODE public dataset [5] and our sensitivity, selectivity, and accuracy values are 70%,
80%, and 75%. Some of the sample processed mole images from this dataset are included in the supplemental file. The software is available at https://github.com/ukalwa/melanoma-detection for the interested readers who want to build upon our current prototype.

Discussion

Looking at the reported melanoma cases over the past few years, there are some insightful points that can be enumerated. According to the statistics released by the American Cancer Society for the year 2018, there are 91,270 new cases (55,150 males; 36,120 females) of melanoma in the U.S. Out of this population, there have been an estimated 9,320 deaths (5,990 males; 3,330 females). The states with the highest number of new melanoma cases in 2018 are California (9,830), Florida (7,940), New York (4,920), Texas (4,440), and Pennsylvania (4,320) [58]. Upon comparing to the statistics from 2014, there were 76,100 new cases (43,890 males; 32,210 females) of melanoma within the U.S. with an estimated 9,710 deaths (6,470 males; 3,240 females) [59]. The above data indicates that in the U.S. both the number of new melanoma cases and fatalities have increased in the past five years. Furthermore, the states reporting higher incidence of melanoma correspond with sunny regions and larger populations, where it is challenging to screen and educate the masses about skin cancer and early diagnosis. It can reasonably be assumed that the statistics on melanoma incidence and fatalities would be worse in the developing countries where access to diagnostic/preventive medical resources are still sought. More importantly, the statistics indicate that there is still an urgent need for portable melanoma screening devices that can be readily adopted.

Smartphone-based skin cancer recognition remains a challenging area of research, and this has slowed the commercialization and general availability of portable melanoma screening devices. Some of the technological limitations of the previously reported methods include: (a)
the application used a non-smartphone based camera with a dermoscope to photograph lesions [13,14,19,20,29], (b) the application was tested on small image sets or different databases making it difficult to directly compare the results [15,16,19,22], (c) the application demonstrated a single feature extraction [2,30,60], (d) the application ran only on a desktop and thus was not considered real-time [13,19,21,25,54], and (e) the application had average accuracy, sensitivity, or selectivity [22,50,51]. We showed that our smartphone application is able to overcome the above limitations with better or comparable computation times and accuracies to those reported earlier.

The scope of our work can be extended in terms of performance and usage. The performance parameters (i.e. accuracy, sensitivity, selectivity, and processing time) could be improved by using better thresholding algorithms for boundary detection, testing other color space parameters (shape, color, and texture distributions), and running it on a large variety of images. The application runs solely on a smartphone, so its usage could entail tracking the progression of specific moles over a period of time. To do this, the user would capture and save mole images at different time intervals over a two-week period, recording the ABCD parameter values for each image. From these recorded values, it would be possible to observe any changes in the shape, size, or color of the mole that may then be evaluated by a healthcare professional. The application’s reliability and reproducibility can be tested on persons with different skin colors, under different background illumination conditions, and with different stages of lesion malignancy. With the sophistication of smartphone optics today, it may be possible to directly visualize a lesion’s distribution in the different skin layers leading to accurate identification of lesion attributes that may be missed especially during the early stages of melanoma. Due to the challenge of forming collaborative relationships with skin clinics,
most researchers have relied on public databases for their research. This makes direct comparisons of performance metrics across different methods difficult. The present study can be expanded beyond the ABCD rule to understand the role of each feature in the eventual classification of melanoma or benign lesions. The commonly used discriminators include shape features (e.g. asymmetry, aspect ratio, maximum diameter), color features in the color spaces (mean distance, variance, maximum distance), and texture features (e.g. grayscale co-occurrence matrix and texture descriptors). While all three feature types are equally relevant in accurate discrimination and classification, the color features have been shown to perform better than the texture features [21].

Conclusions

The current prototype comprises a smartphone application to capture or import images of skin lesions, perform feature extraction based on the ABCD rule, and classify their malignancy based on the SVM classifier. The application is tested on 200 dermoscopic images from the PH2 database and the benign moles of two individuals. The entire process from image capture to classification runs entirely on an Android smartphone equipped with a detachable 10x lens, and has a processing time within one second per image. Easy-to-use navigation buttons are incorporated at the front-end to assist the user through the various processing steps. For the PH2 database, the overall performance is better with SMOTE (80% sensitivity, 90% specificity, 88% accuracy, and 0.85 AUC) compared to without using SMOTE (55% sensitivity, 95% specificity, 90% accuracy, and 0.75 AUC). Future scope of improvement lies in training with even larger image datasets, having access to individuals with possible melanoma cases, and testing under varied environmental conditions and disease stages.
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CHAPTER 3.

NEW METHODS OF CLEANING DEBRIS AND HIGH-THROUGHPUT COUNTING OF CYST NEMATODE EGGS EXTRACTED FROM FIELD SOIL

Modified from the journal article
Upender Kalwa, Christopher Legner, Elizabeth Wlezien, Gregory Tylka, and Santosh Pandey. "New methods of cleaning debris and high-throughput counting of cyst nematode eggs extracted from field soil" PLOS One, 2019, (Accepted with minor revisions)

Abstract

The soybean cyst nematode (SCN), *Heterodera glycines*, is the most damaging pathogen of soybeans in the United States. To assess the severity of nematode infestations in the field, SCN egg population densities are determined. Cysts (dead females) of the nematode must be extracted from soil samples and then ground to extract the eggs within. Sucrose centrifugation commonly is used to separate debris from suspensions of extracted nematode eggs. We present a method using OptiPrep as a density gradient medium with improved separation and recovery of extracted eggs compared to the sucrose centrifugation technique. Also, computerized methods were developed to automate the identification and counting of nematode eggs from the processed samples. In one approach, a high-resolution scanner was used to take static images of extracted eggs and debris on filter papers, and a deep learning network was trained to identify and count the eggs among the debris. In the second approach, a lens-less imaging setup was developed using off-the-shelf components, and the processed egg samples were passed through a microfluidic flow chip made from double-sided adhesive tape. Holographic videos were recorded of the passing eggs and debris, and the videos were reconstructed and processed by custom software program to obtain egg counts. The performance of the software programs for egg counting was characterized with SCN-infested soil collected from two farms, and the results using these methods were compared with those obtained through manual counting.
Introduction

Many nematodes (microscopic roundworms) are soil-dwelling plant parasites that infect the roots of plants and cause billions of dollars of crop loss worldwide on an annual basis. *Heterodera glycines*, the soybean cyst nematode (SCN), is the most damaging soybean pathogen in the United States and Canada, causing hundreds of millions of dollars in crop loss annually [1]. The SCN infects the roots of soybeans and siphons nutrients from the plants, leading to stunted growth and reduced crop yields. The amount of damage and yield loss caused by the nematode is related to several factors, including the number of eggs (egg population density) in the soil. Knowing the SCN population density in the soil can be useful in guiding the use of management strategies and assessing the success of management efforts in SCN-infested fields.

To determine the population density of SCN in a field, one or more multiple-core soil samples are collected. On a sample-by-sample basis, the cysts (egg-filled dead SCN females) are extracted from samples, and the eggs are extracted from the cysts, then counted using a microscope. Two methods commonly used to extract nematode cysts from the soil are (i) wet sieving and decanting, and (ii) elutriation. Wet sieving and decanting [2] involve suspending soil in water, agitating the suspension, allowing the heavier soil particles to settle to the bottom of the container, and pouring the suspension through two sieves. The top sieve (usually with 850-µm-diameter pores) will capture root fragments and other debris, which will be discarded, and the bottom sieve (usually with 250-µm-diameter pores) will capture nematode cysts and cyst-sized debris. Smaller debris (<250 µm in diameter) will pass through both sieves and be discarded. For the elutriation method, soil is suspended in a column or cone of upward-flowing water. Heavy soil particles remain near the bottom of the flowing water suspension, while cysts
and less dense objects float and pour out of the top of the column or cone to be captured on sieves [3] as with the wet-sieving and decanting method.

Currently, two methods commonly used for extracting eggs from nematode cysts are (i) by grinding the cysts in a plastic or glass tube with a stainless-steel pestle [4] or Teflon tissue homogenizer pestle and (ii) by grinding the cysts on a 250-µm-pore sieve with a rubber stopper [5]. Both methods result in the capture of eggs and similarly sized debris on 25-µm-pore sieves. Accurately and efficiently counting the eggs to determine the population density can be difficult and inefficient when considerable amounts of debris are recovered with the eggs. Separating the eggs from the debris often is necessary to make counting possible. Also it is desirable to separate and discard debris from eggs in suspension when the eggs are to be used in laboratory experiments, such as when assessing development and studying hatching of nematode juveniles from the eggs [6–8].

Sucrose centrifugation [9] is a method commonly used to separate plant-parasitic nematode juveniles and eggs in suspension from debris. Although sucrose centrifugation is inexpensive and easy, it may not be the most efficient method and it may have adverse effects on the nematodes. Exposing nematode eggs and juveniles to sucrose solutions, with a high osmotic potential, may harm the eggs and juveniles if exposure to the sucrose is prolonged. Also, if the nematodes are not thoroughly rinsed with water following centrifugation in sucrose solution, sucrose residues may remain and promote bacterial and fungal growth on the eggs and juveniles. Deng et al. [10] suggested an alternative density gradient method to sucrose centrifugation using an iodixanol solution, OptiPrep™ (also known as Visipague™ in medical uses). Testing the effects of a single concentration of OptiPrep™, they found that the efficiency of extraction of the reniform nematode (Rotylenchulus reniformis) and post-extraction mobility
of the recovered nematodes were both 100% greater than when the sucrose centrifugation method was used.

Following the extraction and cleaning of egg samples, the eggs are counted to determine the population density of nematodes. Counting is completed manually through microscopic observation, requiring trained personnel. The process is time intensive, laborious, and prone to human error. It would be ideal if this portion of the process could be automated to address these shortcomings. Furthermore, automated egg counting could reduce labor costs and processing fees compared to manual counting methods where the expense increases with sample quantity.

In order to increase efficiency and automation of working with the eggs of cyst nematodes, the objectives of this work were: 1) to develop a method of purifying eggs from suspension with debris and 2) to develop new methods to automate counting of eggs once extracted from cysts and purified. In the first counting approach, a high-resolution scanner takes images of the processed sample (i.e. stained eggs with debris) dispersed on filter paper that was then run through deep learning algorithms to automatically identify and count the eggs. In a second counting approach, a benchtop, lensless imaging setup takes real-time, holographic videos of the processed sample passing through a flow chip and is analyzed with a custom software program to determine the egg count. We performed detailed characterization of the proposed methods, while attempting to minimize the number of manual steps.
Materials and methods

Sample preparation

Soil samples were collected from two fields in Muscatine and Story County in Iowa. The sample preparation involved two steps: egg extraction and egg staining.

To extract the eggs, each soil sample was poured in a bucket filled with water (approximately 2 liters), mixed thoroughly, and allowed to settle. The soil suspension was then poured through a 20-cm-diameter sieve with 850-µm-diameter pores above a 20-cm-diameter sieve with 250-µm-diameter pores [2]. The debris and egg-filled cysts (dead nematode females) were collected on the 250-µm-pore sieve and then transferred to a 3.7-cm-diameter, 250-µm-pore sieve and were crushed using a motorized rubber stopper to release the eggs [5]. These eggs (along with similar sized debris) were collected on a 15-cm-diameter sieve with 37-µm-diameter pores and then transferred into a microwavable container [11].

For staining the eggs, a stain solution was prepared by adding 3.5 g acid fuchsin (F8129, Sigma Aldrich) and 250 mL glacial acetic acid (ARK2183, Sigma Aldrich) to 750 mL of distilled water and stirred well [4]. One drop of the stain and four to five drops of 1 M HCl solution were added to the plastic beakers containing the eggs. The beakers and their contents were heated in a microwave for 15 seconds to stain the eggs [12].

Sample cleaning method using OptiPrep™-based centrifugation

Fig 3.1a is a schematic representation of the protocol for sample cleaning using OptiPrep™ as the density gradient medium. The protocol consists of two steps: centrifugation and separation. During the centrifugation step, 3 mL of the density gradient medium (OptiPrep™) at a specific volume percentage was put in a 15 mL centrifuge tube (Corning™). Thereafter, 5 mL of the stained egg sample was pipetted on top of the OptiPrep™ solution, forming an emulsion interface layer between the solutions of different densities as shown in
Fig 3.1a(i.). The combined sample was centrifuged at 840 G for 2 minutes. Particles with higher density than the gradient solution passed through the emulsion layer and were pelleted at the bottom. Particles with comparable density to the gradient solution were concentrated in the interface layer, while particles having lower density floated in the top layer of the solution. The contents of the centrifuge tube were categorized into three layers: top (4 mL), interface (2 mL), and bottom (2 mL). In the separation step, each of the three layers were pipetted into three different 15 mL test tubes and diluted to 11 mL with water, as shown in Fig 3.1a(ii.).

Figure 3.1 Overview of the proposed methods of sample cleaning and egg counting. a) Sample cleaning used a density gradient medium (OptiPrep™) and consisted of two steps: centrifugation and separation. i) An illustration of the density gradient centrifugation is shown where the three distinct layers (top, interface, and bottom) were visible after the centrifugation step. ii) The three layers were separated and diluted with water to 11 mL. b) A scanner-based egg counting method is shown where three solutions were dispersed on separate filter papers, allowed to air dry, and then placed face-down on an A4-sized (21.6 × 27.9 cm) transparency sheet. The filter papers were scanned at 4800 dpi and analyzed by a deep learning network model to obtain a count of the eggs. c) The lensless setup consisted of a light-emitting diode (LED) to illuminate the processed sample flowing through a microfluidic flow chip and a CMOS image sensor to record videos of the eggs in real-time. A custom software program, written in python, analyzed the videos and produced the egg count.
Scanner-based egg counting method:

Hardware and software components

Fig 3.1b illustrates the scanner-based egg counting method. Here the three distinct layers of processed sample (top, interface, and bottom) obtained after centrifugation in OptiPrep™ were poured on separate circular filter papers (Grade 41, Whatman™, 90 mm diameter) and allowed to air dry at room temperature (approximately 22 °C). The filter papers were placed on an A4-sized (21.6 × 27.9 cm) transparency sheet face-down and placed on a flatbed scanner (Epson Perfection v750 Pro) connected to a desktop computer. Using the scanner software (Epson Scan software, Version 3.921), each piece of filter paper was selected with a bounding box and scanned as shown in Fig 3.1b. The following settings were chosen: reflective scanning mode, 4800 dpi, and 24-bit color. All other imaging parameters were set to their default values. The scanned images were saved as JPEG files to the computer hard drive.

Data collection and pre-processing

Each scanned image of the filter paper (17759 × 17759 pixels) was split into 4900 patch images (256 × 256 pixels). The colorspace of each patch image was converted from RGB (Red, Green and Blue) to HSV (Hue, Saturation, and Value) to distinguish the different colors because the HSV colorspace separated the color information (chroma) from the image intensity (luma). A range of HSV values was selected to identify objects of a similar color to the stained eggs within the patch image. Then by applying thresholds on the object’s physical dimensions (i.e. width, height, shape, and area), all of the eggs were detected in the patch image. A label image with the eggs was created and stored along with the patch image on the hard drive. The above process was repeated for all the patch images, and subsequently used for training and testing the deep learning network. The patch and label images were resized to 128 × 128 pixels to reduce the number of training parameters and model size. The pixels were normalized to
ensure that all the features were given equal importance. The total data set consisted of 60 filter paper images from 20 different soil samples, yielding 294,000 patch images, which were randomly divided into training and test data sets (80:20 split) to be used to develop the deep learning model.

**Deep learning network architecture**

To automatically learn the features related to the SCN eggs from patch and label images, we have employed a convolutional autoencoder network — a specific type of autoencoder network that used convolutional layers [13,14]. In general, a ‘convolutional network’ is composed of four layers: convolution, activation, pooling, and dropout layers. The convolution layer had neurons with weights and biases, which were updated after every iteration by a backpropagation algorithm in the training process. The activation layer consisted of a non-linearity function and performed mathematical operations on the input. An example activation function is the ReLU (Rectified Linear Unit) and has been shown to greatly accelerate the training process [13]. The pooling layer performed non-linear down-sampling on the input image by extracting the maximum or average of all the non-overlapping sub-regions in the image. This layer reduced the number of training parameters and memory footprint of the network. The dropout layer selected a random set of neurons determined by a percentage probability and set their inputs to zero making them unusable in the decision-making process of the network. Besides the convolutional network, the ‘autoencoder neural network’ presented an unsupervised learning platform to provide an approximate mapping of the inputs and outputs. It consisted of the ‘encoder’ and ‘decoder’ paths. The ‘encoder’ path compressed the input information by downsampling and learned important features, while the ‘decoder’ path reconstructed an approximate higher dimensional output utilizing upsampling operations.
A schematic of our network architecture is shown in Fig 3.2, which is a modified version of the U-Net convolutional autoencoder model [15]. We added dropout layers to prevent overfitting, replaced unpadded convolutions with padded convolutions to avoid cropping operations, and replaced the soft-max activation with sigmoid activation. We reduced the feature maps to half of the original size, which decreased the number of parameters.

Figure 3.2 The convolutional autoencoder network model. a) Each box represents a three-dimensional feature map (W, H, and D). The depth (D) of each box is mentioned on top and the x-y sizes (W, H) on the bottom. The blue box represents the feature map copied from the encoder step and is concatenated with the feature map (black box) generated by upsampling the previous layer. The input to the network is a 3-channel RGB image and the output is a 1-channel grayscale image. The arrows represent different operations.

As shown in Fig 3.2, the deep learning network took 3-channel RGB patch images as inputs and produced 1-channel grayscale label images as outputs. The network consisted of nine layers; each layer had two convolutional layers and a max pooling layer. In the ‘encoder’ path, each step performed repeated convolutions with a 3×3 kernel followed by ReLU activation function and a 2×2 max pooling operation. In addition, the fourth and fifth layers contained dropout layers with probabilities of 0.4 and 0.3, respectively. The filters were
doubled as the downsampling operation was performed to move to the next layer. The number of filters started from 32 in the first layer and extended up to 512 in the fifth layer. Thereafter, the ‘decoder’ path was initialized wherein, at each step, an upsampling operation and 2×2 convolution was performed and followed by concatenation of the corresponding feature map from the ‘encoder’ path. Then, similar to the step in ‘encoder’ path, repeated convolutions with a 3×3 kernel followed by ReLU activation was performed. A final 1×1 convolution and sigmoid activation was performed to map the label image.

**Training and testing the deep learning network model**

The patch images and their corresponding label images were used to train the network with Adaptive Moment Estimation (ADAM), which is a type of stochastic optimization of cross entropy loss [16]. In total, the network had 7,760,097 trainable parameters and was processed using an NVIDIA™Geforce GTX 1070 Ti graphics processing unit (GPU) with 8 gigabyte memory and 2432 CUDA cores. The batch size was set to 32 and the training was performed for 100 epochs. The model implementation was written in Python using Keras [17] and Tensorflow [18] libraries.

The test dataset comprising the patch images was run through the above trained model and the corresponding grayscale images were generated. A thresholding technique yielded binary images which were passed through a blob labelling algorithm to get the egg counts in the patch images [19].

**Lensless imaging method:**

**Hardware and software components**

Fig 3.1c shows the setup for the lensless egg counting. The basic principle of lensless imaging is discussed elsewhere [20] and has been used to image microscopic objects such as cells, bacteria, and even nematodes without the need for expensive microscopes. Our lensless
imaging hardware consisted of the lighting, imaging, and processing modules. (i) The lighting module comprised a light emitting diode (LED, wavelength $\lambda = 616$ µm, Vishay Intertechnology) that was aligned with a 100 µm pinhole (Edmund Optics) and sealed within a pinhole mount. This arrangement allowed the light from LED to be emitted through the pinhole producing spatial coherence [20]. The LED was connected in series with a 60 Ω resistor and is powered by the 5 V GPIO (general purpose input/output) pin on the Raspberry Pi 3 Model B (i.e. RPi) board. Fig 3.3a shows the wiring diagram. (ii) The imaging module comprised a Pi camera (8 MP) with a CMOS sensor. The default housing of the camera was removed using a standard razor blade to expose the CMOS sensor. Fig 3.3a shows the camera connected to the CSI (camera serial interface) port on RPi. (iii) The processing module comprised a portable RPi microcomputer having a 1.2 GHz 64 bit central processing unit (BCM2837), 1 GB random-access memory, and built-in Wi-Fi unit. The RPi ran on the Raspbian Jessie operating system (Debian “Jessie” based/Linux kernel) loaded onto a 64 GB microSD card (SanDisk™). Camera support was enabled in the settings, and open-source video streaming software was installed to access the live video feed remotely [21]. The RPi was powered by a micro USB wall-mount power supply (5 V, 2.1 A). A 3-D rendering of the platform that housed the various modules is shown in Fig 3.1c and served to reduce interference from ambient light. The platform was printed on a 3-D printer (da Vinci 1.0 Pro, XYZprinting) using a Polylactic acid filament (1.75 mm diameter, XYZprinting).
The CMOS sensor was connected to RPi through the CSI port. The 5V GPIO pin of RPi was connected to the anode of the LED while the ground pin from RPi was connected to the 60 Ω resistor. The cathode of the LED was connected to the other end of 60 Ω resistor. b) (i) An illustration of the microfluidic flow chip is shown. The microfluidic flow design was cut on a piece of double-sided tape using a cutting machine, and the tape was bonded to a microscope slide. A transparency film with input and output accesses was cut and adhered to the top side of the tape. Two circular tape pieces with holes cut in the center were attached to the fluid ports and placed around the access holes in the transparency sheet. (ii) A cartoon of the assembled microfluidic flow chip is shown with all of the layers bonded together. Scale bar = 20 mm.

After sample cleaning as described earlier, 1 mL of the processed sample was loaded in a 3 mL syringe (BD Biosciences) and connected to a syringe pump (KDS-100, KD Scientific). The standard needle of the syringe was replaced by a dispensing needle (16 gauge 2”, Howard Electronic Instruments) to avoid clogging. The syringe was positioned vertically and taped with a vibratory motor (3 V/60 mA, 6500 RPM, Jameco Reliapro) to prevent settling of debris in the tubing. The 3.3 V GPIO pin was used to power the vibratory motor. A plastic tubing (inner diameter: 16 gauge) dispensed the processed sample from the syringe to a
microfluidic flow chip. The RPi was turned on and video recording was enabled as the eggs and debris passed through the flow chip. Another plastic tubing was connected to the output port to direct the processed sample into a waste reservoir. After all the processed sample passed through the flow chip, the video recording was terminated.

**Design of the microfluidic flow chip**

The microfluidic flow chip was intended to be made using low-cost and simple-to-use materials and tools, thereby eliminating the need for micromachining or microfabrication techniques such as photomask design, lithography, spin coating, developing, curing, and etching. The flow chip comprised three layers: the base, channel, and cover layers. A microscope slide (25 × 75 × 1.0 mm, Fisherbrand™) served as the base layer. The channel layer was designed and cut from double-sided tape (25 × 75 × 0.2 mm, 3M™). The cover layer was constructed from a transparency sheet (Apollo™). Initially, commercial software (Studio™, Silhouette America) was used to create the design of the microfluidic flow channel (1.4 × 50 × 0.2 mm) with a central imaging chamber (2.1 × 2.4 × 0.2 mm). The different layers are shown in Fig 3.3b(i). Double-sided tape was attached to the cutting mat and loaded into the cutting machine (Cameo™, Silhouette America) to cut the flow channel onto the tape. The cut tape was then removed, aligned, and bonded to the base microscope slide. The design of the cover layer had holes for an inlet and an outlet which were aligned with the ends of the flow channel. The same cutting process described above was used to create the cover layer in a transparency sheet, which was placed and bonded to the channel layer. PDMS ports were used as input and output ports and sealed to the transparency film using circular rings of double-sided tape as shown in Fig 3.3b(i). The assembled flow chip is shown in Fig 3.3b(ii).
Figure 3.4 The algorithm for the lensless SCN egg counting method is depicted as a flow chart.

**Data collection and pre-processing**

The videos recorded from the RPi were reconstructed using a custom software program written in Python. As shown in Fig 3.4, the program loaded one video at a time and read all frames sequentially. The objects of interest (eggs) in a frame were identified by subtracting the current frame from the previous frame and filtering the noise using a median filter. This step eliminated any static content in the current frame including imperfections in the flow channel, settled debris, and image noise. Only the moving objects remained after this step, including eggs and debris. The resultant image was in a binary format with object pixels colored in white against a black background. From the binary image, different physical dimensions (i.e. width, height, shape, and area) of the identified objects were determined and compared with those of
a typical SCN egg. This helped identify if the selected object was a SCN egg. The process continued until all of the detected objects in the image were validated. The program then read the next frame and repeated the process until the final frame was reached. Thereafter, the total SCN egg count was reported for the processed sample.

**Principle of reconstructing holographic images**

The spatially incoherent light from the LED passed through an aperture resulting in a partially coherent light called the *reference wave* \( U_R(x, y, z) \). The reference wave illuminated the objects located at distance \( z_1 \) in the channel of the flow chip. The incident light was scattered to generate the *object wave* \( U_O(x, y, z) \). The interference between the reference wave and object wave produced holographic patterns. The intensity \( I(x, y, z) \) of the holograms at a vertical distance \( z \) is described in Eq. (3.1) [22]:

\[
I(x, y, z) = |U_R(x, y, z)|^2 + |U_O(x, y, z)|^2 + U_R^*(x, y, z)U_O(x, y, z) + U_R(x, y, z)U_O^*(x, y, z) \quad (3.19)
\]

The first and second terms in Eq. (3.1) represented the background and scattered light intensity. The scattered intensity is generally weaker than that of the background. The third and fourth terms represented the interference maxima and minima [22]. The CMOS sensor was placed at a distance \( z_2 \) from the light source \( (z_2 > z_1) \) and recorded the intensity of the holograms [20,22]. However, the phase information was lost, which made it difficult to discern objects from a digital holographic image.

Digital reconstruction algorithms were used to convert the holographic image to a microscope-like image. The reconstruction commonly known as ‘holographic reconstruction’ converted the holographic image in the object plane to the detector plane. For our application, we have used the Fresnel diffraction method which utilized a single Fourier transform \( \mathcal{F} \) to
back propagate the wave a distance \( z = z_2 - z_1 \) to the reconstruction plane, \( U_z(x, y, z) \). Eq. (3.2) describes how the reconstruction plane was obtained by Fourier transforming the element-wise multiplication of image intensity and combining it with a Fresnel approximated transfer function and a phase term. This operation can be written as [23]:

\[
U_z(x, y, z) = \frac{e^{j k z}}{j \lambda z} e^{j \pi (x^2 + y^2)} \mathcal{F}\{I(x, y, z) \ast e^{j \pi (x^2 + y^2)}\}
\]  

(3.20)

where \( \lambda \) is the wavelength and \( k = \frac{2 \pi}{\lambda} \) is the wave number. The pixel size \( \Delta \eta \) in the reconstruction plane was directly proportional to the reconstruction plane as shown in Eq. (3.3).

\[
\Delta \eta = \frac{\lambda z}{N \Delta_p}
\]

(3.21)

where \( \Delta_p \) is the pixel pitch of the CMOS sensor and \( N \) is the minimum dimension of the holographic image size. The reconstructed images at this stage often looked blurred because of the presence of zeroth order frequencies, which can be removed if the phase is known. An approximate phase was obtained using the Fresnel approximation. There are other techniques to recover the phase that involve taking multiple images of the same object by varying parameters such as wavelengths, angles of the LED, and \( z \) values [24,25]. Some other techniques use iterative methods to retrieve the phase. These alternatives are also effective but require additional imaging components and computations.

**Results**

**OptiPrep™-based density gradient centrifugation**

A qualitative analysis of the debris distribution was performed to characterize the effects of OptiPrep™ during the centrifugation step. Using the protocol described in Fig 3.1a, different OptiPrep™ solutions (0%, 20%, 40%, 50%, 60%, and 80% by volume) were used.
Images of the centrifuge tubes before and after the centrifugation step were taken for the different OptiPrep™ solutions and cropped as shown in Fig 3.5 (i,ii). The three layers were separated after centrifugation, diluted with water to 12 mL, and put on separate filter papers. Fig 3.5 (iii) shows a plot of the mean pixel intensity levels as a function of distance along the center axis of the tube. In these plots, the orange and purple lines denote the mean pixel intensity levels before and after the centrifugation step, respectively.

Compared to the control case (i.e. 0% OptiPrep™) (Fig 3.5 Control), the sample cleaning step using OptiPrep™ resulted in a marked visual separation of the debris. Before
centrifugation, the tube had a relatively consistent debris distribution (Fig 3.5 Control i.) whereas after centrifugation, all of the suspended debris were concentrated into the pellet at the bottom of the tube (Fig 3.5 Control ii.). Since the control sample did not contain the OptiPrep™ solution, there was no distinct interface layer. Here the mean intensity plots before and after centrifugation are similar because no OptiPrep™ solution was present (Fig 3.5 Control iii.).

All test tubes pictured were 15 mL tubes. With 20% OptiPrep™, there was a clear contrast between the images of the tube before (Fig 3.5 20% i.) and after centrifugation (Fig 3.5 20% ii.). The mean pixel intensity plot showed a definitive change at the interface before and after centrifugation (Fig 3.5 20% iii.). The interface layer for 40% and 50% OptiPrep™ appeared visually similar to that of the 20% concentration. However, with increasing OptiPrep™ concentrations (60% and 80%), there was a noticeably increasing amount of debris trapped at the interface layer both before and after centrifugation (Fig 3.5 60% i.-ii. and Fig 3.5 80% i.-ii.). This separation of debris at the interface layer was consistent with the mean color intensity plot (Fig 3.5 80% iii.).

**Scanner-based method: Egg recovery in the interface layer**

Each image of the filter paper corresponding to different OptiPrep™ solutions (20%, 40%, 50%, 60%, and 80%) was run through a custom software program, written in python, to identify the nematode eggs and give a count of the eggs within the image. The program initially takes a full image of the filter paper and then partitions it into patch images and sub-patches to identify and count the eggs. Fig 3.6a and Fig 3.6b show representative images of two filter papers having an uncleaned sample and a cleaned sample, respectively. In both cases, the program was able to differentiate stained eggs from the debris.
Figure 3.6 Software program to automatically detect SCN eggs among the debris in the scanner-based method. The software program starts with the full image of the filter paper and partitions it into patch images and sub-patches to identify and count the SCN eggs. a) An example of identifying eggs in a debris-laden, uncleaned sample is shown. b) An example of identifying eggs in an OptiPrep™ cleaned sample is shown where it is even possible to differentiate between stained eggs and juvenile nematodes which have recently emerged from the eggs. Scale bar = 15 mm.

For a given volume of the processed sample, the total SCN egg count was obtained by combining the egg counts for the top, interface, and bottom layers. The egg recovery ratio was calculated as a ratio of the egg count in each of the three layers to the total egg count as depicted in Fig 3.7. This was repeated for four processed samples (n = 4). The average egg recovery
ratio and standard deviation were plotted for the top, interface, and bottom layers corresponding to the different OptiPrep™ solutions.

Figure 3.7 Sample cleaning using OptiPrep™ and SCN egg recovery from the three layers. The graph shows the ratio of SCN eggs recovered from the three layers (top, interface, and bottom layers) at different concentrations (volume percentages) of OptiPrep™. At 50% and higher OptiPrep™ concentrations, the egg recovery ratio was greater than 0.8 in the interface layer. b) The egg recovery percentage in the interface layer is listed for different percentages of OptiPrep™ by volume for four separate runs of processed samples. c) Raster plots help to visualize the spatial distribution of the eggs on the filter papers (corresponding to the interface layer) across four extraction runs as the volume percentage of OptiPrep™ was varied. The egg count for each patch image is denoted as a dark pixel in the raster plot.

The graph in Fig 3.7a shows that the egg recovery ratio in the top layer was negligible after the OptiPrep™ sample cleaning as virtually no eggs were found in this layer. In the interface layer, the egg recovery ratio improved with increasing OptiPrep™ concentration and approached 95% for the case of the 80% concentration of OptiPrep™. Meanwhile, the egg recovery in the bottom layer decreased with increasing OptiPrep™ concentrations and approached 4% for the case of the 80% OptiPrep™ solution. For the remaining studies with
OptiPrep™, the 50% OptiPrep™ solution was used as the egg recovery at the interface layer was greater than 80% and the sample purity was the highest. Beyond an OptiPrep™ concentration of 50%, sample purity starts to drop as was demonstrated by the increase in material remaining at the interface layer after cleaning (Fig 3.5 60% ii.).

The graph in Fig 3.7a shows that most eggs were recovered from the interface layer of the centrifuge tube after sample cleaning with OptiPrep™. Fig 3.7b tabulates the average percentage of egg recovery at the interface layer for the associated volume percent OptiPrep™ solutions (n = 4). The spatial distribution of eggs in the images of the filter papers (corresponding to the interface layer) are shown as raster plots in Fig 3.7c. Four extraction runs were conducted, each with a fresh batch of stained and extracted SCN eggs and a pre-specified OptiPrep™ solution. The raster plots show the distribution of the SCN eggs (denoted as dark pixels) across the 324 sections of the images generated by the software. The raster plots show that the eggs (or dark pixels) were distributed across most of the filter paper, which helped facilitate the identification of individual eggs. Comparing the raster plots for 20% OptiPrep™ with those of higher OptiPrep™ concentrations, the raster plots appear darker as the OptiPrep™ concentration increases, suggesting that the egg recovery ratio increased in the interface layer as OptiPrep™ concentrations increased.

**Performance of sample cleaning methods: OptiPrep™ versus sucrose**

The OptiPrep™ sample cleaning method was compared with the sucrose centrifugation technique, which is the conventional method of separating nematodes and eggs from debris [9]. The samples were treated as described in Fig 3.8(a). A stock sucrose solution was made by dissolving 454 gm of sucrose in 1 L of tap water. Approximately 500 cm$^3$ of SCN infested soil was manually processed (using techniques in the ‘Sample Preparation’ section) to extract the SCN cysts, then eggs and debris. The samples (i.e. liquid containing eggs and debris) were
diluted to 500 mL and mixed thoroughly before obtaining the manual egg counts for this bulk sample using a nematode counting slide and dissecting microscope with a magnification of 100x.

Figure 3.8 Comparison of the sample cleaning and SCN egg counting methods. i-iii) Steps performed to extract cysts, then eggs from cysts, stain eggs, perform sample cleaning (OptiPrep™ and sucrose cleaning methods), and egg counting (manual, scanner-based, and lensless imaging). b) The table lists the average egg count (n = 5) and standard deviation for the egg count from scanner-based and lensless methods compared to the standard nematode slide count on the uncleaned bulk sample.

The bulk egg sample was stained with acid fuchsin and split into ten different 50 mL test tubes. The contents in five of these test tubes were cleaned using the OptiPrep™ cleaning method (using a 50% by volume OptiPrep™ solution). The egg counts for these five samples
were obtained using the lensless method and the scanner-based egg counting method. The egg counts were reported as the number of eggs per milliliter.

The remaining five test tubes of samples were cleaned by the sucrose centrifugation technique. Each tube was centrifuged for 3 minutes and the excess water was decanted off. The pellet was thoroughly mixed in 50 mL of the stock sucrose solution and centrifuged for one additional minute to separate the eggs from the soil pellet. The sucrose solution supernatant, containing the eggs, was poured over a 37-µm-pore sieve and rinsed in water to remove the excess sucrose. Three 1 mL sub-samples of the processed egg samples were placed on a nematode counting slide, and the SCN eggs were manually counted under a microscope and averaged to estimate the egg count per milliliter.

Soil samples were collected from two fields in Iowa – one each in Muscatine and Story Counties. Soil was collected from two different places in Iowa to get a range of soil textures with which to test the egg cleaning methods. Both methods of sample cleaning (i.e. OptiPrep™ and sucrose based) were conducted on ten different samples (five from Muscatine and five from Story). The egg counting was done by three methods – nematode counting slide, scanner-based, and lensless based. The mean and standard deviation of the egg count obtained from the different sample cleaning methods (i.e. bulk, sucrose, OptiPrep™) and counting methods (i.e. nematode slide, scanner, lensless setups) are tabulated in Fig 3.8(b).
Figure 3.9 Reconstruction of the holographic videos and a time-lapsed visualization of the lensless imaging method. i) The raw image of a sample area was recorded by the lensless imaging setup ($z = 8$ mm). ii) The reconstructed image was produced using the Fresnel diffraction method. iii) The sample area was imaged with a stereo microscope with bright-field illumination at 50× magnification. Scale bar = 100 µm. b) The images were taken from a representative holographic video recorded by the lensless imaging setup and reconstructed thereafter. A small area of the flow channel is shown here. The eggs detected by the software were labeled with a distinct egg number. Scale bar = 200 µm.
Lensless imaging method: Reconstruction of holographic videos

After sample cleaning using 50% OptiPrep™ by volume, a 1 mL solution of the interface layer was loaded into a syringe. The dispensing needle of the syringe was connected to the input port of the microfluidic flow chip. The syringe pump was turned on at a flow rate of 1 mL per hour. As the liquid and particles began to pass through the flow channel, the RPi was turned on and the holographic video was recorded. At the end of the video recording, the video was transferred to a remote workstation and processed by a MATLAB script to generate the reconstructed video. Reconstruction of a single frame of the video took approximately 4 seconds on the CPU (Intel Xeon E5, 32GB RAM).

Fig 3.9a illustrates the enhancement in object clarity after image reconstruction. Fig 3.9a(i.) shows a section of the image captured from the lensless imaging setup (i.e. raw image). After reconstruction, the clarity and focus of the raw image was considerably enhanced, and the reconstructed image is shown in Fig 3.9a(ii.). For comparison, the bright-field image of the same area was captured by a stereo microscope at 50× magnification and is shown in Fig 3.9a(iii.).

The reconstructed video had sufficient resolution and clarity to identify the nematode eggs in every frame. Fig 3.9b shows time-lapsed image frames of a representative video that was recorded from the lensless imaging setup and reconstructed thereafter. The image frames refer to a small area of the flow channel. The eggs detected in each frame are marked in cyan color with their distinct egg number. The video was recorded at 1 frame per second and the flow rate was set to 1 mL/hour.
Performance of automated egg counting methods

We compared the accuracy of the egg counts obtained from the software program with manual egg counts as shown in Fig 3.10. In total, there were fifteen images of filter papers corresponding to the five different OptiPrep™ concentrations and their three individual layers (i.e. top, interface, and bottom). Initially, the images of filter papers were divided into 324 patch images (1024 × 1024 pixels) and saved in separate folders on the computer. To obtain the manual egg counts, a user viewed each patch image and counted the number of eggs (Fig 3.8). This process was repeated for all fifteen of the filter paper images. Next, to obtain egg counts from the software program, each patch image was further split into 256 × 256 pixel sub-patches and analyzed using the trained deep learning model. Since the deep learning model was trained for 128 × 128 pixel images, the sub-patches were resized before being passed to the learning model. Fig 3.10a shows the total egg counts calculated by the software program and by the manual method for all the filter paper images. The $R^2$ value between these two sets of data was high indicating that there was good agreement between the two sets of counts. We also investigated the correlation between the software and manual egg counts at a specific OptiPrep™ concentration (50%). There were a total of 972 patch images across the three layers, and the correlation between them was high as well, as shown in Fig 3.10b. This high correlation demonstrates that our software program can provide the egg count in processed samples with accuracy that is comparable to visual detection.
Figure 3.10 Performance of the software programs for automated SCN egg counting. The plot shows the SCN egg counts obtained for the three layers (top, interface, and bottom) for all different OptiPrep™ concentrations. The data points circled in orange belong to samples with fewer eggs. Similarly, the points circled in blue belong to samples with a large number of eggs. b) The plot shows the correlation between manual and software egg counts for all image patches of the three layers at 50% OptiPrep™ by volume. The data were collected from three filter papers, each subdivided into 324 patch images. c) The egg counts obtained from the two methods are compared: software program for lensless imaging method and the scanner-based egg counting method. Each processed sample was passed through the lensless imaging setup and further analyzed by the scanner-based method. There is high correlation between the egg counts from the two methods. The plotted data corresponds to 12 different processed samples.

To test the correlation of the software for egg counting used with the lensless imaging setup, multiple samples (n = 12) were used. The processed samples, after cleaning with 50% OptiPrep™, were passed through the lensless imaging setup. The raw holographic videos were recorded as described earlier. After reconstruction, the videos were run through the software program to identify the eggs in every frame and provide the total egg count for the entire video. The processed sample was retrieved at the outlet of the flow channel and passed through the scanner-based egg counting method. The egg counts from the lensless method and the scanner-
based method were plotted for all the samples as shown in Fig 3.10c. There was high correlation between the egg counts from both the methods with egg counts determined by direct microscopic observation.

Discussion

The sample cleaning method using OptiPrep™ has benefits over the sucrose centrifugation technique that is commonly used. A definite advantage of using OptiPrep™ is the high egg recovery achieved for the 40% to 80% OptiPrep™ solutions (greater than 80% recovery) as compared to those from the sucrose centrifugation technique (less than 40% recovery) (Fig 3.7). Another benefit of the OptiPrep™-based sample cleaning method is the ability to clean small volumes of sample solutions (5-10 mL in a 15 mL test tube) and to condense the eggs into the interface layer (2 mL) within the centrifuge tube. The eggs in the interface layer can then be counted to estimate the egg count for a much larger volume of the original sample. Furthermore, OptiPrep™ is easy to mix with water to alter the density of the liquid used for the cleaning step and it is iso-osmotic whereas sucrose is hyperosmotic, which could be detrimental to eggs for use in certain experiments [10,26]. Despite the above-mentioned benefits, the price of the OptiPrep™ medium is much higher ($250 USD for 250 mL) than sucrose, which poses a challenge for large-scale adoption of this method.

Automation in the protocols for sample cleaning and egg counting can significantly improve the consistency in results, making it less variable and less prone to human bias. Our sample cleaning steps are semi-automatic in that the sample preparation is performed manually while the software calculates the eggs present in the sample. With current technologies, it is difficult to fully automate the steps of extracting eggs from field samples and removing debris with density gradient centrifugation. However, we have developed two methods to automate the egg counting: one scanner-based and the other lensless. The scanner-based method to
obtain egg counts has advantages over the manual counting method using nematode counting slides and a microscope. Manual counting requires considerable time, expertise, and patience of a trained expert. In contrast, the scanner-based method automatically scans the filter papers and counts the eggs in the images using a trained deep learning model. Also, it is possible that cross contamination can occur in the manual counting method because of insufficient or improper cleaning of the nematode counting slide as it is reused multiple times over many samples. Cross contamination is eliminated in the scanner method as the substrate is a disposable filter paper that is not reused. The filter paper substrate is relatively inexpensive (~$0.48 USD) when compared to a nematode counting slide (~$45 USD). As a drawback, the scanner-based method requires the sample to be stained, thereby killing the eggs. Also, the processed sample is distributed on a filter paper and the counted eggs are difficult to recover and reuse after imaging. Thus, the scanner-based egg counting method is not well-suited for experiments where samples containing live eggs or nematodes are to be counted for further use, such as in greenhouse experiments.

The lensless egg counting method has several benefits over the scanner-based method. The lensless imaging setup can enumerate both unstained and stained samples, along with the option to recover the counted sample for later use after the video recording is completed. Also, the flow chip can be reused over multiple samples as passing water through the flow channel removes any debris. The imaging setup is inexpensive (less than $100 USD) relative to the cost of buying a standard microscope for manual counting of eggs. The flow chip is fabricated using non-conventional techniques of cutting and bonding double-sided tapes, which reduces the fabrication costs (less than $10). In comparison, microfluidic chips made from lithography and polymers can be expensive, especially if several chips are desired to process multiple
samples. The lensless imaging method is functionally more automated than the scanner method as a user only needs to load a syringe containing the egg sample into a syringe pump, set the right volume and speed parameters, and start the video recording device. The main disadvantage of this method is the sample processing time. We have tested the system at flow rates of 1 mL per hour. The reconstruction of the recorded holographic video can take a few hours and the egg counting software takes another 10 minutes to count the eggs. The entire reconstruction process could be sped up significantly if a GPU was used for image processing [20].

The deep learning model provides additional robustness to automated egg counting [27]. Our results show that the model can be trained to handle a variety of soil samples having different levels of debris. In our case, the model was successfully trained on samples from the interface and bottom layers collected at different OptiPrep™ volume percentages (Fig 3.5). After training, the model was robust enough to identify and count eggs in the uncleaned control sample (Fig 3.5). The egg counts obtained from the test dataset was comparable to the manual egg counts obtained from the bulk sample (Fig 3.10). The application of the deep learning model can be expanded using transfer learning to automatically identify other particles of interest in soil samples such as nematode worms, cysts, fungal spores, and weed seeds.

**Conclusions**

In conclusion, we developed methods to improve the efficiency of SCN egg counting by sample cleaning and imaging on scanner and lensless setups. We also created software programs to count the eggs. The use of OptiPrep™ during density gradient centrifugation helped capture most of the SCN eggs in the interface layer. The egg recovery ratio was greater than 0.8 in the interface layer for the case of 50% OptiPrep™ by volume. Then the processed samples (i.e. eggs with debris) were either placed on filter papers to record static images with
a flatbed scanner or passed through a microfluidic flow chip to record real-time, holographic videos by a lensless imaging setup. In the scanner-based method, a convolutional autoencoder network recognized the nematode eggs from static scanner images with reasonable accuracy as confirmed by visual observations. For the lensless method, the software program successfully reconstructed the holographic videos and identified the nematode eggs in the processed sample, which was subsequently confirmed by the scanner-based method. The cost of the materials was kept low by using off-the-shelf components (such as CMOS sensor, Raspberry Pi, LED), microfluidic flow chips made from inexpensive double-sided adhesive tapes, and standard filter papers. Furthermore, the use of image processing and deep learning tools circumvents the need for supporting personnel skilled at counting nematode eggs on nematode counting slides. With our new methods, manual intervention is only needed during sample preparation and loading; the software programs handle the remaining operations automatically (i.e. image or video capture, detection and counting, data storage) over a broad range of nematode egg numbers (10 – 300 eggs/mL).
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CHAPTER 4.

BRUGIA MALAYI: AUTOMATED TRACKING AND ANALYSIS OF BEHAVIORAL PHENOTYPES

Abstract

Lymphatic filariasis is a neglected tropical disease caused by parasitic nematodes including *Brugia malayi*. The adult parasites dwell in the lymphatic vessels and lymph nodes and can stay for several years obstructing the fluid flow and releasing microfilaria into the bloodstream. This causes swelling or lymphedema and can eventually lead to elephantiasis or hydrocele. As such there is a need to find potential drug candidates against these parasites (adult and microfilaria stages) which requires a much closer inspection of their phenotypic behavior. The current drug screening techniques for different stages of *B. malayi* are either laborious or involve extracting only a couple of features that do not capture the entire behavioral spectrum of these parasites. We have developed a worm tracker package that consists of two modules (BrugiaAdultTracker and BrugiaMFTracker) to characterize the phenotypical behavior of both adult and microfilaria parasites. The first module extracted six key features (centroid velocity, angular velocity, rate of Euler number, rate of eccentricity, rate of extent, and worm path curvature) from the parasite videos exposed to three common drugs and the dose response curves were plotted. Four (centroid velocity, angular velocity, rate of extent, and rate of eccentricity) of the six features showed similar *IC50* values and are in accordance with the *IC50* values published in the literature. The second module extracted the whole-body information from the parasites and built a model using which it computed the body posture and movement features. The software package is simple to use, is robust, requires minimal user intervention, saves data for cross validation, and provides additional insights into the phenotypical responses.
Introduction

Lymphatic filariasis (elephantiasis) is a neglected tropical disease known to affect several millions of people worldwide [1]. This disease is caused by the following parasitic nematodes: *Wuchereria bancrofti*, *Brugia malayi*, and *Brugia timori* [1–6]. The parasite lives within the mosquito up to the third larval stage. After the mosquito bites the human skin, the nematode enters the human body [2,5,7]. Thereafter, these parasites progress to the lymphatic vessels where they mature into the adult stage and release sheathed microfilaria into the bloodstream [7]. The microfilaria can be further ingested by other mosquitoes feeding on the same human host and thus act as new transmission vectors [5,7]. As the disease progresses, the host shows symptoms such as an altered immune system and lymphatic dilation (swelling), leading to pain and physical disability [2].

Current anti-filarial treatments (i.e. mass drug administration) to combat lymphatic filariasis include drugs such as diethylcarbamazine (DEC), albendazole, and ivermectin [1,3,8,9]. Combinations of two or more drugs administered at different doses and different time points have shown to effectively eliminate microfilaria from the human body. For instance, drugs (DEC and albendazole) administered together were effective in eliminating microfilaria after multiple doses, while administering three drugs (DEC, albendazole, and ivermectin) together in a single dose made the patients free of microfilaria entirely for two years [10,11]. However, these drugs were ineffective in killing the adult parasites dwelling in the lymphatic vessels [2,3,8]. Recent studies have shown that another drug, doxycycline, can target *Wolbachia* bacteria inside the adult filarial nematodes and thus sterilizing and kill them [1,7,8,10]. Other drugs (e.g. nitazoxanide, tizoxanide, and auranofin) also have been recognized as potential macrofilaricides through *in vitro* screening [3,8]. While treatments are available that eliminate microfilaria, there is still no available filarial nematodes that would be
effective within the human body. This necessitates the need to identify new potential treatments that are efficient, safe, and viable using high throughput drug screening methods.

The progression of lymphatic filariasis within the human host is attributed to adult parasitic nematodes and microfilaria [7]. Therefore, understanding their behavior in different drug compounds is an essential step towards fighting the disease. In conventional drug screening methods, the parasites or their microfilaria are assayed in well plates in different drug concentrations and incubated for 24-72 hours prior to imaging [2,12]. The effectiveness of the drugs is often analyzed by visual observation under a microscope or using a worm tracking software [10,13]. Typical software analysis methods estimate the centroid speed of the parasites from recorded videos [7,13]. There are very limited number of worm tracking software applied to these parasites because of inherent problems in automatically characterizing behavioral parameters without user intervention [3].

A number of worm tracking software have been developed for *Caenorhabditis elegans*, a widely used model organism, to quantify its behavior under various stimuli and movement [14-16]. The worm tracking software generally extract information about the centroid or the body skeleton [14–20]. In centroid-based trackers, the centroid position of a worm is identified and metrics such as centroid velocity and thrashing are calculated from videos recorded at the population level [21–24]. In contrast, skeleton-based trackers extract the posture of the whole body from videos of individual worms which can be used to describe a number of phenotypes [19,25–30]. These systems record the worms at higher magnifications [21,29]. In general, these *C. elegans* worm trackers are developed on known estimates of the worm length and nature of movement. Because of these assumptions, the *C. elegans* worm trackers are too simplistic to handle the complex postures and multiple omega (Ω) turns made by *B. malayi*. 
Here, we developed a worm tracking software package to characterize the *B. malayi* adult parasites and microfilaria. The software package consists of two modules. The first module (BrugiaAdultTracker) was designed to characterize the phenotypic behavior of adult *B. malayi* by computing a number of features related to its three-dimensional movement. We validated the module on adult male worms using three drugs (albendazole, ivermectin, and fenbendazole). The following features regarding worm movement were extracted automatically by the software module: centroid velocity, angular velocity, rate of Euler number, rate of eccentricity, rate of extent, and worm path curvature. Based upon these features, dose response curves were plotted to understand the relevance of each feature in estimating the drug efficacy. The second software module (BrugiaMFTTracker) was developed to extract the information regarding the body skeleton of *B. malayi* microfilaria. The software module was used to extract microfilaria features such as body curvature, number of bends, directed motion, and point velocities on the body. The combination of both the software modules provides an automated method to track *B. malayi* parasites using a unique set of features which can be used to test the potency of anti-filarial for drug screening.

**Materials and methods**

**Assay preparation**

All the chemicals were purchased from Sigma Aldrich Inc. (St. Louis, MO) and product identification codes (#) are mentioned below. Adult *Brugia malayi* male worms (TRS Labs Inc., Atlanta, GA) were assayed in RPMI-1640 (25 mM HEPES, 2 g/L *NaHCO₃* (#R5886)) supplemented with 1% (v/v) Antibiotic/Antimycotic (#A5955). 30 mM and 10 mM stock solutions of fenbendazole (#35032) and ivermectin (#I8898) were prepared in dimethyl sulfoxide (DMSO) (#D2650). Similarly, two stock solutions, 30 mM and 100 mM, of albendazole (#A4673) were prepared. The working concentrations of fenbendazole (3 μM, 10
μM, 30 μM, 100 μM, and 300 μM), ivermectin (0.03 μM, 0.3 μM, 1 μM, 3 μM, 5 μM, and 10 μM), and albendazole (30 μM, 100 μM, 300 μM, and 1000 μM) were serially diluted in RPMI media from stock solutions. A solution containing 1% DMSO in RPMI media was used as a negative control. The worms were transferred to these solutions and maintained in a 37°C, 5% CO₂ incubator for 24 hours prior to experimentation. All the concentrations and the control experiments were run in triplicate. Dose response analysis and IC₅₀ values were calculated using variable non-linear regression model in GraphPad® Prism 7 and Excel®.

Figure 4.1 The experimental setup for the video acquisition of Brugia malayi adult male worms. A B. malayi adult male worm placed in the well plate lid was recorded using image acquisition software, a CCD camera, and a microscope. The acquisition software was set to record videos with a 696 × 520 pixel resolution at 5 frames per second for four minutes.

**Image acquisition**

The hardware components for the image acquisition setup included a stereo microscope (M205C, Leica Microsystems Inc.), a desktop computer (Intel Xeon E3, 8 gigabytes of
random-access memory, and 500 gigabytes of storage), and a microscope camera (QiCAM, QImaging Inc.) as shown in Fig 4.1. MATLAB® 2016a along with its Image Processing toolbox was installed on the desktop computer. QCapture Pro® (QImaging Inc.) was used for the recording videos.

For the *B. malayi* adult male experiments, the cover lids of 96-well plate (Corning Inc.) were used as they were found to have optimal dimensions and field of view for our imaging experiments. The worms were transferred from the incubator to individual wells with cover slips on top. Videos were recorded for individual worms at 8x magnification with a 696 × 520 pixel resolution.

**B. malayi adult tracking**

The BrugiaAdultTracker software module was developed to analyze videos of adult male *B. malayi*. The module extracts worm features (such as centroid velocity, angular velocity, rate of Euler number, rate of eccentricity, rate of extent, and worm path curvature), and records the data into Excel spreadsheets. In addition, the software module also records real-time positions of the worm centroid which can then be overlaid on the original video for visual inspection.

**Image processing and feature extraction**

A flowchart describing the steps involved in the feature extraction process used by the BrugiaAdultTracker software is shown in Fig 4.2a. The software reads the initial frame of a video as shown in Fig 4.2b (i). The well boundary was identified from this frame using the Circle Hough Transform (CHT) algorithm (Fig 4.2b (ii)). A mask was generated from this boundary to isolate the well area from the image as shown in Fig 4.2b (iii). In the event that the software was unable to detect the well, a fallback option that lets the user manually select the well area was provided.
Figure 4.2 Feature extraction process of the BrugiaAdultTracker software. a) A flowchart illustrating the series of steps performed by the BrugiaAdultTracker software to extract and save multiple features from the worm videos. b) Illustration of the sequence of steps performed to identify a worm from a sample video frame. i) The raw frame read by the software from a video. ii) The well containing the worm was identified using the circular Hough transform algorithm and labelled in a red color. iii) A mask was created from the identified well removing other wells and noise. iv) A percent thresholding technique was performed to binarize the image where identified blobs were labelled with white.

The software processes each frame sequentially extracting the feature data. Each frame was binarized using a percent thresholding technique where the average pixel intensity of the frame is multiplied by a set percentage as shown in Fig 4.2b (iv). This method accounts for different light conditions better than setting a fixed threshold value. The binary image was filtered using blob area to isolate the worm from any other objects present. The worm position and blob feature data were extracted and recorded for the frame.
Figure 4.3 Explanation of the methods and extracted features used to analyze *B. malayi* adult male and microfilaria. 

a) The weighted centroid of the worm was determined from which the centroid velocity and path curvature were calculated. 
b) A minimum ellipse was fit to the worm and major and minor axes lengths were extracted along with its angular orientation. These metrics were used to calculate angular velocity and eccentricity. 
c) The extent was calculated from the ratio of the worm area to the area of the minimum bounding rectangle fit to the worm for the adult worm. The number of loops formed by the worm was estimated by the Euler number which is related to the number of holes in worm object. 
d) The points in the skeletal curve generated for the worm by the BrugiaMFTracker were used to calculate body curvature and the number of bends.

The extracted data included several different properties (centroid, angular orientation, Euler number, and extent). The centroid position was extracted by calculating the weighted center of the blob’s minimum bounding rectangle, a close approximation of the worm centroid.
The Euclidean distance between the centroid positions in two subsequent frames was calculated and converted from pixels to millimeters. The ‘centroid velocity’ was calculated as the ratio of this distance and frame interval, 0.2 seconds. The ‘path curvature’ was determined by the Menger curvature at the centroid position as shown in Fig 4.3a. An ellipse was fitted to the worm blob to extract the angular orientation ($\theta$) and major ($a$) and minor ($b$) axes lengths. The ‘angular velocity’ was calculated as the ratio of difference between angular orientations in subsequent frames and the frame interval (Fig 4.3b). The eccentricity of an ellipse was calculated as shown in Fig 3b. The extent was defined as the ratio of worm blob area to the bounding rectangle area (Fig 4.3c). The Euler number was defined as the difference of the number of blobs and number of holes as shown in Fig 4.3c. The features ‘rate of eccentricity’, ‘rate of extent’, and ‘rate of Euler number’ were extracted by calculating the ratio of the difference of the corresponding values from subsequent frames and frame interval. All features were saved to Excel spreadsheets for data visualization and analysis.

**B. malayi microfilaria tracking**

The BrugiaMFTracker software was developed to read and process *B. malayi* microfilaria videos taken at 40x magnification and build a worm model. The skeletal points were used to extract features such as body curvature, number of bends, directed motion, and velocities of head, tail, and centroid.

**Worm model**

To build a model for *B. malayi*, the motion of the nematode can be approximated in two-dimensional space and the change in nematode length while stretching and contracting is ignored. The midline of the nematode was modeled as a cubic spline curve, $M(u)$, with an associated angle vector $\Theta(u)$. The tangent ($e_1$) and normal ($e_2$) vectors of the midline were defined as shown in Eq. (4.1) [20]:
\[ e_1 = \begin{bmatrix} \cos(\Theta(u)) \\ \sin(\Theta(u)) \end{bmatrix} \quad e_2 = \begin{bmatrix} -\sin(\Theta(u)) \\ \cos(\Theta(u)) \end{bmatrix} \] (4.1)

The boundary of the worm \((W)\) was constructed around the midline curve using Eq. (4.2) [20]:

\[
W(u, v) = \lambda \left( \int_0^u e_1(u)du + vR(u)e_2(u) \right) + \vec{T}
\]

where \(\lambda\) is the scale factor with units of \(\text{pixels/mm}\), \(\vec{T}\) is the translational vector, \(L\) is the worm’s length. The vector, \(R(u)\), contains the distances from midline to the worm’s boundary along its length. The scale factor was calculated from the microscope magnification. The worm’s length was dynamically determined after the software processed the first frame.

**Image processing and feature extraction**

The flowchart depicting the video processing steps was shown in Fig 4.4. The software read the RGB frames sequentially and converted them to grayscale. A mean pixel intensity value was calculated for the grayscale image and a percent thresholding technique was used to binarize the image. The worm object was identified from the resulting binary image by identifying the largest object and its boundary was extracted and smoothed with a moving average filter for two iterations.
Figure 4.4 A flowchart describing the processing steps taken by the BrugiaMFTracker software to extract features from *B. malayi* microfilaria.

The next step was to determine the head and tail positions from the worm boundary. Sharper bends correspond to higher negative curvature values which occur at the head and tail locations. The curvature at each point in the boundary list was calculated using the Menger curvature algorithm, which takes three points and calculates the inverse of radius of the circumcircle of the points. The function to calculate the curvature ($C$) for three points ($a, b, c$) is shown in Eq. (4.4) [31]:

$$A = (b.x - a.x) \ast (c.y - a.y) - (b.y - a.y) \ast (c.x - a.x)$$  \hspace{1cm} (4.3)
\[ C(a, b, c) = \frac{4A}{|a - b||b - c||c - a|} \]  

(4.4)

where \(a, b, c \in \mathbb{R}^n\) and \(A\) in Eq. (4.3) is the signed area of the triangle formed by the three points. The average value of the curvature in the array was calculated and the points with values lower than two standard deviations of the average value were isolated and clustered into two groups by k-means clustering algorithm [32]. Clustering avoids faulty identification due to the points adjacent to the head and tail with high curvature values. The points corresponding to the lowest curvature values from the two clusters were identified and assigned as head and tail. The head and tail positions determined by the software were marked and displayed to the user for validation before processing the entire video. The boundary was smoothed further and processed again if the user deemed the positions inaccurate.

The software checks for worm occlusions as the occlusion scenario was handled differently. If the worm doesn’t occlude, using the head and tail information, the boundary points were separated into dorsal and ventral lists respectively. Depending on the worm orientation and the occurrence of occlusions, the lists can be of different sizes. The shorter of the dorsal and ventral lists was determined and inward facing normal vectors were calculated for each point in that list. The points in the longer list intersecting these vectors were determined using Eq. (4.5). An approximate centerline \(M(i)\) was constructed by calculating the midpoints of the points in the two lists as shown in Eq. (4.6). The final skeletal curve and points were generated by fitting a cubic B-spline curve. Accordingly, worm model was created from the width profile and skeletal curve.

\[ f(i) = \arg\max_{x \in [0, S_2]} |side_{short,i} - side_{long,x}| \]  

(4.5)
Figure 4.5 A cartoon depicting the process to determine the worm skeleton from the previous skeleton and worm boundary information in the event of an occlusion. a) Inward facing normal vectors (light blue arrows) were generated for the worm boundary (green) of the current frame. Closest points in the worm boundary to the previous skeleton (blue) were determined and displacement vectors (purple) were calculated. b) The previous skeletal points were moved in accordance with the corresponding displacement vectors to new positions (purple). B-spline curve was fit to these points to create the final skeleton (red).

If the worm has occlusions, there is a loss of border information surrounding the occluded area. To resolve this problem, the software uses the skeletal curve from the previous frame. The normal vectors facing inward for each point in the boundary list were calculated. Fig 4.5a shows a portion of the worm boundary in the current frame overlaid with the previous skeletal curve and the inward facing normal vectors of the boundary points. Using Eq. (4.5), the points in the skeleton intersecting these vectors were determined. The distances between the boundary points and the skeletal points were then calculated. If the distances were not the same as determined by the width profile of the worm model (purple arrows in Fig 4.5a), the skeletal points were then moved in the direction of the normal vectors of the corresponding boundary points until their distances matched their widths. This allowed the skeletal points of the previous frame that were outside of the body, to be migrated back into the body as shown in Fig 4.5b. When an occlusion occurs parallel to the skeletal curve, there is a chance of overlap of skeletal points. To prevent this, the software identifies the overlapped points by calculating
the distances from each point to every other point in the skeleton curve. The software moves
the points in opposite directions until they are within the tolerance limits. The final skeleton
curve (orange color in Fig 4.5b) was formed by fitting a B-spline curve on the skeletal points
(purple color in Fig 4.5b).

Figure 4.6 Illustration of the methods to extract features from *B. malayi* microfilaria worms. a) A cartoon explaining the method to determine forward and reverse motion at the head portion of the worm. i) Shows the head portion of the worm in the previous frame with P₁ as the head and distance L₀ as the Euclidean distance between P₁ and P₃. ii-iii) The distance L₁ was calculated between the head of the current frame and third point of the previous frame (P’₃). The worm was determined to be in forward motion if this distance is greater than the L₀ of the current frame and in reverse motion for the opposite case. b) Plot showing the curvature at each skeletal point of the worm along with the bends identified. The respective worm image is also shown for reference highlighting the different bends. The points with positive curvature values are marked in cyan color and points with negative values are marked in pink color.
Feature analysis metrics

Directed motion

To determine the direction of the worm motion, the head and tail portions of the worm were considered. Fig 4.6a (i) shows the head portion of the worm from the previous frame. In the current frame, the distance between the third point \( P_3 \) and the head \( P_1 \) or tail was calculated \( L_0 \). Similarly, the distance between the third point of the previous frame \( P_3' \) and the current head \( P_1 \) or tail was calculated \( L_1 \). If this distance was smaller in the current frame than in the previous frame \( L_1 > L_0 \), then the worm was considered to be moving forward (Fig 4.6a (ii)). If the distance was larger \( L_1 < L_0 \), then the worm was reversing its motion (Fig 4.6a (iii)). In the tail portion of the worm, these criteria were reversed.

Number of bends

*B. malayi* and other large nematodes can form more bends when compared to shorter nematodes. This allows them to form complicated shapes. The number of bends was quantified by calculating the curvature values of each skeletal point. The ‘body curvature’ of the nematode was determined by calculating the signed curvature values of each point in the skeleton. The curvature values of a single frame of a video were calculated and plotted as shown in Fig 4.6b along with the corresponding video frame. The positive curvature values were marked in cyan and negative values in magenta colors. A portion of the skeleton was treated as a bend if there was a sign change in the curvature values in the hysteresis window \( n=3 \). The number of points for this window was determined empirically. Fig 4.6b shows the labelled bends on the curvature plot and the corresponding worm image.
Results

**B. malayi adult assay**

The worms were assayed in different concentrations of three drugs (fenbendazole, ivermectin, and albendazole) known to affect these parasites [1,3,8,9]. For each drug concentration, the worm behavior was recorded for 4 minutes at 5 frames per second. This time duration was sufficiently long to observe the drug-induced worm behavior [2]. Fig 4.7 shows sample video frames at different time intervals for each representative worm exposed to a different drug concentration. Over the course of the video, the worms exhibited complex postures under minimal drug concentrations similar to when they were in negative control (Fig 4.7). However, as the drug concentration was increased, the worms showed minimal to no movements suggesting the degradation of worm’s physical ability.

![Figure 4.7 Demonstration of the shapes made by the B. malayi adult worms at different drug concentrations. Three anthelmintics (albendazole, fenbendazole, and ivermectin) were tested. Each row represents the worms exposed to a specific drug concentration. The drug concentration increases from top to bottom in logarithmic scale. Sample frames were extracted at random from a representative video of each drug concentration experiment.](image)

The feature data (centroid velocity, angular velocity, rate of Euler number, rate of eccentricity, rate of extent, and worm path curvature) from all the videos were extracted for investigation and shown as raster plots in Fig 4.8. The experiments corresponding to different drug concentrations were marked and labelled on the plots. It can be seen from the figures that
as the drug concentrations were increased, the feature values moved to the lower end of the color spectrum affirming the visual analysis (Fig 4.7). It can also be seen that the negative control values for different features were higher when compared to the drug concentrations for all but the path curvature values. This was because the worm paths exhibit high levels of sharpness at higher concentrations of drugs [16] due to their minimal movement. It is worth mentioning that in some of the control and lower drug concentration runs, the nematodes barely showed any movement contrast to what was expected indicating higher experimental variability. Similarly, in some experiments of ivermectin and albendazole concentrations, the feature values were very low.

Figure 4.8 The features extracted by the BrugiaAdultTracker software for negative control and drug experiments were shown as raster plots. The runs corresponding to different concentrations were overlaid on the plots for each drug.
Table 4.1 Dose response analysis of the features extracted by the BrugiaAdultTracker software for Brugia malayi adult male worms and the three anthelmintics tested. Using GraphPad Prism 7, a variable slope nonlinear regression model was fitted to the responses at multiple drug concentrations for each feature and drug combinations. IC50 and R^2 values represent the drug concentration at which the percentage response is 50% and the coefficient of determination for the model. The drug concentration experiments were triplicates.

<table>
<thead>
<tr>
<th>Feature</th>
<th>IC50 (μM)</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>fenbendazole</td>
<td>ivermectin</td>
<td>albendazole</td>
<td>fenbendazole</td>
<td>ivermectin</td>
<td>albendazole</td>
</tr>
<tr>
<td>Centroid Velocity</td>
<td>99.73</td>
<td>2.768</td>
<td>291</td>
<td>50.06</td>
<td>60.92</td>
<td>46.54</td>
</tr>
<tr>
<td>Angular Velocity</td>
<td>107.3</td>
<td>2.468</td>
<td>290.3</td>
<td>43.83</td>
<td>72.22</td>
<td>59.64</td>
</tr>
<tr>
<td>Δ Eccentricity</td>
<td>104.3</td>
<td>2.408</td>
<td>298.6</td>
<td>47.42</td>
<td>66.43</td>
<td>56.36</td>
</tr>
<tr>
<td>Δ Extent</td>
<td>102.9</td>
<td>2.368</td>
<td>291.1</td>
<td>32.41</td>
<td>78.01</td>
<td>40.57</td>
</tr>
<tr>
<td>Δ Euler Number</td>
<td>108.1</td>
<td>3.04</td>
<td>333.2</td>
<td>25.37</td>
<td>19.59</td>
<td>47.33</td>
</tr>
<tr>
<td>Path Curvature</td>
<td>139.1</td>
<td>13.39</td>
<td>342.5</td>
<td>96.18</td>
<td>69.75</td>
<td>48.04</td>
</tr>
</tbody>
</table>

The dose responses of B. malayi adult male worms to the three drugs were calculated for each feature and shown in Fig 4.9. The corresponding IC50 (i.e. drug concentration at which the dose response was 50%) and R^2 values were tabulated in Table 4.1. Fig 4.9 shows that the feature responses associated with ivermectin and albendazole drugs were significantly lower than the negative control responses. It can be observed from Table 4.1 that the IC50 values for the first four features (centroid velocity, angular velocity, rate of eccentricity, and rate of extent) correspond very well. It was already established in the literature that centroid velocity was a key parameter in calculating dose responses for other types of nematodes [24].
Figure 4.9 Illustration of the dose responses of the three anthelmintics (ivermectin, albendazole, and fenbendazole) for each feature extracted by the BrugiaAdultTracker software. The drug concentration experiments were triplicates. A variable slope nonlinear regression model provided by GraphPad Prism 7 was used to generate the curves.

In addition, based on the correlation between the four features it can be concluded that the features (angular velocity, rate of eccentricity, and rate of extent) can be considered key parameters for evaluating dose responses. The 99% confidence intervals (data not shown) were calculated using these four features. The IC50 values for the features (rate of Euler number and path curvature) however are significantly out of range when compared with these confidence intervals. In the case of rate of Euler number, it can be attributed to the fact that some of the R² values were very low (25.37% and 19.59%). For path curvature case, the R² values were very good and yet the IC50 values were very different. This allowed us to conclude
that path curvature was not a good indicator for dose response calculation. The $R^2$ values for the key features for fenbendazole, ivermectin, and albendazole ranged from 32 – 50 %, 60 – 78 %, 40 – 60 %. This suggested that dose responses of adult male worms to ivermectin fit better compared to the other drugs. This also shows that since the $R^2$ values were not very high (> 90 percentage), investigation of multiple feature data was necessary to calculate accurate $IC_{50}$ values. These values for the three drugs using the four features are as follows: fenbendazole – 103.5 µM, ivermectin – 2.5 µM, albendazole – 292.75 µM. These values were similar to the data published in the literature [2].

**B. malayi microfilaria assay**

The *B. malayi* microfilaria worms were recorded at 640 x 480 pixel resolution for 20 seconds at 30 frames per second. These worms were recorded on an agar nutrient pad (negative control) with cover slip on top to restrict their movement to two dimensions. Multiple features (directed motion, number of bends, and velocity) were extracted from the videos. A visual representation of the worm positions and the directed motion throughout the video for all the videos on an image plane were shown in Fig 4.10. The color spectrum represents the body positions of the worm skeleton from head to tail. The two colors (blue and orange) in the figure indicate the forward and reverse motion. The overall motion in the forward and reverse direction were overlaid on the plots as percentages for each video. It can be seen that worms corresponding to three plots (Fig 4.10 b, d-e) showed significant forward motion. Whereas worms corresponding to the other three plots (Fig 4.10 a, c, and f) had similar amounts of forward and reverse motion suggesting a probing pattern. It was seen that the worms in these videos elongated and contracted repeatedly while not moving significantly. The ‘directed motion’ feature can be used to segregate the worms into two groups: active (exhibiting larger
forward movement) and semi active (exhibiting a probing pattern). This can be used to study drug efficacies on worms exhibiting multiple levels of activity.

Figure 4.10 Visualization of the *B. malayi* microfilaria movement for the negative control runs on an x-y plane. The skeleton from head to tail was created of the worm and used to generate the plots. The movement of the worms in forward or reverse directions determined by directed motion feature were also shown where the blue color indicates forward, and orange indicates reverse movement. The overall percentage movement in the forward and reverse directions was specified as ‘Forward’ and ‘Reverse’ respectively.

The number of bends of the worm for each video frame were calculated and shown as a raster plot for all the videos in Fig 4.11a. It can be observed that the number of bends was roughly 5 – 10 for most of the frames and occasionally it increased drastically towards 15 – 20 bends. This increase was due to the self-occlusions. The sensitivity of this feature can be varied by adjusting the hysteresis window. In the literature, omega (Ω) shapes were used to identify different phenotypes for other type of nematodes (*C. Elegans*) [33]. The *B. malayi* worms being larger than *C. Elegans* can form multiple omega shapes. The ‘number of bends’ feature encompasses this information which can be used to identify different phenotypes for *B. malayi*.
Figure 4.11 Illustration of the features extracted for the negative control experiments of *B. malayi* microfilaria. The duration of each video was around 20 seconds at 30 frames per second. Worm skeletons were generated, and the features were extracted. a) The number of bends made by the worm skeleton in each frame of a video was calculated and shown as a raster plot. Worm occlusions were indicated by the darker regions. b) The velocities of worm skeleton at head, centroid, and tail positions were calculated and shown as raster plots.

The velocities of head, centroid, and tail positions of the worm were plotted for all the videos in Fig 4.11b. From the figure, it can be inferred that the head velocities were higher when compared to the values seen at centroid and tail positions. This was expected as the head initiated the movement which was gradually experienced by the other body positions with lower values. It can be seen that the active worms (Video 2, 4, and 5) tend to have larger velocities when compared to semi-active worms. It can also be seen that in these three videos, there are certain frames where the values were significantly higher than the rest of the frames. It was observed that the worms exhibited a probing pattern where only the head portion was moving while the rest of the body remained stationary. The centroid velocities reflected the joint behavior of both the head and tail which can be seen in the figure. It can be concluded that multiple velocities at different body positions can be used to identify specific worm behavior and attributes.
Discussion

Literature shows that the adult parasitic nematodes and their microfilaria are responsible for the spread of lymphatic filariasis [7]. Different drugs are tested for anthelmintic activity against the parasites using *in vitro* assays to find potential drugs [7,8,10,11]. So, we developed a tool that aids in drug screening process for both adult *B. malayi* and microfilaria. The software package created is simple to use, flexible, designed to work with different image acquisition software, operates in real-time and doesn’t need additional setup.

The modules in our software package use different worm tracking approaches (centroid-based and skeleton-based) to analyze the parasites of different sizes. Different approaches were chosen because of the following reasons. The adult parasites are long, round worm like nematodes that show significant three-dimensional activity. This makes it challenging to record the videos of adult parasites at higher magnifications which is necessary for skeleton-based approach. The microfilaria on the other hand are larger than *C. elegans* but significantly smaller than adult parasites allowing us to record them at higher magnifications to effectively extract their skeleton information. Previously reported methods use the same worm tracking approach (centroid-based) to characterize phenotypical behavior of nematodes of different stages [2, 13]. As research on *C. elegans* has shown, whole-body information was better at observing the phenotypical response than the centroid based approaches.

We have demonstrated that the worm tracker module, BrugiaAdultTracker, was able to characterize the phenotypical responses of adult male worms on three drugs (albendazole, ivermectin, and fenbendazole) by calculating *IC50* values of the dose response curves of each feature. The *IC50* values for four (centroid velocity, angular velocity, rate of eccentricity, and rate of extent) of the six features were in accordance with the values reported in the literature.
This work can be extended to include testing of the anthelmintic activity of other compounds and on parasites other than *B. malayi*.

In addition, we have also demonstrated the extraction of multiple features (body curvature, number of bends, directed motion, and point velocities) from skeleton body information of *B. malayi* microfilaria. To the best of our knowledge, this is the first attempt to construct a skeleton model and extract movement features from parasitic microfilaria of *B. malayi*. This work can be applied as a tool for drug screening analysis of microfilaria or other parasitic microfilaria types.

**Conclusions**

We have presented a worm tracker package comprising of two modules (BrugiaAdultTracker and BrugiaMFTracker) to analyze the phenotypical responses of *B. malayi* adult and microfilaria. The BrugiaAdultTracker module was tested on adult parasites assayed in three drugs (albendazole, ivermectin, and fenbendazole). Multiple features are extracted from the recorded videos and the module provides the option to save additional information for inspection. The dose response curves were plotted using the different features and it is shown that features other than centroid velocity can be used for phenotypical behavioral analysis. The BrugiaMFTracker module extracted the whole-body information from the microfilaria and built a worm model using which it computed the body posture and movement features. The software package is robust and requires minimal user intervention. Future scope lies in running multiple drug screening experiments and testing drug combinations to improve the drug efficacy.
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CHAPTER 5.
CONCLUSIONS

There is considerable interest in building instrumentation for image acquisition and data analysis towards unravelling physical and behavioral attributes of biological samples. Within the broad field of bioengineering, there are several application areas where automated instrumentation has enhanced the experimental throughput and sampling time while reducing costs. In this thesis, I developed imaging instrumentation and data analysis tools to address the limitations in skin cancer diagnostics, plant parasitic nematology, and neglected tropical disease. The common theme for the developed instrumentation was the incorporation of portability, low-cost imaging, and high-throughput analysis of phenotypic traits. Specifically, the smartphone-based skin cancer diagnostic system provided a portable, at-home setup to capture high-quality images of skin lesions along with a software application to judge the cancerous nature of skin lesions through classification of extracted feature sets. Similarly, the combination of scanners, lens-free imaging setup, and machine learning algorithms provided the nematode egg count from soil samples in an automated, low-cost manner that obviates the need for trained personnel. In addition, methods were developed to identify the multi-faceted behavior of Brugia malayi nematodes using a new set of movement features which were then used to screen the effects of three drugs on the worms.

The performance of abovementioned instrumentation was tested on available samples; be it images of skin moles, soil samples with nematode eggs or videos of Brugia malayi worms. The efficacy of the developed methods could be further improved by testing on larger datasets, which is often a challenging issue in bioengineering. Recent trends in bioengineering show that experimental testing of new tools with diverse sample sets and large sample sizes have a
greater impact in the scientific community with higher rate of adoption. We hope the presented methods provide a proof-of-concept for advancing the instrumentation capabilities within the identified areas of bioengineering with more rigorous testing of performance.