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ABSTRACT

This thesis introduces a generative adversarial network (GAN) based method to classify diseased images using limited training set. A general introduction of machine learning applications in agriculture domain is provided. The issue of plant disease recognition has been investigated in this thesis.

First, the successful applications of convolutional neural networks (CNNs) to plant disease classification have been reviewed. It is found out that most of methods are built under the assumption that there is enough training set. The issue of limited training data is overlooked. Thus, the over-fitting problem caused by a limited training set is discussed.

Second, a new approach is proposed to solve the limited training set problem. The proposed method consists of four parts: CNN, data augmentation, GAN and label smoothing regularization (LSR). CNN is used to classify plant diseases and species. Data augmentation and GAN are used to generate additional samples for training. LSR technique can help the model avoid the over-fitting problem.

Finally, three comparison experiments have been designed. The analysis proves the effectiveness of the proposed method. Compared with using the real dataset only, the proposed method improves the prediction accuracy by 6%.
CHAPTER 1. GENERAL INTRODUCTION

1.1 Introduction

The world population is expected to grow from 7.2 billion to 9.6 billion in 2100. This imposes rising demand in agriculture production. To alleviate this challenge, using different techniques to manage crop efficiently is necessary. Recently, machine learning methods have become increasingly popular. They have been successfully applied to various domains, such as speech recognition, face recognition, and automatic driving. This thesis aims to apply the machine learning method in agriculture settings.

There are two main reasons behind the increasing popularity and applications in various scientific disciplines. The first is the increase of computing resources. The development of GPU accelerates the computing of matrix calculation and further analysis. The second is the development of data storing and management techniques makes it possible to collect, store, and manage data of increasing sizes. The commonly used machine learning models include regression, decision tree, Naive Bayes, support vector machine (SVM), and deep neural network (DNN). A brief introduction of regression, decision tree and deep neural network follows.

- **Regression.** Regression models are used to analyze the relationship between one or more independent variables and an outcome variable [1]. The basic two regression models are linear regression model and logistic regression model. Linear regression model is easy and quick to establish. However, it assumes that the relationship between input variables and the outcome variable is linear. Logistic regression model adds a Sigmoid function to the linear model so that it can calculate the probability of the sample belonging to a certain class.

- **Decision tree.** A decision tree consists of three parts, i.e., branches, internal nodes and leaf nodes. The internal nodes are a set of conditions that can divide the samples into different
classes. The branches represent the outcome of internal nodes. The leaf nodes represent the label of the class. Decision tree can break down a complex classification problem into a set of simpler decisions at each stage [2].

- **Deep neural network.** DNN is a class of methods that use multiple layers to extract information from the input data [3]. The most common training method is a gradient-based algorithm that can calculate the gradients and update the weights and biases iteratively. The final goal of training is to minimize the loss function. DNN is able to deal with large datasets and execute feature engineering without explicitly programming.

Borrowing the successful experiment from other disciplines, many researchers in agriculture domain have started to design and apply the machine learning methods. The current applications of machine learning methods to crop management can be divided to three categories, i.e., species recognition, yield prediction, and disease detection [4].

- **Species recognition.** Automatic species recognition can help reduce the classification time and human factors. One type of study is to classify different crop plants. Grinblat et al. proposed a deep convolutional neural network for plant identification using vein morphological patterns. He pointed out that it was not necessary to build a feature extraction method for this task [5]. Wu et al. proposed a approach based on artificial neural network for the automated leaf recognition. The prediction accuracy of classifying 32 kinds of plants was greater than 90% [6]. Another study was the classification between crop plants and weed. Pantazi et al. used a variant of artificial neural network (ANN) to identity the weed in a field using unmanned aircraft system (UAS) multispectral imagery [7]. Ahmed et al. used texture features and SVM to classify the weed image, which achieved 98.5% prediction accuracy [8].

- **Yield prediction.** The world population continues to increase which imposes rising demand in agriculture production. How to improve crop breeding to feed the growing population is a significant challenge. Predictive modeling on crop phenotype can speed up the process and make it resource efficient. The commonly used tools for yield prediction include regression
model and DNN. Singh et al. predicted the crop yield by using piecewise linear regression model. The predicted values were very close to the observed values [9]. Ramos et al. constructed a machine vision system (MVS) to count the number of fruits on a coffee branch, which showed a correlation higher than 0.9 at early states of crop development [10]. Kaul et al. used ANN models to predict Maryland corn and soybean yield. The experiments showed that the prediction accuracy of ANNs is higher than that of regression models [11].

- **Disease detection.** Plant diseases are responsible for the 13% of the production potential [12]. Early detection and timely management of plant diseases are essential to reducing yield loss. Traditional manual inspection is often time-consuming, laborious and biased. Recently, automated imaging techniques have been successfully applied to the detection of plant diseases. Convolutional neural network (CNN) is one of the most popular methods. Different from full connected DNNs, CNNs have two special types of layer. The convolutional layers extract features from the input images. The pooling layers reduce the dimensionality of the features. Dhakate et al. used a CNN for the recognition of pomegranate plant diseases and achieved 90% overall accuracy [13]. Ferentinos developed CNN models to classify the healthy and diseased plants. The success rate reached 99.53% [14].

In this thesis, the recognition of multiple plant disease types and multiple species under limited training set has been investigated. Many studies have achieved high prediction accuracy of plant diseases by using CNN. However, those approaches were built under the assumption that there are enough training samples. In practice, the data collection and data annotation is expensive. Experiments shows that the use of limited image dataset will affect directly the prediction accuracy. Because the DNN does not get enough samples to learn the distribution of data. Therefore, the motivation of this thesis is to improve the prediction accuracy of plant diseases using a limited training set.
Our contributions are as follows.

- A CNN is built for the classification of multiple diseases and multiple species.

- A GAN-based approach is proposed to generate additional images for training. CNN is used as the basic network to classify species and diseases. GAN and label smoothing regularization (LSR) are combined to generate additional training images. The regular data augmentation techniques are also used to enlarge the dataset.

- A dataset from plantvillage.com is used as a case study. Three experiments, i.e., using the CNN only, using CNN and data augmentation, and using the proposed method, have been designed. The results show that compared with using the real dataset only, the proposed method can improve the prediction accuracy by 6%.

1.2 Thesis organization

The organization of this thesis is as follows. Chapter 1 begins with a general introduction of the application methods in agriculture. The motivation and the contributions of this thesis are also elaborated. Chapter 2 is an article to be submitted to the Computers and Electronics in Agriculture. It introduces a GAN-based approach for the plant disease recognition under limited training set. Chapter 3 concludes with the results and future work.
CHAPTER 2. IMPROVING PLANT DISEASE RECOGNITION WITH GENERATIVE ADVERSARIAL NETWORK UNDER LIMITED TRAINING SET

A paper submitted to *Computers and Electronics in Agriculture*

Luning Bi and Guiping Hu

2.1 Abstract

Traditionally, plant disease recognition has been carried out visually by human. It is often biased, time-consuming, and laborious. Borrowing from the success of machine learning in computer science, methods based on deep learning have been proposed to improve the disease recognition process. Convolutional neural networks (CNNs) have been adopted and proven to be very effective in plant disease recognition. Despite the good recognition accuracy achieved by CNNs, the issue of limited training data is often overlooked. In most cases, the training dataset is often small since data collection and annotation require significant effort. In this case, CNN method tends to have the overfitting problem. In this paper, a generative adversarial network (GAN) based method has been proposed to improve the prediction accuracy and address the overfitting problem under limited training data. Different from the traditional GAN, our GAN is combined with a regularization kernel. Experiments show that compared to using the real dataset only, the proposed GAN enhanced recognition method can improve the overall classification accuracy of plant diseases by 6%.

2.2 Introduction

With the increasing global population, the demand for agriculture production is rising [15]. Plant diseases cause substantial management issues and economic losses in the agricultural industry.
It has been reported that at least 10% of global food production is lost due to plant disease. The situation is becoming increasingly complicated because climate change alters the rates of pathogen development and diseases are transferred from one region to another more easily due to the global transportation network expansion. Therefore, early detection, timely mitigation and disease management are essential for agriculture production.

Traditionally, plant disease inspection and recognition have been carried out through optical observation of the symptoms on plant leaves by human with some training or experience. Plant disease recognition has known to be time-consuming and error prone. Due to the high degree of complexity and the large number of cultivated plants and their existing physiological problems, even experts with rich experience often fail to diagnose specific diseases and consequently lead to mistaken disease treatments.

To address the above-mentioned problems, many methods have been developed to assist the disease recognition and management. In the past decades, laboratory techniques have been developed and established. The commonly used techniques for plant disease recognition include enzyme-linked immunosorbent assay (ELISA), polymerase chain reaction (PCR), immunofluorescence (IF), flow cytometry, fluorescence in situ hybridization (FISH), and DNA microarrays. However, these techniques require an elaborate procedure and consumable reagents. Therefore, they are slow and expensive. Under these circumstances, image recognition of plant diseases, which identifies plant diseases by the plant appearance and visual symptoms, becomes popular. The advantages of image recognition include: (1) the ability to deal with high amount input parameters, i.e., image pixels, (2) the minimization of human errors, and (3) the reduction of processing time. The key to improving the image recognition accuracy of plant diseases is to extract the right features to classify the plant disease types. The emergence of deep learning techniques provides an improved automated solution. Although deep learning based models take longer time to train than other traditional approaches (e.g. support vector machine (SVM), k-nearest neighbors algorithm (KNN)), its testing time is less because all information from training dataset has been integrated in the neural network. In the agricultural area, CNN has been widely used for image recognition.
Dhakate et al. used a CNN for the recognition of pomegranate plant diseases and achieved 90% overall accuracy [13]. Ghazi et al. proposed a hybrid method of GoogLeNet, AlexNet and VGGNet to classify 91,758 labeled images of different plant organs. Their combined system achieved an overall accuracy of 80% [26]. Ferentinos developed convolutional neural network models to classify the healthy and diseased plants using 87,848 images. The success rate was significantly high which can reach 99.53% [14]. Ma et al. proposed a deep CNN to symptom-wise recognition of four cucumber diseases. The model was trained using 14,208 images and achieved an accuracy of 93.4% [27]. Based on that high level of performance achieved in the above studies, it can be concluded that CNNs are highly suitable for the recognition of plant diseases through the analysis of simple leaf images [5].

It should be noted that the high prediction accuracy is from that thousands of labeled images used to train CNNs. A major problem often facing the automatic identification of plant diseases using CNN is the lack of labeled images capable of representing the wide variety of conditions and symptom characteristics found in practice [28]. Experimental results indicate that the use of limited image datasets for training will lead to some undesirable consequences [29]. Because real datasets do not have enough samples for deep neural networks to properly learn the classes and the annotation errors may damage the learning process [19].

Although it is relatively cheap to collect plant image data, using additional unlabeled data is non-trivial to avoid model overfitting. If the model learns to assign a full probability to the ground truth label for each training example, it is not guaranteed to generalize because the model becomes too confident about its predictions [30]. This is the primary motivation for this study.

In this study, we designed a generative adversarial network (GAN) to enlarge the training set by generating more labeled images. GAN was proposed to learn generative models based on game theory [31]. The goal of GANs is to train a generator network that produces additional labeled samples from the input vectors of noise. The training signal for the generator is provided by a discriminator network that is trained to distinguish samples from the generator distribution from real data. The generator network in turn is then trained to fool the discriminator into accepting
its outputs as being real [32]. The GAN approach is capable of generating high quality labeled images. Emily et al. proposed a method based on GAN to generate samples of natural images [33]. Radford et al. proved that GANs have the ability to learn a hierarchy of representations from different image datasets [34].

In most cases, GAN is used to generate images similar to the real images as much as possible. However, the role of the GAN in this paper is to overcome the overfitting problem and improve the prediction accuracy on the real dataset. If the labels of the generated images are easy to be classified, the effectiveness of the approach will be limited. Therefore, the regularization method is employed to improve the generalization performance of the GAN. Regularization is often carried out by augmenting the loss function with a regularization term [35]. Label smoothing regularization (LSR) has been reported in Szegedy et al. [30]. Instead of maximizing the predicted probability of the truth-ground class only, LSR maximizes the predicted probability of the truth-ground class as well as the non-truth ground classes. Similarly, Xie et al. proposed a method named DisturbLabel which prevents the overfitting problem by adding label noises to the CNN [36]. Pereyra et al. found out that label smoothing can improve the performance of the models on benchmarks without changing other parameters [37]. In our paper, GAN is combined with the label smoothing regularization to generate images that can enlarge training dataset and regularize the CNN model simultaneously.

It should be noted the majority of the existing studies focused on a single type of disease or only one plant type. In reality, there may exist multiple diseases for one plant type. In some cases, it is also necessary to detect the multiple diseases of multiple plant types. Therefore, the ideal recognition method would have the ability to deal with the multi-disease and multi-plant type situation. To improve the generalization of the proposed method, multiple diseases and multiple plant types have been considered in this paper.

This paper is organized as follows. Section 2.3 introduces the motivation of this paper and the structure of the proposed regularized GAN-based approach. Section 2.4 includes a case study, the experiment results and comparisons. Finally, the paper concludes with the summary, findings, and future research directions in Section 2.5.
2.3 Materials and Methods

Recent development in agricultural area leads to increasing demand for a non-destructive method of plant disease recognition [20]. A desirable tool for plant disease recognition should be fast and accurate. Currently, many image-based plant disease recognition techniques have been developed due to the low cost for image collection and the ability to deal with large-scale disease diagnosis. The typical imaging technique is first taking the photos of the plant leaves, then extracting the features of diseased plant leaves, and finally classifying based on additional analysis.

Most existing studies on plant disease recognition used large datasets to train their models, for example, CNNs. However, in most cases, there is not enough data available and the data annotation is very expensive. Under these circumstances, the models are easy to be overfitted because they contain more parameters than the number of samples can accommodate. The consequence of overfitting is that the model will fail to predict for new observations. This serves as the major motivation for this study, which aims to achieve high plant disease recognition accuracy with the limited training dataset. This is achieved with a novel data augmentation method based on regularized GAN to generate additional labeled images as detailed in this section.

2.3.1 Framework of the proposed method

To improve the prediction accuracy of CNN in the recognition of plant diseases using limited training dataset, three techniques have been designed and implemented in this study, i.e., data augmentation, generative adversarial network, and label smoothing regularization. As shown in Figure 2.1, real images are used to train the GAN with regularization. Then the trained GAN is used to generate additional labeled images. The generated images will be mixed with real images and then augmented through data augmentation. Finally, the dataset will be used to train the CNN.

Therefore, the proposed method consists of four components. The first component is CNN, which is used to classify plant disease types and plant species. The second component is data augmentation. It makes some minor modifications to the images. The third component is GAN.
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Figure 2.1 Framework of the proposed method

It is used to generate additional images. The fourth component is LSR. This can avoid overfitting problem by modifying the loss function of GAN.

2.3.2 Convolutional Neural Networks (CNN)

Convolutional neural networks (CNN) are used as the supporting framework of our method. CNN is a class of deep, feed-forward artificial neural networks. It was adopted widely for its fast deployment and high performance on image recognition tasks. The convolutional layers extract features from the input images whose dimensionality is then reduced by the pooling layers. The fully connected layers are placed near the output of the model. They act as classifiers to learn the non-linear combination of the high-level features and to make numerical predictions [24].

However, CNN needs a large training dataset. In our case, there are only 10-28 images in each category. Since the number of model parameters is greater than the number of data samples, small training dataset will lead to the overfitting problem. Overfitting results from a model that responds too closely or exactly to a particular dataset and will, therefore, fail to fit additional data or predict future observations reliably.

To solve the above problem, data augmentation, generative adversarial network and label smoothing regularization are used.
2.3.3 Data Augmentation

Data augmentation is a relatively straightforward method to increase the number of labeled images. The most used methods include vertical flipping, horizontal flipping, 90° counterclockwise rotation, 180° rotation, 90° clockwise rotation, random brightness decrease, random brightness increase, contrast enhancement, contrast reduction and sharpness enhancement. Figure 2.2 lists the examples of original image (Figure 2.2(a)), rotation (Figure 2.2(b)), brightness increase (Figure 2.2(c)) and contrast increase (Figure 2.2(d)). In this paper, the fit_generator API is called. The generator is run in parallel to the model, for improved efficiency. For instance, this allows us to do real-time data augmentation on images on CPU in parallel to training our model on GPU.

![Augmentation methods](image)

Figure 2.2 Augmentation methods

2.3.4 Generative Adversarial Network (GAN)

Unlike regular data augmentation methods, GAN is able to generate new images for training, which increases the diversity of data. GANs were firstly introduced in a paper by Ian Goodfellow and other researchers in 2014 [31]. The generative adversarial networks (GANs) consist of two sub-networks: a generator and a discriminator. The generator captures the training data distribution while the discriminator estimates the probability that an image came from the training data rather than the generator.

\[
\min_G \max_D V(D, G) = E_{x \sim p_{data}(x)}[\log D(x)] + E_{z \sim p_{Noise}(z)}[\log(1 - D(x))] \tag{2.1}
\]
Where D represents the discriminator network, G is the generator network, z is a noise vector drawn from a distribution $p_{\text{Noise}}(z)$, x is a real image drawn from the original dataset $p_{\text{data}}(x)$.

The idea behind Eq. (2.1) is that it increases the ability of the generator to fool the discriminator which is trained to distinguish generated images from real images.

The training process of GAN is shown in Figure 2.3. The specific steps are as follows.

**Step 1:** Initialize the parameters of the generator and the discriminator

**Step 2:** Sample a batch of noise samples for the generator. Usually, uniform distribution or Gaussian distribution is used.

**Step 3:** Use the generator to transform the noise samples into images that are labeled as fake.

**Step 4:** The real images are labeled as true. Then the real images and the generated images are mixed and used as the input of the discriminator.

**Step 5:** Train the discriminator to improve the ability to classify the generated images and the real images.

**Step 6:** Train the generator to generate more images that will be discriminated as true by the discriminator.

**Step 7:** Repeat Step 2 - Step 6.

### 2.3.5 Label Smoothing Regularization (LSR)

LSR is used to modify the loss function of GAN. In the training of GAN, the most widely used loss function is the cross-entropy loss as Eq. (2.2).

Where $i$ is the index of the disease type, $N$ is the total number of disease types, $p(i)$ is the predicted probability of the generated image belonging to class $i$, $q(i)$ equals to 1, if the label of the generated image is $i$; otherwise, $q(i)$ equals to 0.

$$L = -\sum_{i=1}^{N} \log(p(i))q(i) \quad (2.2)$$
The minimization of the cross-entropy loss is achieved when the predicted probability of ground-truth classes is maximum. However, if the model assigns full probability to the ground-truth label, it is likely to be overfitted. In other words, it will be very easy for CNN to determine the truth-ground classes of the generated images. It means that the improvement brought by generating additional images for training will be limited. Thus, the regularization is introduced. Regularization is a technique that makes the model less confident such that the model generalizes better. Label smoothing regularization (LSR) method is used in this paper. The objective function of GAN is as Eq. (2.3) [19].

\[
L_{LSR} = -(1 - \varepsilon) \log(p(y)) - \frac{\varepsilon}{N} \sum_{i=1}^{N} \log(p(i))
\]  

(2.3)

Where \( \varepsilon \) is a hyperparameter between 0 and 1, \( i \) is the index of the disease type, \( N \) is the total number of disease types, \( p(i) \) is the predicted probability of the generated image belonging to non-truth ground class \( i \), \( p(y) \) is the predicted probability of the generated image belonging to truth-ground class \( y \).

In addition to maximizing the predicted probability of the truth-ground class, the LSR function also maximizes the predicted probability of the other non-truth ground classes. In other words, each
generated image contains the features of all disease types, which can improve the generalization ability of the model. In practice, a generated image will be assigned with the label of the largest predicted possibility.

### 2.4 Case Study

To validate the effectiveness of the proposed method, a case study has been carried out. A dataset that contains the images of different plant diseases and species has been selected to demonstrate and validate the proposed method. To simulate the situation where there is not enough data, a fraction of the dataset was used for training. Three experiments were conducted to compare the results of different methods using different measurements.

#### 2.4.1 Data Source and Performance Measure

The dataset used in this paper is from www.plantvillage.org, containing 54,309 images. As shown in Table 2.1, the images include 14 crop species: Apple, Blueberry, Cherry, Corn, Grape, Orange, Peach, Bell Pepper, Potato, Raspberry, Soybean, Squash, Strawberry, Tomato. It contains images of 17 fungal diseases, 4 bacterial diseases, 2 mold (oomycete) diseases, 2 viral diseases, and 1 disease caused by a mite. Twelve crop species also have images of healthy leaves that are not visibly affected by a disease [38]. The total number of classes is 38 which includes 12 groups of healthy leaves and 26 groups of diseased leaves.

For plant disease recognition, often there are only a limited number of images for some specified diseases. To address the small dataset problem, 873 images were randomly selected as the training dataset. For each category, there are only 10-28 images for training. Nine hundred and fifty images were randomly selected as the testing dataset. Three experiments have been designed. The first is to train a CNN using the real dataset. The second is to train a CNN using the real dataset and augmented dataset. The third one is to train a CNN using the dataset generated by the proposed method.

Three indices are used as the measurement in this paper, i.e., overall accuracy, precision and recall.
Table 2.1 Dataset for image classification of plant disease (- means lack of data)

<table>
<thead>
<tr>
<th>Species</th>
<th>Number of disease images</th>
<th>Number of disease types</th>
<th>Number of health images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apple</td>
<td>1527</td>
<td>3</td>
<td>1645</td>
</tr>
<tr>
<td>Blueberry</td>
<td>-</td>
<td>-</td>
<td>1502</td>
</tr>
<tr>
<td>Cherry</td>
<td>1052</td>
<td>1</td>
<td>854</td>
</tr>
<tr>
<td>Corn</td>
<td>2690</td>
<td>3</td>
<td>1162</td>
</tr>
<tr>
<td>Grape</td>
<td>3640</td>
<td>3</td>
<td>423</td>
</tr>
<tr>
<td>Orange</td>
<td>5507</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>Peach</td>
<td>2291</td>
<td>1</td>
<td>360</td>
</tr>
<tr>
<td>Bell Pepper</td>
<td>997</td>
<td>1</td>
<td>1478</td>
</tr>
<tr>
<td>Potato</td>
<td>2000</td>
<td>2</td>
<td>152</td>
</tr>
<tr>
<td>Raspberry</td>
<td>-</td>
<td>-</td>
<td>371</td>
</tr>
<tr>
<td>Soybean</td>
<td>-</td>
<td>-</td>
<td>5090</td>
</tr>
<tr>
<td>Squash</td>
<td>1835</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>Strawberry</td>
<td>1109</td>
<td>1</td>
<td>456</td>
</tr>
<tr>
<td>Tomato</td>
<td>2170</td>
<td>9</td>
<td>1592</td>
</tr>
</tbody>
</table>

The calculation formula are as Eq. (2.4) - Eq. (2.6).

\[
\text{Overall Accuracy} = \frac{\text{TruePositive} + \text{TrueNegative}}{\text{Total}} \quad (2.4)
\]

\[
\text{Recall} = \frac{\text{TruePositive}}{\text{TruePositive} + \text{FalseNegative}} \quad (2.5)
\]

\[
\text{Precision} = \frac{\text{TruePositive}}{\text{TruePositive} + \text{FalsePositive}} \quad (2.6)
\]

The definitions of True Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN) are shown in Table 2.2. Since the problem stressed in this paper is a multi-class classification problem, a small modification has been made as Eq. (2.7) and Eq. (2.8).

\[
\text{Recall}_i = \frac{M_{ii}}{\sum_j M_{ij}} \quad (2.7)
\]

\[
\text{Precision}_i = \frac{M_{ii}}{\sum_j M_{ji}} \quad (2.8)
\]

Where \( M_{ij} \) is the number of images belonging to the \( i \)th category that are predicted to be in the \( j \)th category.
Table 2.2 Definitions of TP, FP, TN and FN

<table>
<thead>
<tr>
<th>Predicted</th>
<th>Actual</th>
<th>True</th>
<th>False</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>TP</td>
<td>FP</td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td>TN</td>
<td>FN</td>
<td></td>
</tr>
</tbody>
</table>

2.4.2 Parameters of neural networks

For the generator, we established a network with 100 random vector input. Then a dense layer is used to covert the input vector to a vector of size 128*16*16. Through three convolutional layers, the output is 64*64*3 image.

For the discriminator, all input images have been resized to 64*64*3. The real images are assigned with label “1” while the generated images are assigned with label “0”. If the input image is discriminated as real, the output will be the label of the disease type which represented by 1 38 in this case; otherwise, the output will be “0”. The optimizer is Adam with the parameters $\alpha = 0.0002$ and $\beta = 0.5$. The objective function of the discriminator is binary cross-entropy function. The objective of training the discriminator is to improve the ability to tell the reality of the input images.

For the combination of the generator and the discriminator, the output of the generator and the input of the discriminator is connected. The parameters of the discriminator are fixed. The objective of training the combination network is to improve the reality of the generated images.

The CNN used to classify the images is composed of four modules. The input layer is formed by the symptom images in RGB color space with a size of 64*64*3. The first module consists of a Convolutional Layer that has 64 filters with a size of 33, and a Max-pooling Layer with the filter that has a size of 33 and a stride of 2. Each Convolutional Layer is connected by a Batch Normalization Layer performed over channels. The second module consists of a Convolutional Layer that has 64 filters with a size of 33, and a Max-pooling Layer with the filter that has a size of 33 and a stride of 2. Each Convolutional Layer is connected by a Batch Normalization Layer performed over channels. The third module consists of three Convolutional Layers that have 128...
filters with a size of 33. Each Convolutional Layer is connected by a Batch Normalization Layer performed over channels. The last module of the CNN consists of a Fully Connected Layer with 128 neurons. The output layer has 38 neurons representing the 38 classes of leaves. Given the output layer, softmax function was used to calculate the estimated probability of each class.

All the above networks were built using the Keras framework [39] and were trained on a NVIDIA GTX 1080 with CUDA 9.0.

2.4.3 Results and Comparisons

The most important process is the training of GAN. The training effectiveness can be illustrated by Figure 2.4. At the beginning, the output of the generator is just noise. After 2000 iterations, the outline of the leaf can be identified visually. At the 12,000th iteration, the shape of the leaf is much clearer. Figure 2.5(a) shows the real images drawn from 38 categories while Figure 2.5(b) shows the 38 samples generated by the regularized GAN. Each sample belongs to one unique class. The trained generator is used to generate additional images. Those images are mixed with real images and used as the input of the CNN. The training process of the CNN is shown in Figure 2.6. From Figure 2.6, we can find that after 700 epochs, the test accuracy can reach 84%.

To prove the validity of the proposed method, another experiment was conducted without using the generated images. The number of epochs is the same as that in the first experiment. The training process is illustrated in Figure 2.7. It shows that the test accuracy is about 78%, which is 6% less than the proposed method.
Figure 2.5 Original images and generated samples

Figure 2.6 Prediction accuracy of the CNN using the proposed method
To further investigate the influence of the data augmentation technique, we only use the real image dataset to train the CNN. The result is shown in Figure 2.8. It can be found that after about 70 epochs, the train accuracy is close to 1 while the test accuracy is only about 60%. This is an indicator that the model is overfitted.

Table 2.3 lists the train accuracy and test accuracy of the above three experiments. Compared to using CNN only, the proposed method improves the test accuracy by 24%. Compared to using
Table 2.3 Comparisons among three methods

<table>
<thead>
<tr>
<th>Methods</th>
<th>Train accuracy</th>
<th>Test accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pure CNN</td>
<td>100%</td>
<td>60%</td>
</tr>
<tr>
<td>CNN + data augmentation</td>
<td>98%</td>
<td>78%</td>
</tr>
<tr>
<td>Proposed method</td>
<td>98%</td>
<td>84%</td>
</tr>
</tbody>
</table>

CNN with data augmentation method, the proposed method can improve the test accuracy by 6%. Table 2.4 lists the recall and precision of 26 diseases calculated according to Eq. (2.7) and Eq. (2.8). It can be found out that compared to using the CNN only, the advantages of the CNN with data augmentation and the proposed method are dominant. Both the recall and the precision of the proposed method are much better than that of the CNN-only approach. The proposed method outperforms the CNN with data augmentation on most of the diseases. When comparing the recall and the precision of each disease type, specific patterns of the models can be observed. For example, the difference between the recall and the precision of apple botryosphaeria obtuse is extreme for all three models. The recall is just 0.1-0.2 while the precision is 1. This means only a small number of images which have apple botryosphaeria obtuse are classified as apple botryosphaeria obtuse. However, all images predicted that are classified to be apple botryosphaeria obtuse are correctly labeled. Therefore, the prediction of disease apple botryosphaeria obtuse is highly reliable but the sensitivity of the model is low since the false negative predictions are high. The comparison between the recall and the precision of each disease type can help to gain additional insights on the models and make the right decision according to different situations.

2.5 Conclusion

Plant disease recognition plays an important role in disease detection, mitigation, and management. Even though some deep learning methods have achieved good results in plant disease classification, the problem of the limited dataset is overlooked. In practice, it is time-consuming to collect and annotate data. The performance of CNN will drop dramatically if there are not enough
<table>
<thead>
<tr>
<th>Specie</th>
<th>Disease type</th>
<th>Pure CNN</th>
<th>CNN+Data Augmentation</th>
<th>Proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>R</td>
<td>P</td>
<td>R</td>
</tr>
<tr>
<td>Apple</td>
<td>Botryosphaeria obtuse</td>
<td>0.109</td>
<td>0.208</td>
<td>0.739</td>
</tr>
<tr>
<td></td>
<td>Venturia inaequalis</td>
<td>0.379</td>
<td>0.440</td>
<td>0.724</td>
</tr>
<tr>
<td></td>
<td>Gymnosporangium juniperi-virginianae</td>
<td>0.033</td>
<td>0.083</td>
<td>0.200</td>
</tr>
<tr>
<td></td>
<td>Podosphaera spp</td>
<td>0.429</td>
<td>0.457</td>
<td>0.837</td>
</tr>
<tr>
<td>Corn</td>
<td>Cercospora zeae-maydis</td>
<td>0.250</td>
<td>0.381</td>
<td>0.357</td>
</tr>
<tr>
<td></td>
<td>Puccinia sorghi</td>
<td>0.744</td>
<td>0.444</td>
<td>0.878</td>
</tr>
<tr>
<td></td>
<td>Exserohilum turcicum</td>
<td>0.696</td>
<td>0.658</td>
<td>0.783</td>
</tr>
<tr>
<td></td>
<td>Guignardia bidwellii</td>
<td>0.383</td>
<td>0.493</td>
<td>0.670</td>
</tr>
<tr>
<td></td>
<td>Phaeomoniella spp.</td>
<td>0.607</td>
<td>0.602</td>
<td>0.846</td>
</tr>
<tr>
<td></td>
<td>Pseudocercosporella vittata</td>
<td>0.689</td>
<td>0.689</td>
<td>0.844</td>
</tr>
<tr>
<td>Grape</td>
<td>Candidatus Librilibacter</td>
<td>0.919</td>
<td>0.835</td>
<td>0.961</td>
</tr>
<tr>
<td>Peach</td>
<td>Xanthomonas campestris</td>
<td>0.701</td>
<td>0.649</td>
<td>0.856</td>
</tr>
<tr>
<td>Pepper</td>
<td>Xanthomonas campestris</td>
<td>0.208</td>
<td>0.357</td>
<td>0.615</td>
</tr>
<tr>
<td>Potato</td>
<td>Alternaria solani</td>
<td>0.642</td>
<td>0.559</td>
<td>0.778</td>
</tr>
<tr>
<td></td>
<td>Phytophthora Infestans</td>
<td>0.172</td>
<td>0.345</td>
<td>0.483</td>
</tr>
<tr>
<td></td>
<td>Mosaic Virus</td>
<td>0.554</td>
<td>0.600</td>
<td>0.923</td>
</tr>
<tr>
<td>Tomato</td>
<td>Xanthomonascampestris pv. vesicatoria</td>
<td>0.583</td>
<td>0.583</td>
<td>0.828</td>
</tr>
<tr>
<td></td>
<td>Alternaria solani</td>
<td>0.086</td>
<td>0.116</td>
<td>0.290</td>
</tr>
<tr>
<td></td>
<td>Phytophthora Infestans</td>
<td>0.345</td>
<td>0.471</td>
<td>0.542</td>
</tr>
<tr>
<td></td>
<td>Fulvia fulva</td>
<td>0.371</td>
<td>0.441</td>
<td>0.729</td>
</tr>
<tr>
<td></td>
<td>Septoria lycopersici</td>
<td>0.228</td>
<td>0.287</td>
<td>0.603</td>
</tr>
<tr>
<td></td>
<td>Tetranychus urticae</td>
<td>0.678</td>
<td>0.490</td>
<td>0.564</td>
</tr>
<tr>
<td></td>
<td>Corynespora cassicola</td>
<td>0.198</td>
<td>0.375</td>
<td>0.479</td>
</tr>
<tr>
<td></td>
<td>Mosaic Virus</td>
<td>0.796</td>
<td>0.798</td>
<td>0.909</td>
</tr>
<tr>
<td></td>
<td>Yello leaf curl virus</td>
<td>0.346</td>
<td>0.375</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Table 2.4 Recall and precision of 26 diseases (R: Recall; P: Precision)
training data. Therefore, a method for plant disease recognition under the limited training dataset is necessary.

In this paper, a CNN is built for the plant disease recognition, which can recognize multiple species and diseases. To address the overfitting problem caused by the limited training dataset, a GAN-based approach is proposed. The label smoothing regularization method is also employed, which works by adding a regularization term to the loss function.

The experiments show that the proposed method can improve the prediction accuracy by 6% than the CNN with regular data augmentation method. Compared with using the CNN only, the proposed method can improve the prediction accuracy by 24%. Based on our work, plant disease recognition can be conducted under the limited training dataset, which will bring benefits to the rapid diagnosis of plant diseases.

It should be noted that this proposed plant disease recognition using a small dataset can be further investigated and improved due to the limitations of the currently proposed method. First, it takes much time to train the GAN and generate new labeled images for training. Next, the improvement made by the proposed method is related to the size of the real image dataset. If the size is large, the test accuracy achieved by using a pure CNN is already 99%. The improvement made by adding other techniques is not significant. If the size is very small, it is not able to extract enough information to generate new labeled images. Last, in this paper, we only used the basic CNN framework. There are some other more complicated CNN-based models. In future, we will try different CNN frameworks and investigate the relationship between the size of the real image dataset and the effectiveness of the proposed method.
CHAPTER 3. FUTURE WORK SUMMARY AND DISCUSSION

More and more machine learning techniques have been applied in yield prediction, species recognition and disease detection. This thesis explained the problem of limited training set in plant disease recognition. Many studies applied the CNN to the plant disease recognition and achieved high prediction accuracy. However, the high performance of CNNs is based on large datasets. If the training set is limited, it will lead to overfitting problem. Aimed to alleviate the overfitting issue and improve the prediction accuracy, a GAN-based approach is proposed.

Generative adversarial network has been applied in many fields. In this thesis, GAN is used to generate additional images for training. It should be noted the improvement brought by a single GAN is limited. The core of this study is that it combines the GAN and LSR techniques. The generated images can increase the diversity of training set as well as the generalization ability of the CNN. Three experiments have been designed. The first is to use the CNN only. The second is to use data augmentation techniques to enlarge the dataset first and then train the CNN to classify plant diseases. The third is the proposed method, i.e., using regularized-GAN to generate additional images. Compared with using the real dataset only, the proposed method can improve the prediction accuracy by 6%. This approach provides a new way to do plant disease recognition under limited training set. To summarize, the contributions of this study are as follows. First, a CNN is established to classify multiple species and multiple diseases. Second, a GAN-based approach is proposed to generate additional images for training. Third, the dataset from plantvillage.com is used as a case study. The experiment results have proved the effectiveness of the proposed method.

This thesis focuses on the individual plants. The limitation includes two aspects. First, to collect the dataset like this, we need to take a picture of each leaf. It is time consuming and labor intensive. Second, it is not able to monitor how the plant disease changes over time.
In reality, it is more reasonable and efficient to diagnose the plant disease from the level of farm field. Remote sensing using satellite imagery provides an option to researchers. First, the marginal cost of satellite imagery is low. Second, it can continuously monitor the state of the field. Third, it is more flexible. Theoretically, the images of the farm fields at any location or time can be recorded. Last but not least, the resolution of satellite imagery is high which can achieve 3m × 3m or even 72cm × 72cm.

More than just identifying the plant disease area, we are trying to investigate how the disease rate changes over time and space. Sudden death syndrome (SDS) is a major soybean disease in the Midwest. A satellite imagery dataset collected from PlanetScope during 2016-2018 is used as the training set. Four spectral bands of red, blue, green and near-infrared (NIR) can be extracted from the satellite imagery. Therefore, our future work is to establish a time series model that can predict the disease rate change in the next time window. The prediction of plant disease can also provide useful information for the decision making of crop management. The relationship between plant disease rate and different management factors (e.g., crop genotype, planting procedures, soil management) can be further investigated.

Machine learning is a very useful tool for many issues in agriculture. However, there are some limitations that prevent the dissemination of this kind of technique. First, the algorithms need large datasets to learn the distribution of data. The cost of data collection and data annotation is very high. Second, some algorithms, e.g., deep neural network, are black-box algorithms. It is hard to explain and investigate the relationship between the input variables and the output variables. Our future work will focus on two aspects. The first is to apply machine learning to computer vision problems in agriculture. The second is to do some optimization work based on the existing methods to further improve the algorithm performance on different tasks.
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