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ABSTRACT

Non-Functional Requirements (NFRs) have a great impact on all the downstream activities in a software’s entire life-cycle. It is important to capture newly emerged NFRs for system evolution. NFRs are treated as quality goals in Goal Oriented Requirements Engineering. Under the concept of the goal, the interrelations among users, system agents, and scenarios are complex, so the quality factors related to users’ concerns cannot be easily studied. In this study we distill human factor from the concept of goal and deliberately represent NFRs through contribution relations among human desires. By doing so, NFRs can be better exploited from humans’ perspective. We noticed that recent work in the area of requirements engineering shows that through the combinational use of goal inference, user behavioral and system contextual data functional requirement can be elicited in the form of task-level alternative features. Our basic assumption is that there is a chance to extract new NFRs from users’ mental states, specifically their desires, because the concepts of goal and desire are closely connected. A statistical model under the Situ framework is proposed to infer human desires of multiple levels of abstraction from contextual data. In our multi-layered desire inference method, we consider inference results and try to make sense of results with different levels of inference confidence. We ran a case study to show how to elicit users’ new NFRs in three cases from the contributing relations among desires in different abstraction levels. To bridge desires and goals in requirements engineering and apply the elicited NFRs on the practical system evolution, we extended the i* framework to build the dependency relations between desire contributing relations and system tasks. Several implications of this work are also discussed.

Keywords – Conditional Random Fields, Desires Inference, Nonfunctional Requirement, Software Engineering
CHAPTER 1. INTRODUCTION

“Nonfunctional requirements are properties the functionality must have.” [51] The elicitation of Non-functional requirements (NFRs) can be labor-intensive and time-consuming. Some researchers approach the problem of NFR extraction by using the Natural Language Processing (NLP) techniques based on user manuals and data agreements [57] and textual requirement specifications [43, 56]. Approaches that are NLP-based often assume that requirements documentation is clearly articulated. Unfortunately, NFRs tend to be poorly expressed in the requirements documents [29, 73, 4], and many software products being used in the real-world lack sufficient requirements documentation due to inadequate documentation techniques. This leads to difficulty in mining accurate and useful NFRs from textual content in practice. Furthermore, according to a recent study by Eckhardt et al., a classification of 530 NFRs extracted from 11 industrial requirements specification found that about 75% of so called “system-specific NFRs” were actually functional requirements [20].

In traditional requirements elicitation, researchers generally focus on requirements requested by stakeholders. User requirements collected in this way inevitably suffer from the issue of subjectivity, and the consequent software system may eventually fail for this reason [20]. By contrast, evaluation of system contexts and user behavioral data can be considered more objective, since this data can represent the communication between a user and system in real-world situations. Requirements engineers can identify NFRs through analysis of the user operations on the system and the corresponding system responses to the user. In this way, more complete requirements of users can be captured for system evolution.

Through human goal inference, recent work has successfully applied user behavioral and system contextual data to elicit functional requirements as task-level alternative features [67, 66, 6]. We believe that desires, as human mental states, are highly linked with and can be
projected to human goals. In this thesis, we treat human goals as a form of elaboration from desires, lower-level desires. Thus, it is possible to extract relations among desires at different levels of abstraction as NFRs based on contextual data.

Goal Oriented Requirements Engineering (GORE) considers NFRs as quality goals. Unlike functional goals, which are applied to create operational models (use cases and state machine models), quality goals select preferred options by comparing alternative ones and constrain on goal operationalizations [63]. Lamsweerde concluded that it is hard to establish a clear-cut sense for quality goals [63]. In a GORE process, requirements engineering activities are generally articulated by considering the intrinsical relationships among goals, agents, and scenarios [63]. This inevitably weak the human perspective and cannot consider NFRs well. However, we believe that the contributing relations among human desires have a better advantage to represent properties in NFRs since desires can only be derived from the human perspective.

The detection of desires from the human perspective has been studied and developed into a software development framework called Situ [12] where situation-awareness is of primary concern. A situation is defined as a 3-tuple: \( <d, A, E> \) that consists of three contextual dimensions: the mental context \( (d) \), the behavioral context \( (A) \), and the environmental contexts \( (E) \). Mental contexts refer to human mental states which is largely hidden; behavioral contexts specify how humans feel out and influence the surrounding world; environmental contexts indicate the information that can be captured from the applications environment such as light, temperature, location, speed, etc. The Situ framework has been studied in the area of requirements engineering: requirements elicitation [66], intention identification [67], intrusion detection [65], and requirements prioritization [6]. These works also present the flexibility of adopting Situ in conjunction with a variety of models. We propose a multi-layered desire framework to analyze NFRs by focusing on new relations identified among desires at different layers based on the inference confidence of desires. The major difference between Situ framework and most other context-awareness research is that Situ explicitly includes human mental context. We use Situ framework [12, 10] as a model to build our methodology, since it supports elaboration on human
mental states (desires). NFRs are intrinsically subjective, relative, abstract [8, 52], interactive [14], and diverse [23]. Human desires have these characteristics in common, therefore, we will show a new method to map them into NFRs. Moreover, a situation sequence with time ordered observations is used to show the ways users pursue their interests within a system. As a result, we use the Situ framework to identify NFRs.

Previous work on Situ framework focused on requirements elicitation using Conditional Random Fields (CRFs), and through Multi-strategy, Task-adaptive Learning (MTL) method and the Strategic Rationale (SR) model. In this work, we present the following advantages to these approaches: 1) we infer of human desires from the inference of goals; 2) desires are treated as multi-layered; 3) we provide a quantified guideline to assist domain experts in analyzing and reasoning about users’ new needs. We present a case study to illustrate our approach.

Our semi-automatic method can be used to improve workflow efficiency and engineer productivity during the process of NFR elicitation. With the Situ based NFR analysis, we made further progress to support system evolution at run-time, as anticipated in the research of Situation Analytics [10].

The contributions of this thesis are:

- Apply a CRF-based model to infer user desires at different levels of abstraction from the observation of user behavior and environmental contexts.

- Based on the inference confidence level, three methods are proposed to elicit NFRs by identifying new desires and contributing relations between them.

- Illustrate our NFR elicitation method with a case study, and show how to apply it in a real-world-like system.

- Extend the i* framework and provide a way to represent the elicited NFRs as task-level alternative features that developers can start to code.
• Elaborate some promising implications of this work from the perspectives of requirement prioritization, system architectures, system design, individualized requirement analysis, Agile development, etc.

The rest of this thesis is structured as follows. In Chapter 2, we describe related work and some background information for requirements engineering, NFRs, Situ framework, situ-awareness, sequential learning models, and i* framework. In Chapter 3, we compare concepts of desire and goal and discuss the relation between NFRs and desires. We introduce our method of desire inference and NFRs elicitation and present a running example to assist the interpretation of the method described in Chapter 3. In Chapter 4 we present a case study to illustrate the method and answer the following two research questions: (1) Can a CRF model be used to accurately infer humans’ desires with different abstraction levels based on contextual data? (2) Can NFRs be elicited based on confidence level of inferring users’ desires? We discuss the results of the case study in Chapter 5. In Chapter 6, we introduce an extension of i* framework, which provides a new link between human and system actors. In Chapter 7 we conclude by discussing some of the limitations of this work, as well as its potential in other research areas.
CHAPTER 2. BACKGROUND AND RELATED WORK

2.1 Requirements Engineering

Requirements engineering can be considered as a process of discovering, documenting, and managing the requirements for computer-based systems [58]. The purpose of requirements engineering is to generate a set of system requirements which is consistent, complete, and relevant and reflects what a customer actually needs [58]. The traditional process of requirements elicitation is an interactive learning process between the requirements engineers and the customers [41]. Through feedback, interview, and observation of customer activities, requirements engineers can obtain the knowledge of user requirements [33]. This process mainly relies on the subjective judgement of requirements engineers, which may lead to inaccurate requirements. After deploying a software system, it takes a long time to complete a software evolution cycle (elicitation of requirements, modification of design, development and deployment of the software system) to satisfy users’ emerging needs [12]. Therefore, it is imperative for researchers to study systematic approaches based on engineering principles leading to better requirements and shorten the requirement elicitation process.

2.2 Non-functional Requirements

Non-Functional Requirements (NFRs) elicitation is a crucial component in the early phase of the requirement analysis of a software system. Approximately 50-60% of the errors found in software development are caused by incorrect requirements [51]. It results in increasing the cost of correcting errors in the later phases of the software development process by up to 100 times more than doing so in an earlier phase of the process [51]. Moreover, missing one NFR could possibly cause missing many users’ needs. Thus, it is important to capture as many NFRs as possible in the early-phase of requirements analysis.
As a study on the taxonomy of software NFRs, Gazi et al. singled out usability, security, and performance as the most important NFRs of software systems such as information systems, real time systems, and web based systems [26]. In Afreen et al.’s taxonomy of NFRs, they classify usability, performance, reliability, security, and maintainability as commonly used NFRs [2]. Understanding and analyzing these NFRs well can help with better design decisions [75], requirement changes [32], and architectural evolution [61, 59].

NFRs focus on addressing the interests of stakeholders based on identifying a set of alternatives in system design [70]. Generally, NFRs tend to be stationary in a domain specific system. However, the NFRs of different stakeholders can be different or even in conflicted, and the same user may have different NFRs in different situations. This indicates that it is necessary to figure out users’ NFRs in specific situations at runtime so that a better service could be provided.

Many mainstream methods for NFRs elicitation rely on techniques based on text mining and Natural Language Processing (NLP) [15, 74, 43, 56]. Those works proposed to apply various requirement documents to extract NFRs. They posit that different kinds of NFRs could be identified by considering keywords as label indicators. Those keywords are used to train an NFR classifier and require manual work to be identified from the documentation. An evaluation of 30 student software projects indicated that the results suffered a high ratio of false-positive [15]. Slankas et al. [57] proposed an automated method to extract NFRs from several kinds of software documents including requirement specifications, data agreements, user manuals, etc. Sentences in those documents were represented by word vectors and classified into 14 categories. They applied machine learning models such as K-NN, Naive Bayes, and Sequential Minimum Optimizer (SMO) to classify each individual sentence, and the results showed that SMO outperformed others in classifying requirement sentences. Zhang et al. [74] analyzed the performance of Support Vector Machines (SVM) with a linear kernel classifier using different textual structures to classify NFRs. Various types of NFRs were represented with three textual structures including multi-word phrases, individual words, and N-grams. They found that with Boolean weights, individual words had a better advantage to detect and classify NFRs, and a lot of NFRs were required to improve
the accuracy of inference. Casamayor et al. [9] proposed a semi-supervised method to detect and classify NFRs. After being trained with a small number of manually classified requirements, the classifier was then used to assign labels to unlabeled requirements using Expectation Maximization (EM). To further enhance the accuracy, users’ feedback on classified requirements was exploited as well. Through an empirical evaluation, the proposed semi-supervised method showed better accuracy than learning methods that were fully supervised. These NLP based approaches assumed that NFRs exist in the documentation; however NFRs were not often documented, and even when documented, the documentations were not always precise and usually desynchronized. Therefore, the NFRs mined from documentations with NLP techniques tend to be inaccurate and can hardly represent user genuine needs from human-centered perspective.

One work that studied NFRs from the developer-centered perspective was conducted by Zou et al. [76]. They considered posts and discussions from the online Questions and Answers platform, Stack Overflow1, as the text input, and a topic model was used to mine NFRs from developers’ discussions. However, the limitation of their method was that end users’ needs could not be easily reflected by developer-centric discussion. It takes an unpredictably long time period to prepare sufficient posts for analysis when collecting information from such online discussion forums. Moreover, the real meaning from the text of discussion cannot be revealed with a topic-model based technique. A possible way to overcome the limitations in studies would be to monitor system users’ constantly changing behaviors, environmental context information, and mental states. This could provide a better advantage to obtain the NFRs in real-time from the perspective of users.

Some researchers focused on using machine learning and data mining techniques to prioritize NFRs. A representative work conducted by Duan et al.[19] for NFR prioritization applied clustering techniques to generate a list of prioritized requirements from stakeholder requests. However, their method requires human analysts to prioritize clusters and to weigh the importance of the clustering methods, which involve non-trivial human labor. Moreover, the prioritized

---

1https://stackoverflow.com/
requirements generated by their method cannot truly represent end users’ real needs because the input to their method is a set of requests from stakeholders.

2.3 Situ Framework

In computer literature, there are various definitions of situation:

- “A situation can be an atomic situation, a logical composite situation or a temporal situation.”
  — Yau et al. [68]

- “The perception of the elements in the environment within a volume of time and space, the comprehension of their meaning, and the projection of their status in the future.”
  — Mica Endsley [21]

- “A triplet of a user’s activities, a set of devices’ actions and contexts over a period of time.”
  — Duckki Lee and Sumi Helal [39]

- “A situation at time t, Situation(t), is a triple \( \{d, A, E\}_t \) in which \( d \) is the predicted user’s desire, \( A \) is a set of the user’s actions to achieve a goal which \( d \) corresponds to, and \( E \) is a set of environmental context values with respect to a subset of the context variables at time \( t \).”
  — Chang et al. [12]

By considering situation as a 3-tuple: \( < d, A, E > \) that includes human mental states \( (d) \), users’ behavioral context \( (A) \), and environmental contexts \( (E) \), Chang et al.’s definition offers all the necessary elements to completely characterize a situation and provides a good abstraction containing the necessary components to compute a situation from the viewpoint of computer science [12]. So, we use Chang et al.’s definition of situation in this thesis.

The Situ framework assumes that human desires can be represented as a hierarchical structure called a desire tree. A compound desire is considered as the root of a desire tree and can
be further decomposed into smaller subdesires [12]. Desires in the leaf of the desire tree are atomic and cannot be further decomposed [12]. In this thesis, desires in two neighboring levels of a desire tree are treated as high-level desires, whose level is closer to the root of the desire tree, and low-level desires, whose level is closer to the bottom of the desire tree, respectively. A high-level desire tends to be more abstract, and may consist of multiple low-level desires. A low-level desire tends to be more concrete and independent. 

In contrast to desires, the concept of goal is widely used in methods such as Goal Oriented Requirements Engineering (GORE) [64]. Lamsweerde defined a goal as “a prescriptive statement of intent that the system should satisfy through the cooperation of its agents” [64]. These agents are interweaved and cannot be separated from one another [51, 17]. A goal tree can be used to identify the traceability links from high-level strategic objectives of a system to low-level technical requirements. The literature of GORE demonstrates how goals from human users are catered into the system under development and that they are inseparable from the system perspective when requirements are being elicited [51, 17, 64].

Both desires and goals can be formulated at different levels of abstraction. A low-level desire, indicating a user’s expectation to achieve a particular outcome, could be to “share a work” in a research collaboration system; a high-level desire, consisting of multiple low-level desires, could be to “build reputation” in a research collaboration system. Similar to the hierarchical structure in a desire tree, a low-level goal, which focuses on technical concerns, could be to “block account after 5 wrong password entries” for a banking system; a high-level goal, which specifies strategic concerns, could be to “serve more customers” for an online shopping system. The desire tree in the Situ framework is similar to the goal tree in GORE. The major difference is that a goal tree is analyzed from the aspect of systems to capture user requirements, whereas a desire tree is analyzed from the aspect of humans to monitor human intentions [12]. The multi-layered desires based framework proposed in this thesis is built on the desires tree in the Situ framework because it is human-centered and considers human needs in a hierarchical structure.
2.4 Situation-Awareness

We compare context-awareness with situation-awareness to distinguish these two concepts. The major factor that makes situation-awareness different from most other context-awareness research is the hidden mental states, which is presented as “desire” in Chang’s Situ framework. In context-awareness, contextual data play a dominant role. However, human perspectives cannot be fully explored because the contextual data is only a resource for people to rely on and make decisions from. Context-awareness fits humans into contextual data and treat data as the first-class citizen [11]. Situation-awareness, on the contrary, requires fitting contextual data to humans and treat the human as the first-class citizen [11]. In situation-awareness, after a software application has been deployed, the constantly updated data collected from users in real-time plays a crucial role in system evolution. It is very likely that two individuals in the same context, behavioral or environmental, have quite different mental states, thus, different situations. Our work studies NFRs from a human-centric perspective, so the human mental states cannot be overlooked because humans deal with situations instead of only contexts in their daily life.

The research community of software engineering has already explored software requirements with situation analysis. Xie et al. applied the situation framework to requirements elicitation [66]. They used a CRF model to build the relationships between users’ observations and their matching goals. However, studying the goal from a system perspective cannot full explore human needs. Also, considering goals as a single-layer concept overlooked the information between different abstraction levels of a goal tree. To automate the process of eliciting new requirements in the form of human intention, recent research conducted by Yang et al. [67] proposed to apply a Multi-strategy Task-adaptive Learning method (MTL) upon the inference result achieved by CRFs. However, their method highly relies on the accuracy of CRF learning and is not able to cope with noises very well. This is because results not accurately predicted by a CRF model had not been sufficiently studied in their work. Atukorala et al. tackled the problem of requirement elicitation and prioritization [6] based on the structure of situation-transition which described a directed, weighted graph representing transitions from one situation to another. However, the
proposed method highly relies on observational data so the risks associated with unobserved situations could increase the uncertainty of requirements evaluation [5].

### 2.5 Sequential Supervised Learning Models

In many classical classification algorithms, the training data is drawn from a joint distribution independently; however, in sequential data, nearby data are tightly correlated [18]. Therefore, an appropriate learning model is needed to capture and parse relations between different observations and the inferred labels in a sequence of observation. To deal with sequential data in machine learning, many supervised learning algorithms have been employed such as conditional random fields [35], sliding window methods [18], hidden Markov models [7], graph transformer networks [38], etc. Machine learning models like hidden Markov models and sliding window methods are not able to appropriately describe the correlations among neighboring observations and labels. By using flexible feature templates, CRFs have an advantage to output feature functions to be used for capturing relations between parts of the correlated sequential data.

In terms of accuracy for tagging sentences in part-of-speech (POS) problems [18], named entity recognition (NER) [49], and handwriting recognition [22], CRFs have been proven to outperform HMMs (Hidden Markov Models) [7] and MEMMs (Maximum Entropy Markov Models) [44]. CRFs have also been applied on pattern recognition and machine learning [35], biological sequence data [42, 54], and intrusion detection [28]. In comparison to HMMs, CRFs are more efficient in interpreting the relations among desires, behaviors, and system context values in the Situ framework since they are capable of overcoming HMMs’ limitations by utilizing flexible feature functions instead of a probability matrix. The concrete reasons of us to apply CRFs are explained in Section 3.2.2. Some existing popular open-source tools of CRFs are CRF++\(^2\) written in C++, CRFsuite\(^3\) written in C, Pycrfsuite written in Python\(^4\), MALLE\(^5\) written in Java, etc.

---

\(^2\)https://taku910.github.io/crfpp/
\(^3\)http://www.chokkan.org/software/crfsuite/
\(^4\)https://github.com/scrapinghub/python-crfsuite
\(^5\)http://mallet.cs.umass.edu/
2.6 i* Framework

Focusing on the early-phase requirement engineering (RE), i* framework [70] is one popular method for modeling NFRs. The i* framework was proposed to model and reason about organizational environments and their information systems [70]. It aims to analyze and model stakeholder interests and how they could be addressed by various system-and-environment alternatives [67]. This framework consists of two major modelling components: Strategic Dependency (SD) model and Strategic Rationale (SR) model. The Strategic Dependency (SD) model describes the dependency relationships among various actors under an organizational context; it shows external relationships among actors, but hiding the intentional constructions within each actor [70]. The Strategic Rationale (SR) model describes stakeholder concerns and interests, and how they might be addressed, or compromised, by various configurations of environments and systems; it provides a more detailed level of modelling by studying the inside of actors to model internal intentional relationships [70]. The i* framework builds on a knowledge representation model to information system development [45]. It has also been used in business process redesign and modeling [71] and in software process modelling [72]. The i* framework was approved as an international standard by International Telecommunication Union (ITU) in 2008. We use this framework to represent the elicited NFRs as tasks-level alternative features because it helps answer the question “how” in relation to Strategic Dependency (SD) model and Strategic Rationale (SR) model, which is exactly the important characteristic of the NFRs. However, desires were not considered in the i* framework, which makes it hard to explore the constantly changing human minds and the evolving domain knowledge. Curtis et al. [16] identified the sparse spread of domain knowledge and changing requirements as the most critical risk factors for software project success. To fully understand the evolving domain knowledge from human perspective, we made use of the capability of i* framework and extended the current model by introducing certain human desire elements.
CHAPTER 3. RESEARCH METHODOLOGY AND PROCEDURES FOR THE CASE STUDY

In this chapter, we present the research methodology and propose the procedures of conducting a case study to support the methodology.

3.1 Desire vs. Goal

In this section, we first differentiate between the concepts of goals and desires. In addition, we describe how to elicit and model NFRs based on various abstraction levels of desire.

3.1.1 Goals

As reviewed earlier, in goal-oriented requirements engineering (GORE), a goal is characterized by the cooperation between multiple agents such as system and stakeholders. In this study, we analyze requirements in exploring genuine human desires through the lens of their own mental states. In this regard, system perspectives are not the main concern as is the case for GORE.

3.1.2 Desires

We therefore need to clearly differentiate between goals and desires. In our view, goals and desires are meant to surface as different levels of concerns. First, desires will emerge based on a human’s mental state at that time. Then, in order to satisfy human’s desires, system goals will eventually need to be identified. There is still some vagueness between human goals versus system goals. Our treatment about human desires will help derive human goals which will come to existence at a lower-level of abstraction (i.e. more specific) than that of the initial set of human desires. For example, if someone desires to become healthy (i.e. a desire), he will set his personal (i.e. human) goals as: 1) stick with a regulated daily routine such as sleeping at 10pm and
awaking at 6am, 2) go to the gym three times per week with vital signs tracked, and 3) adopt a new diet free of animal protein. As you can see, there are now three human goals to satisfy one human desire to become healthy. It is the application developers’ task to develop a set of system goals to help the person to achieve his personal goals, such as a reminder system, a Bluetooth-based wearable devices to track and record vital signs, and a diet recommender. In this way of distinguishing, desires and goals are two different concepts, while human goals can be considered as an interface to bridge between human desires and the eventual system goals. This is similar to the stepwise refinement concept traditionally found in software engineering, but here we emphasize the transition from the human domain to the system domain in a desire-decomposition, goal-refinement process.

Note that desire is one kind of mental states, whereas desires are often derivatives of common sense, emotions, moods, and human cognition. Thus, the desire-oriented approach we take focuses primarily on human desires in relation to their mental states. Studying NFRs from the perspective of desires could produce better representations of human mental states because desires tend to capture what a user genuinely needs and wants when compared with, more specifically, goals without running into the risk of being biased by system perspectives.

Computing literature in situation-awareness shows how researchers have proposed to visually represent human desires using a tree-like structure similar to a multi-layered goal structure [12]. Just as other researchers decompose goals in their studies, we decompose human desires into a multiple hierarchical structure with different abstraction levels. The root of a desire tree is compound and can be decomposed into smaller subdesires, while desires at the leaf node of a desire tree are atomic and cannot be further decomposed. In this thesis, we define desires situated in between two neighboring levels of a desire tree as high-level desires and low-level desires as follows:

**Definition 3.1.1.** High-level desires are desires in the level that is closer to the root node of a desire tree.
Definition 3.1.2. Low-level desires are desires in the level that is closer to the leaf node of a desire tree.

A low-level desire can indicate a system user’s eagerness for achieving a specific and desirable outcome; a high-level desire could consist of multiple low-level desires.

Although it is difficult to capture desires, the rapidly growing areas such as psychophysiology, affective computing, and brain informatics may enable software engineers to deal with human desire during the development and maintenance of software systems [10]. Furthermore, once desires are linked to actual actions, software engineers could be able to track them by making full use of the existing techniques including eye-tracking, gesture-recognition, and electroencephalogram devices in modern sensor-laden environments [10].

3.1.3 NFRs in Desires

We noticed that multiple ways exist in realizing a high-level desire with low-level desires. These alternative ways are indicative of quality constrains and can give a hint to NFRs from human perspectives. In order to achieve a high-level desire a user will first need to realize a low-level desire. A user can realize the a low-level desire towards achieving the high-level desire in two different ways: the way to realize the low-level desire helps achieving the high-level desire, in which case the low-level desire has a positive contribution to the high-level desire; or, the way to realize the low-level desire prevents from achieving the high-level desire, in which case the low-level desire has a negative contribution to the high-level desire. In our multi-layered desire framework, although both positive and negative contributions are used to identify users’ evolving NFRs, the contribution links from low-level to high-level desires, used by domain experts to build the initial understanding of users’ needs, only acknowledge positive contributions. This is because the positive contributions provide a clear indication of human mental states with the assumption that humans are rational. In this thesis, NFRs are viewed as desire contribution relations between desires in different abstraction levels since the desire contribution relations indicate how users want to address their interests.
3.2 Methodology

3.2.1 NFRs Elicitation Using the CRF Method

This section presents the methodology for eliciting new NFRs based on observation sequences using a statistical model CRF. The method of NFR elicitation that we use requires two steps: (1) inferring desires by using the CRF models, and (2) eliciting NFRs through the analysis of relationships between desires at different abstraction levels.

To clearly interpret the process of desires inference, we hereby declare a few concepts in the Situation-Aware research domain as follows:

- **Context**: information that surrounds the system, including visible effects due to environmental state change (environmental context) or human behavior (behavioral context), or invisible effects owing to the hidden human mental state (mental context). Upon detecting and perceiving the environmental contexts, certain human behaviors may be triggered pursuant to the human mental state at the moment.

- **Action**: manifestation of human behavior such as operation on a system via system interface.

- **Situation**: a snapshot of all the domain statuses at a time point, specifically time-stamped users’ desires and actions and systems’ contextual values.

- **Observation**: system status observed at a time instant including a set of time-stamped user actions and the corresponding system contextual values.

In this work, the CRF model was used as the computational model for desires inference and NFRs elicitation. We used CRF++, one implementation of CRFs with C++, because its accuracy has been proved to be better than other implementation algorithms of CRFs such as CRFsuite, MALLET, Wapiti\(^1\), sgd\(^2\), etc [48].

Before desire inference, a set of feature templates are defined to encode the relations between desires and observations, and to describe features used in the training and testing process.

\(^1\)https://wapiti.limsi.fr/
\(^2\)http://leon.bottou.org/projects/sgd
CRF++ requires the input data to have a fixed number of columns. Table 3.1 presents an example of the input data satisfying this requirement, where each line represents a situation, with the action in the first column, followed by the context value in the second column, then followed by the user’s desire in the last column. For simplicity as an example, we only use one context value, although in reality it can be a vector of many contextual values. Next, we use the input data in Table 3.1 to explain feature templates.

Table 3.1 Input data in CRF++ format (the line with “<<” indicates the current situation)

<table>
<thead>
<tr>
<th>Action</th>
<th>Context Value</th>
<th>Desire</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>$c_1$</td>
<td>$d_1$</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$c_2$</td>
<td>$d_2$</td>
</tr>
<tr>
<td>$a_3$</td>
<td>$c_3$</td>
<td>$d_3$</td>
</tr>
<tr>
<td>$a_4$</td>
<td>$c_4$</td>
<td>$d_4$</td>
</tr>
<tr>
<td>$a_5$</td>
<td>$c_5$</td>
<td>$d_5$</td>
</tr>
</tbody>
</table>

Table 3.2 describes an example of feature template used for the input data presented in Table 3.1. As presented in Table 3.2, each line denotes a template and a corresponding expanded feature and output label from the input data in Table 3.1. The macro $%x[\text{row, col}]$ denotes the information of a token (situation in our case) in the input data where the row indicates the relative row position based on the current focusing token (the line marked with “<<” in Table 3.1), and the col indicates the absolute column position. For example, $%x[0,0]$ denotes “$a_3$” which is an expanded feature in the format of a string. Also, two tokens can be connected together to present a transition between two observations, such as $U04 : %x[-1,0]/%x[0,0]$ in Table 3.2.

Table 3.2 Feature template (U: unigram; B: bigram)

<table>
<thead>
<tr>
<th>Template</th>
<th>Expanded feature</th>
<th>Output label</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U01 : %x[0,0]$</td>
<td>$a_3$</td>
<td>$d_3$</td>
</tr>
<tr>
<td>$U02 : %x[0,1]$</td>
<td>$c_3$</td>
<td>$d_3$</td>
</tr>
<tr>
<td>$U03 : %x[-1,0]$</td>
<td>$a_2$</td>
<td>$d_2$</td>
</tr>
<tr>
<td>$U04 : %x[-1,0]/%x[0,0]$</td>
<td>$a_2/a_3$</td>
<td>$d_3$</td>
</tr>
<tr>
<td>$B01 : %x[-1,1]/%x[0,1]$</td>
<td>$c_2/c_3$</td>
<td>$d_3,d_2$</td>
</tr>
</tbody>
</table>
A CRF model has two types of feature templates: unigram and bigram. Unigram templates (\(U01 - U04\) in Table 3.2) describe the relation between observations and the current desire, while the bigram templates (\(B01\) in Table 3.2) specify the relation between observations and the combination of the current and previous desires. Based on feature templates, CRF++ generates a set of feature functions automatically. In Table 3.2, an example of feature function generated by unigram template \(U04: \%x[-1,0]/\%x[0,0]\) is:

\[
f_u(O, d_n, n) = \begin{cases} 
1 & \text{if } d_n = d_3 \\
O_{n-1} = a_2 \\
O_n = a_3 \\
0 & \text{Otherwise}
\end{cases}
\]

This function means that if the current desire \(d_n\) is “\(d_3\)”, and the current observation \(O_n\) is “\(a_3\)”, and the previous observation \(O_{n-1}\) is “\(a_2\)”, then the function will return 1; otherwise return 0.

In Table 3.2, an example of feature function generated by bigram template \(B01: \%x[-1,1]/\%x[0,1]\) is:

\[
f_b(O, d_{n-1}, d_n, n) = \begin{cases} 
1 & \text{if } d_n = d_3 \\
d_{n-1} = d_2 \\
O_{n-1} = c_2 \\
O_n = c_3 \\
0 & \text{Otherwise}
\end{cases}
\]

The above function can be interpreted as: if the current desire \(d_n\) is “\(d_3\)”, and the previous desire \(d_{n-1}\) is “\(d_2\)”, and the current observation \(O_n\) is “\(c_3\)”, and the previous observation \(O_{n-1}\) is “\(c_2\)”, then the function will return 1; otherwise return 0.

Each feature function is associated with a corresponding weight representing its inference reliability. To infer the desire sequence of the input observation sequence, the CRF model calculates the score of every possible desire sequence by adding up the weighted feature functions over all data in the observation sequence, and these scores are then transformed into probabilities.
between 0 and 1 using normalization and exponentiation. The desire sequence with the highest probability will be used as the inference result for the input observation sequence.

We note that each feature template has its unique meaning, standing for the relations between observations and desires. Requirements engineers should define the template themselves under their study scenarios for both unigram and bigram empirically to find the optimum solutions. We take the stand that requirements engineers should know well the domain to be tackled. Even if they are not domain experts, they should be capable of working with domain experts to define feature templates. In our work, we prefer the former, that is, requirements engineers working on elicitation of application requirements should be domain experts. Thus, it is not necessarily burdensome for requirements engineers to define feature templates as part of the requirements engineering (formalization) task.

![Workflow of NFR elicitation](image)

**Figure 3.1** Workflow of NFR elicitation
The workflow of our method is presented in Figure 3.1. According to the workflow, the first step involves domain experts training a CRF model. This continues with the CRF model taking observation data as input and emitting inferred desires with confidence values as output. Using the inference confidence, experts can then discover new contributing relationships between the various levels of desires or decide which part of observation sequences should be further analyzed for new desires. Those newly identified contributing relationships and new desires will be employed for NFR elicitation. Finally, the elicitation results will be deposited into the ever-expanding knowledge base to be assimilated into the existing domain knowledge.

The detailed method is presented as follows:

1. Building the Initial Knowledge Base: As a supervised learning approach, the build of a CRF model relies on the existing domain knowledge. Generally, domain experts or proficient system users generate the input data to train the model. The format of training data is a set of combination of observations and desire sequences, such as

   \[ < o_1^*, (d_{a1}, d_{b1}, d_{c1}, \ldots)_1^* >, < o_2^*, (d_{a2}, d_{b2}, d_{c2}, \ldots)_2^* >, \ldots, < o_n^*, (d_{an}, d_{bn}, d_{cn}, \ldots)_n^* >. \]

   The observation sequences \( o_1^*, o_2^*, \ldots, o_n^* \), in which each observation \( o_i^* \) consists of users’ actions and system environmental contexts \( (a_i, e_i) \), need to be collected from monitoring experts’ or proficient users’ behaviors, recorded by a monitoring mechanism in the system, when interacting with the system. The corresponding desire sequences

   \[ < (d_{a1}, d_{b1}, d_{c1}, \ldots)_1^*, (d_{a2}, d_{b2}, d_{c2}, \ldots)_2^*, \ldots, (d_{an}, d_{bn}, d_{cn}, \ldots)_n^* > \]

   should be either labeled by domain experts or self-reported by proficient users accurately. The sequence \( (d_{ai}, d_{bi}, d_{ci}, \ldots) \) represents desires at different abstraction levels, with \( d_{ai} \) as the one with the lowest level.

2. Training the CRF Model: Requirements engineers define feature templates including both unigram and bigram feature templates based on analysis of the relations among users’ desires, actions and context values [66]. Note that for each abstraction level of desires, a corresponding set of feature templates are defined independently. By feeding the training data to feature templates, a CRF model can be trained.
3. Data Collection and Pre-processing: Observations of user operations on the target system are collected. Specifically, user actions and system context values need to be recorded. The observation sequences, < o_{11}, o_{12}, ..., o_{1j} >, < o_{21}, o_{22}, ..., o_{2k} > ..., are pre-processed to the prescribed format.

4. Desires Inference: Once the CRF model and collected observations are ready, we use the model on the sequences of observation to label inferred desires, (\hat{d}_{ai}, \hat{d}_{bi}, \hat{d}_{ci}, ...), for each observation. Similar to step 2, the processes of desire inference at different abstraction levels are independent from each other.

5. Situation Partition: For every two neighboring levels of desire, such as (\hat{d}_{ai}, \hat{d}_{bi})^*, from the lowest to the highest level in a desire hierarchy (\hat{d}_{ai}, \hat{d}_{bi}, \hat{d}_{ci}, ...)^*, set thresholds for inference confidence and separate inferred desires into relatively high confident and low confident parts based on these thresholds, and group situations into four cases, as presented in Table 3.3 based on their desires’ inference confidence.

<table>
<thead>
<tr>
<th>Low-level Desire</th>
<th>High-level Desire</th>
</tr>
</thead>
<tbody>
<tr>
<td>High Confidence</td>
<td>\text{High Confidence}</td>
</tr>
<tr>
<td>Low Confidence</td>
<td>hh</td>
</tr>
<tr>
<td></td>
<td>hl</td>
</tr>
</tbody>
</table>

6. Exploring Relations Between Desires at Two Different Abstraction Levels for New NFRs: For each case in Table 3.3, domain experts look for new contribution relations between neighboring levels of desires, such as (\hat{d}_{ai}, \hat{d}_{bi})^*, based on new desires identified from analyzing the situation sequences or based on existing desires with an automatic method. Those newly identified relationships imply users’ emerging NFRs. Next, we elaborate each case for NFR elicitation, respectively.

**High confidence high- and low-level desires (hh)**

In this case, both low- and high-level desires are predicted with a high confidence, showing that both level desires are interpreted accurately by the CRF model and are very
likely existing in the initial knowledge base. The predicted low-level desires should be contributing to the high-level desire as we assume users are rational. Since each high-level desire might have multiple contributing low-level desires, a weight to each contribution link is computed based on the frequency of each contributing low-level desire. Among all the contributing relations between low- and high-level desires, if a contributing relation is not in the training set, it indicates an emerging contributing relation is found. We could add this newly identified desire contribution relation to the initial knowledge base as a complement if it has a specific value of weight. At the phase of building the initial knowledge base, domain experts might not take into account all the desire contribution relations between different abstraction levels of desires. Case $hh$ in Table 3.3 indicates the promising opportunity to automatically identify and deposit new desire contribution relations into the initial knowledge base.

**Low confidence high-level desires and high confidence low-level desires ($lh$)**

Domain experts focus on the situations that have a low-level desire inferred with a high confidence, which is larger than a predefined threshold, and the corresponding high-level desire inferred with a low confidence, which is smaller than a domain specified threshold. Our explanation for this case is that the predicted low-level desire is included in the training data, but the predicted high-level desire is not. In other words, the low-level desire makes a positive contribution to some “unknown” high-level desire which has to be further examined by domain experts. To make such an “unknown” desire clear, domain experts should investigate neighboring situations for some useful hints. In practice, this newly identified high-level desire and its corresponding desire contributing relationship can be used to update the existing multi-layered desire-based framework when they are added to the initial knowledge base. The new high-level desire will interact with related existing desires in the training data. This new “desire” interaction could further impact the overall system design [67].

**High confidence high-level desires and low confidence low-level desires ($hl$)**
To handle the reversed circumstance of case \((lh)\) as previously described, we focus on situations which have a high-level desire inferred with high confidence and a low-level desire inferred with a low confidence. This phenomenon could indicate that some other low-level desire, not included in the training set, may be contributing to the high-level desire. This new low-level desire means a new alternative for the high-level desire it is contributing to. The low-level desire is not interpreted well by the CRFs model primarily as a result of lack of specific knowledge in training set. To understand new low-level desires, domain experts refer to the surrounding situations to reason about. Through this point of view, new alternatives to realize existing high-level desires could be revealed.

**Low confidence high- and low-level desires \((ll)\)**

In case \(ll\), both low- and high-level desires are predicted with low confidence, smaller than the predefined confidence thresholds. We believe that users’ desires (both low- and high-levels) are not in the initial knowledge base. Among all four cases, this is the most difficult case for domain experts to analyze. In the previous three cases, we have at least one level desire inferred with high confidence, which can be used as a trustworthy resource for further reasoning. However, for case \(ll\) as presented in Table 3.3, both level desires are inferred with ambiguous results, and there are a lot of possibilities for the potential low- and high-level desires. Thus, domain experts need to consider all the available information as comprehensively as possible for elicitation.

### 3.2.2 Why CRFs

A previous study investigated ways of applying a CRF model for goal inference \([66]\). We believe that CRFs could be a well-suited model for desire inference for the following two reasons: (1) Both goals and desires can be presented with tree hierarchies, and users’ low-level desires are generally very concrete, and thus can be substantially projected to high-level system goals; (2) goals can act as requirements to help users to achieve their desires \([12]\), so both goals and
low-level desires contribute to high-level desires. Based on this viewpoint, CRF appears to be a promising model to infer low-level desires.

In addition to underpinning low-level desires, we believe that CRFs can also be used to infer high-level desires, which are at a more abstract level. There are several reasons for this: (1) High- and low-level desires are very similar from the point of view that they all correspond to humans’ mental states and can be reflected by the external behavioral sequences within specific environments; (2) the process of a user achieving a high-level desire from realizing a few low-level desires shows how a user achieves a particular high-level desire from several actions.

Similar to low-level desires, we can apply the same method to infer high-level desires by considering observations such as users’ behaviors and environmental contexts. An alternative way to infer high-level desires is to consider not only the observations, but also inferred low-level desires as input data. However, the low-level desires inferred may include noise, to avoid feeding the CRFs model the noisy input, in this thesis, we only use observations as the input data of the model to infer high- and low-level desires.

We emphasize that the amount of effort in applying CRFs will be reasonable due to two reasons. The first reason is that training data, which is required for any supervised learning model, can be recorded by an embedded monitoring mechanism, such as computer vision, regardless of the specific of software applications. The second reason is that there can only be one of three ways to define feature templates: unigram, bigram, or a combination of both. In most cases, several consecutive observations can be considered for defining templates. This allows templates to be reused across systems conveniently within the same problem domain. Thus, we argue that using and reusing CRFs in observing, monitoring and controlling features of real-life software applications would not be difficult.

3.2.3 Some Statistical Methods Used in Data Analysis

In this section, we introduce some statistical method used for analyzing study results.
Mann-Whitney U test is a statistical test for analyzing if two independent samples come from the same distribution. This test is a nonparametric method without assuming data following any particular distributional form. Mann-Whitney U test prescribes the null hypothesis \(H_0\) that the two independent groups have the same distribution and are homogeneous. The test is based on the comparison of every datum from the one group with every datum from the other group. The null hypothesis is supported in the case that two groups come from the same population, as specified in the null hypothesis, where every observation of the first group will have an equal chance of being smaller or larger than every observation of the second group. The null hypothesis is rejected if the observations of one group is significantly larger or smaller than the observations of other group. General, the level of statistical significance, p-value, is used to decide whether to reject the null hypothesis or not. The p-value ranges from 0 to 1, which represents the probability that the observed difference between two groups is by accident. The smaller the p-value is, the stronger the evidence indicates to reject the null hypothesis. A small p-value (\(<= 0.05\)) indicates strong evidence against the null hypothesis, the null hypothesis can be rejected. A large p-value (\(> 0.05\)) indicates weak evidence against the null hypothesis, the null hypothesis cannot be rejected.

While a p-value shows whether an effect exists or not, it will not show the magnitude of the effect. Effect size (substantive significance) refers to whether an observed effect is large enough to be meaningful in practice, and it measures the magnitude of the difference between groups. Therefore, the workability of a treatment or intervention can be revealed by a significant p-value, whereas an effect size shows how much it works. One way to calculate the effect size is to consider the standardized mean difference between two groups: subtract the mean of one group from the mean of another group, then divide the result by the standard deviation of the population where two groups are sampled from. The effect sizes can be divided into different levels based on Cohen’s classification: small (0.2), medium (0.5), and large (0.8) [60]. It is the best practice of researchers to interpret and report both the substantive significance (effect size) and statistical significance (p-value) in a quantitative study.
3.3 A Running Example

We hereby use a running example to illustrate the concepts introduced above and provide a
detail explanation of the methodology and the procedures in a case study using the running
example in Chapter 4. To explain the concepts and methodologies in our framework in a clearer
way, we refer to Cooperative Research Environment (CoRE) [66], which is a real-world-like
software system. The CoRE system was modified from “MyReview”\(^3\), which is an open-source
manuscript management system. The modification retained its basic functionalities and added
necessary instrumentation code to record system context values, user behaviors, and user desires.
We developed CoRE as an IRB-approved project meant for use by researchers as a platform to
share their ideas and opinions on academic papers, as well as to collaborate.

\[\text{Figure 3.2 Main page of CoRE system}\]

Downloading, uploading, and viewing papers, contributing their respective comments, as well
as editing user profiles are some of the operations users can perform on this system. In addition
to uploading and editing a paper, users can either submit and/or edit comments about a paper.
Figure 3.2 shows the main page of the CoRE system. To login the CoRE system, a user can
access the login page by clicking the link “log in” under the menu “My account”. Users can access
their profile page by clicking the link “My profile” under the menu “My account”. On the profile

\(^3\)https://github.com/ISCPIF/myreview
page, there is a form showing users’ profile, including the login ID, roles, number of papers a user uploaded, and number of comments a user submitted. To view the list of papers and comments a user has submitted, the user can access the page “list of all papers” by clicking the link “View papers and comments” under the menu “My account”. On the page “list of all papers”, there is a form showing all the uploaded papers. Each row of the form shows one paper’s information and operational links associated with the paper. Figure 3.3 indicates where users can upload a paper through the system interface. A user can submit a paper by providing information such as the paper title, key words, authors’ names, etc., and uploading its electronic version as a PDF file. Additional details about CoRE can be found in Appendix . Our analysis of desires and NFRs under the CoRE system domain is based on some of the operations mentioned above. The availability of a system (could be a prototype) for data collection, and that there is some domain knowledge (maybe incomplete) and training data available are the prerequisites for our research.

Based on the CoRE system, we provide some examples for desires, desire hierarchy, as well as the representation of NFRs using desire contributing relations. In the CoRE system, an example of which human desire could be when a user indicates, “I want to discuss a topic with someone.” This indication would instead be reflected as the system perspective: “The system should allow users to submit comments.” The desire hierarchy is illustrated in Figure 3.4 with the high-level desire, “Find a collaborator.” This particular high-level desire can then be separated into two separate lower-level desires, “Discuss” and “Share a work.” The relationships between these multi-layered desires can then show how users want to indicate their interests. These relations are viewed as implicit NFRs. For example, to achieve the desire “Find a collaborator,” a user could first share a work and then have a discussion with someone in the system. To elaborate the relations between desires in different abstraction levels, Figure 3.5 illustrates that to achieve the high-level desire “build reputation,” a user could first need to realize the low-level desire “share a work.” A user could realize the desire “build reputation” through “share a work” two different ways: either sharing a work in as much detail as possible or sharing a work as conveniently as possible. In the former circumstance, a user could provide as much material as
Figure 3.3 Upload a paper

possible when uploading a paper in the system. That makes a positive contribution towards achieving the high-level desire since it increases the volume of information of a paper. Alternatively, a user could prefer convenience and skip some information when uploading a paper, which makes a negative contribution to realize the high-level desire since it decreases the volume of information of a paper.
Figure 3.4 Desire decomposition

Figure 3.5 NFRs among desires
CHAPTER 4. A CASE STUDY

This chapter illustrates how our methodology using the CoRE system can be applied. To simplify our discussion, only two levels of desires are considered: high- and low-levels. We designed and ran an IRB (Institutional Review Board) approved case study to answer the following two research questions:

1. Can a CRF model be used to accurately infer humans’ desires with different abstraction levels based on contextual data?
2. Can NFRs be elicited based on confidence level of inferring users’ desires?

4.1 Study Design

Participants were asked to read the CoRE user manual before logging into the study, which included the instructions of operations in the system. The concrete steps a participant were instructed take in our study are described below:

1. Log in to the study using a pre-prepared link.
2. Complete a Pre-Session questionnaire to provide some demographic information, the familiarity with the CoRE system, and personal evaluation of the importance of RE.
3. Start a session by logging into the CoRE system.
4. Report each desire through two drop-down menus on the web page before moving to new desires.
5. Perform any operations, including, but not limited to, activities such as clicking buttons, clicking links, submitting inputs, browsing the web page, etc.
6. End a session to finish his operations on CoRE.

7. Take a Post-Session questionnaire page asking for feedback on that session.

For the purpose of increasing operations variety, participants were encouraged to choose a number of different activities to operate on the system, and they could operate on the CoRE for as many sessions as they wanted.

During each session, the following information was recorded for data analysis: users’ login ID, users’ actions (including mouse click on a button or a link, and selection on a drop-down menu), the time point when they performed an action, the current web page where the action occurred, the next page that the system was directed to, contents on the web page (users’ input information, system’s responses to their action) and their self-reported desires. In our study, domain experts defined low- and high-level desire lists based on their expertise and experience with the CoRE system. Low-level desires included “share a work”, “view a work”, “revise my shared work”, “save a work to local”, “discuss”, “withdraw my opinion”, “locate my interested work”, “view my shared work”, “view my discussion”, and “not in the list.” High-level desires included “build reputation”, “encourage somebody”, “look for feedback”, “look for collaborator”, and “not in the list.” Participants were given the flexibility to spend any amount of time they wanted to operate on the CoRE system.

4.2 Participants

We recruited participants from the departments of computer science from three different universities including Iowa State University in the United States, Northeastern University in China, and Nihon University in Japan. Table 4.1 summarizes the characteristics of participants. We collected this demographic information from a pre-session questionnaire, including gender, age, computer science background, familiarity with CoRE system, importance of software requirements, education level, and native language.
The total number of participants for our case study was 147. Among all the participants, 78% had a computer science related background. To measure their familiarity with the CoRE system, or their opinion about the importance of software requirements, we used a 7-point likert scale with 1 being “Not at all familiar” or “Not at all important” and 7 being “Extremely familiar” and “Extremely important”. The average familiarity of participants was about 3.3, which is slightly familiar, and they tended to treat requirements as an extremely important (6.8) factor during the software development process. About 85% of the study participants held at least a bachelor’s degree. The top three native languages of the participants were Chinese, Japanese, and English, respectively, comprising 80% of all the kinds of languages.

Table 4.1 Participant Characteristics

<table>
<thead>
<tr>
<th>Participants</th>
<th>Number or percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male/Female/Unknown</td>
<td>107/40/0</td>
</tr>
<tr>
<td>Average age</td>
<td>30.0</td>
</tr>
<tr>
<td>CS degree</td>
<td>78%</td>
</tr>
<tr>
<td>CoRE familiarity</td>
<td>3.3</td>
</tr>
<tr>
<td>Importance of requirements</td>
<td>6.8</td>
</tr>
<tr>
<td>Education level</td>
<td></td>
</tr>
<tr>
<td>- Graduate degree (Masters, Doctorate, etc.)</td>
<td>46%</td>
</tr>
<tr>
<td>- Bachelors degree</td>
<td>39%</td>
</tr>
<tr>
<td>- Some college, no degree</td>
<td>14%</td>
</tr>
<tr>
<td>- Some high school</td>
<td>1%</td>
</tr>
<tr>
<td>Native language (top three)</td>
<td></td>
</tr>
<tr>
<td>- Chinese</td>
<td>38%</td>
</tr>
<tr>
<td>- Japanese</td>
<td>24%</td>
</tr>
<tr>
<td>- English</td>
<td>18%</td>
</tr>
</tbody>
</table>

4.3 Data Collection and Preprocessing

The duration of this study was 6 months, from March to September 2018. In our case study, the data had been collected before the CRF model was built, since domain experts were also participants, and their records were separated out for later training purposes. For the software
applications with enough historical data records, it was completely fine to train the CRF model with historical data before collecting new data.

We collected a total of 11,960 raw records (or situations), corresponding to 949 sessions. A session included a sequence of situation records starting from a user’s login to logout. Since the users’ self-reported desires served as the ground truth for validating desires inference accuracy, it was critical to filter noisy records when participants did not perform conscientiously. Afshan et al. and Fry et al. tried to treat the completeness as a criterion for potential responses with high quality when they conducted crowdsourced software engineering studies [25, 24, 3]. Larlus et al. used Gold standard questions to assure participants payed continuous attentions during a survey [36, 31]. We follow similar rules to remove data noise, as described as follows:

1. We removed the sessions that were missing pre- or post- session questionnaires with the assumption that participants did not provide a good faith of effort.

2. In the post-session questionnaire, we asked participants if they had updated their desires every time when they had a new desire. If the answer was “No”, the session was removed.

3. Based on the filtering results from the above two criteria, the number of sessions contributed by participants ranged from 1 to 62. Domain experts manually filtered those obviously low-quality records. One example was to check whether a participant had contributed substantial operations and reported desires.

By filtering out noisy data records, the final data set used for analysis included 4,388 records and 792 sessions.

4.4 Ground Truth

To help verify the inference results of the CRF model, we created an instrumentation by asking participants to report their desires when using the CoRE system. It was designed to help participants record their desires when using the CoRE features, through activating two drop down
menus as shown on the right side in Figure 4.1. Participants’ self-reported desires served as the ground truth to test inference accuracy.

![Cooperative Research Environment (CoRE)](image)

**Figure 4.1** Interface for reporting desires in CoRE system

### 4.5 Procedures of Case Study

#### 4.5.1 Initial Knowledge Base Construction

To obtain the training data, we separated data records generated by domain experts, including 318 sessions and 1,716 records. Table 4.2 shows the input training data, organized into three distinct columns. The first column is called Time Points, which show the specific time when situations occurred. The second column shows the situation sequence to achieve the high-level desire “Look for collaborator,” while the third column shows another situation sequence to achieve another high-level desire, “Build reputation.”

In Table 4.2, we note that an observation and a desire pair such as \(O_i, (D_l, D_h)_i\) are the components of the situation \(S_i\). Furthermore, each observation \(O_i\) includes expert action and related system context information, which is separated from the action by “&.” For instance, the
Table 4.2 Training data examples: two situation sequences (dh1: look for collaborator, dh2: build reputation, dl1: discuss, and dl2: share a work)

<table>
<thead>
<tr>
<th>Time point</th>
<th>Situation 1</th>
<th>Situation 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>clickMenuAllPapers &amp; (interval: 2s), (dl1, dh1))</td>
<td>clickMenuUploadPaper &amp; (interval: 3s), (dl2, dh2))</td>
</tr>
<tr>
<td>2</td>
<td>clickFilter &amp; (interval: 6s), (dl1, dh1))</td>
<td>clickComment &amp; (interval: 11s), (dl2, dh2))</td>
</tr>
<tr>
<td>3</td>
<td>clickComment &amp; (interval: 3s), (dl1, dh1))</td>
<td>clickSubmit &amp; (success; interval: 331s), (dl2, dh2))</td>
</tr>
<tr>
<td>4</td>
<td>clickSubmit &amp; (success; interval: 87s), (dl1, dh1))</td>
<td>clickMenuUploadPaper &amp; (interval: 4s), (dl2, dh2))</td>
</tr>
<tr>
<td>5</td>
<td>clickMenuUploadPaper &amp; (interval: 2s), (dl2, dh1))</td>
<td>clickComment &amp; (interval: 107s), (dl2, dh2))</td>
</tr>
<tr>
<td>6</td>
<td>clickComment &amp; (interval: 75s), (dl2, dh1))</td>
<td>clickSubmit &amp; (success; interval: 252s), (dl2, dh2))</td>
</tr>
<tr>
<td>7</td>
<td>clickSubmit &amp; (success; interval: 131s), (dl2, dh1))</td>
<td></td>
</tr>
</tbody>
</table>

situation at time point 4 in the second column shows that the "Submit" button was clicked by an expert, and the response from the system was successful. This situation also presents that the duration of the expert’s operation was 87 seconds, and the high- and low-level desires of this expert were “look for collaborator” and “discuss”, respectively. To have a better reflection of the time a user spends on a page, we only considered the operation duration between two consecutive actions as the system context information when preparing the training input. To fit the input format of the CRF++, we discretized the time interval into several levels as presented in Table 4.3.

Table 4.3 Discretized time interval of users’ operation

<table>
<thead>
<tr>
<th>Time interval level</th>
<th>Time duration (t)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T₁</td>
<td>0s &lt; t ≤ 5s</td>
</tr>
<tr>
<td>T₂</td>
<td>5s &lt; t ≤ 10s</td>
</tr>
<tr>
<td>T₃</td>
<td>10s &lt; t ≤ 20s</td>
</tr>
<tr>
<td>T₄</td>
<td>20s &lt; t ≤ 30s</td>
</tr>
<tr>
<td>T₅</td>
<td>30s &lt; t ≤ 1min</td>
</tr>
<tr>
<td>T₆</td>
<td>1min &lt; t ≤ 1hour</td>
</tr>
<tr>
<td>T₇</td>
<td>t &gt; 1hour</td>
</tr>
</tbody>
</table>
4.5.2 Feature Functions

By using CRF++, feature templates can be defined to generate feature functions for the training purpose. To train CRF models with CRF++, we applied both unigram and bigram to define the feature templates [66] for low-level desire and high-level desire inferences, respectively.

Tables 4.4 and 4.5 show the feature templates that we applied to generate feature functions for the CRF model. As described in Table 4.2, the input data of CRF include three columns: actions, time intervals, and desires. To infer low-level desires, we defined the feature template to capture the relations among several consecutive situations regarding the actions and time intervals because low-level desires tend to be concrete and may be reflected by a concrete action.

For high-level desire inference, the feature template was formed to present the relations among the time intervals of several sequential situations since high-level desires are more abstract, whose feature template may not involve as many detailed actions as low-level desires do.

Table 4.4 Feature template for low-level desires

<table>
<thead>
<tr>
<th>Unigram</th>
<th>Bigram</th>
</tr>
</thead>
<tbody>
<tr>
<td>U01:%x[0,0]</td>
<td>B01:%x[0,0]</td>
</tr>
<tr>
<td>U02:%x[-1,0]/%x[0,0]</td>
<td>B02:%x[0,0]/%x[1,0]</td>
</tr>
<tr>
<td>U03:%x[0,0]/%x[1,0]</td>
<td>B03:%x[-1,0]/%x[0,0]</td>
</tr>
<tr>
<td>U04:%x[-2,0]/%x[-1,0]/%x[0,0]</td>
<td>B04:%x[-1,0]/%x[0,0]/%x[1,0]</td>
</tr>
<tr>
<td>U05:%x[-1,0]/%x[0,0]/%x[1,0]</td>
<td></td>
</tr>
<tr>
<td>U06:%x[0,0]/%x[1,0]/%x[2,0]</td>
<td></td>
</tr>
<tr>
<td>U07:%x[0,1]</td>
<td></td>
</tr>
<tr>
<td>U08:%x[-1,1]/%x[0,1]</td>
<td></td>
</tr>
<tr>
<td>U09:%x[0,1]/%x[1,1]</td>
<td></td>
</tr>
<tr>
<td>U10:%x[-2,1]/%x[-1,1]/%x[0,1]</td>
<td></td>
</tr>
<tr>
<td>U11:%x[-1,1]/%x[0,1]/%x[1,1]</td>
<td></td>
</tr>
<tr>
<td>U12:%x[0,1]/%x[1,1]/%x[2,1]</td>
<td></td>
</tr>
<tr>
<td>U13:%x[0,0]/%x[-1,1]</td>
<td></td>
</tr>
<tr>
<td>U14:%x[0,0]/%x[1,1]</td>
<td></td>
</tr>
</tbody>
</table>
Table 4.5 Feature template for high-level desires

<table>
<thead>
<tr>
<th>Unigram</th>
<th>Bigram</th>
</tr>
</thead>
<tbody>
<tr>
<td>U01:%x[-2,1]</td>
<td>B01:%x[0,1]</td>
</tr>
<tr>
<td>U02:%x[-1,1]</td>
<td>B02:%x[0,0]/%x[0,1]</td>
</tr>
<tr>
<td>U03:%x[0,1]</td>
<td>B03:%x[-1,0]/%x[0,1]</td>
</tr>
<tr>
<td>U04:%x[1,1]</td>
<td>B04:%x[-1,0]/%x[0,0]/%x[0,1]</td>
</tr>
<tr>
<td>U05:%x[2,1]</td>
<td></td>
</tr>
<tr>
<td>U06:%x[-2,1]/%x[-1,1]</td>
<td></td>
</tr>
<tr>
<td>U07:%x[-1,1]/%x[0,1]</td>
<td></td>
</tr>
<tr>
<td>U08:%x[0,1]/%x[1,1]</td>
<td></td>
</tr>
<tr>
<td>U09:%x[1,1]/%x[2,1]</td>
<td></td>
</tr>
</tbody>
</table>

4.5.3 Desire Inference

We fed the training data and feature templates to CRF++ for model training. It took several iterations to train the CRF model before the improvement of the log likelihood between the current and the previous iterations was not larger than a threshold, which was set as a default value by CRFs tools.

Once the training of the models was completed, we pre-processed the collected data into the same format as the training data and fed them to the trained models for desire inference. The outputs of models were files that contained the original observation data followed by inferred desires, as well as the corresponding values indicating inference confidence.

Table 4.6 Inference result for input observations

<table>
<thead>
<tr>
<th>Case</th>
<th>Action</th>
<th>Time Interval</th>
<th>Inferred Desires (Confidence)</th>
<th>Low-level</th>
<th>High-level</th>
</tr>
</thead>
<tbody>
<tr>
<td>hh</td>
<td>(A_{hh})</td>
<td>(T_{hh})</td>
<td>(desire_{hh}(P_L &gt; T_{Lh}))</td>
<td>(desire_{hh}(P_H &gt; T_{Hh}))</td>
<td>()</td>
</tr>
<tr>
<td>lh</td>
<td>(A_{lh})</td>
<td>(T_{lh})</td>
<td>(desire_{lh}(P_L &gt; T_{Lh}))</td>
<td>(desire_{lh}(P_H &lt; T_{Hl}))</td>
<td>()</td>
</tr>
<tr>
<td>hl</td>
<td>(A_{hl})</td>
<td>(T_{hl})</td>
<td>(desire_{hl}(P_L &lt; T_{Ll}))</td>
<td>(desire_{hl}(P_H &gt; T_{Hh}))</td>
<td>()</td>
</tr>
<tr>
<td>ll</td>
<td>(A_{ll})</td>
<td>(T_{ll})</td>
<td>(desire_{ll}(P_L &lt; T_{Ll}))</td>
<td>(desire_{ll}(P_H &lt; T_{Hl}))</td>
<td>()</td>
</tr>
</tbody>
</table>
4.5.4 Situation Partition

We separated situations into different groups based on desire inference confidence. In our study, the inference results were divided into four combinations as presented in Table 3.3. Table 4.6 describes some examples of observations with desires predicted with different abstraction levels and different inference confidences. It also presents the situation partition based on the desire inference confidence with the first column being situation groups, followed by user actions in the second column, followed by the time interval in the third column, then followed by the inference results and confidences of low- and high-level desires in the last two columns. In Table 4.6, for low- and high-level desires, $T_{Lh}$ and $T_{Hh}$ were high confidence thresholds, and $T_{LL}$ and $T_{HL}$ were low confidence thresholds. Those thresholds were defined by domain experts based on the distribution of inference confidence level of desires. In practice, domain experts need to decide the confidence thresholds and to set the division for different abstraction levels of desires because these thresholds are generally domain specific.

4.5.5 NFRs Elicitation

For desires inferred with low confidence, the root cause could be divergent behaviors since these behaviors usually occurred when users operated in unexpected ways, which were not covered in the initial knowledge base built by domain experts. Considering situations containing divergent behaviors, it could be possible that users’ actions were performed by mistake. However, if this kind of situations appear frequently, it is probably a hint for users’ emerging new desires, which are not in the existing knowledge base. Thus, those situations with uninterpreted desires by CRF models can serve as a crucial resource for domain experts to conduct further analysis.

In Section 3.1.3, the NFRs were posed among desires. An NFR could be defined by an alternative that details how a user wants to address his or her interest, specifically how to achieve a higher-level desire through several lower-level desires. Therefore, after situations were separated into different groups, domain experts studied the relationships between desires with different abstraction levels for NFR analysis based on the method introduced at the end of Section 3.2. Due
to the vagueness introduced by the low inference confidence of both low- and high-level desires in case 1, our discussion focused on the first three cases (hh, lh, and hl) of Table 3.3 in this thesis.

The CoRE system is a research environment to share opinions and collaborate with other researchers, and it has sufficient system handling capacity for the participants in the study. Therefore, among the most important three NFRs (usability, security, and performance) of software systems [26], the security and performance issues may not be well reflected on the CoRE system used in our study. Because of the characteristics of the CoRE system, the most obvious NFRs to be elicited in our study could be usability. However, our method are not limited to the usability study, and researchers could deal with other kinds of NFRs by incorporating corresponding training data in the initial knowledge base. Previous work had studied the intrusion detection from the security perspective with earlier version of the CoRE system [65].
CHAPTER 5. STUDY RESULTS

5.1 Desire Inference Results

Separated from training data, we had 474 sessions and 2,672 data records as test data. In our case study, if participants had a desire, either low- or high-level, that was not in the desire selection drop down list, they were given an option to choose “not in the list”. Such records indicated that participants had some new desires that were not in the training data, so the CRF model was not able to interpret this data very well. These data could not be inferred correctly and had a negative impact on the desire inference accuracy. To explore the desires inference accuracy when users’ desires were in the initial knowledge base, we filtered out those records when participants’ self-reported desires were “not in the list.” After filtering, the number of data records used to test low-level desires inference accuracy was 2,622, and records for high-level desires inference accuracy was 2,292. The accuracy of low and high-level desires was computed separately since their inference processes were independent. We computed the percent of correctly inferred desires as the overall accuracy for the test data, and the results showed that the accuracy of low- and high-level desires were 90.47% and 85.73%, respectively.

To understand the desires inference accuracy for different inference confidences, we divided desires into several zones by discretizing the inference confidence. Table 5.1 shows the desire inference accuracy as well as their percentage with different inference confidences for both low- and high-level desires. The accuracy of low-level desires tended to progressively increase with the increase of inference confidence, but this trend did not hold for high-level desires. There are two possible reasons: 1) the data collected were not enough to reflect a consistent variation as low-level desires; 2) high-level desires were more abstract than low-level desires, so the inference accuracy may vary with the different inference confidence. Our study achieved the accuracy of 99.18% and 95.32% for low- and high-level desires, respectively, when the confidence was over
90%. It revealed that the more confident the inference was, the more accurate the prediction would be, specifically when the confidence was above 70%. This shows that the CFR is a promising model for human desires inference in human-centric situation-aware domains.

Table 5.1 Desires’ Inference results with various confidence (L: low-level desires; H: high-level desires)

<table>
<thead>
<tr>
<th>Inference Confidence</th>
<th>0.0 - 0.1</th>
<th>0.1 - 0.2</th>
<th>0.2 - 0.3</th>
<th>0.3 - 0.4</th>
<th>0.4 - 0.5</th>
<th>0.5 - 0.6</th>
<th>0.6 - 0.7</th>
<th>0.7 - 0.8</th>
<th>0.8 - 0.9</th>
<th>0.9 - 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage (L)</td>
<td>0.00%(0)</td>
<td>0.07%(2)</td>
<td>4.57%(122)</td>
<td>1.91%(51)</td>
<td>1.42%(38)</td>
<td>0.67%(18)</td>
<td>0.82%(22)</td>
<td>0.67%(18)</td>
<td>0.86%(23)</td>
<td>93.13%(2328)</td>
</tr>
<tr>
<td>Accuracy (L)</td>
<td>0.00%</td>
<td>0.00%</td>
<td>11.48%</td>
<td>25.49%</td>
<td>21.65%</td>
<td>16.67%</td>
<td>22.73%</td>
<td>38.89%</td>
<td>56.52%</td>
<td>98.92%</td>
</tr>
<tr>
<td>Percentage (H)</td>
<td>0.00%(0)</td>
<td>0.04%(1)</td>
<td>0.11%(4)</td>
<td>0.67%(18)</td>
<td>1.76%(47)</td>
<td>6.77%(181)</td>
<td>4.42%(118)</td>
<td>4.19%(112)</td>
<td>11.23%(300)</td>
<td>58.42%(1561)</td>
</tr>
<tr>
<td>Accuracy (H)</td>
<td>0.00%</td>
<td>0.00%</td>
<td>33.33%</td>
<td>22.22%</td>
<td>12.77%</td>
<td>69.06%</td>
<td>64.41%</td>
<td>41.07%</td>
<td>81.00%</td>
<td>95.32%</td>
</tr>
</tbody>
</table>

One factor that might have impacted the inference accuracy could be the familiarity with the CoRE system. To understand the effect of CoRE familiarity, we divided data records into three groups based on participants’ answers in the pre-session questionnaire. Data records were grouped as familiar if the answers in the questionnaire were “moderately familiar”, “very familiar”, or “extremely familiar.” The unfamiliar group included records with responses including “not at all familiar”, “low familiarity”, or “slightly familiar.” If the response was “neutral”, then it was grouped as neutral. Table 5.2 presents the following results: for the low-level desires, the familiar group had a slightly higher accuracy than the unfamiliar group (93.76% vs. 91.19%), while for the high-level desires, the familiar group had a lower accuracy compared with unfamiliar group (76.68% vs. 82.21%). Overall, the accuracy of these two groups did not differ significantly across both level desires ($\alpha = 0.05$, Mann-Whitney U test) as revealed by the P values in the last column. One possible implication is that participants who were unfamiliar with the CoRE system were gaining familiarity while using the system, such that they were able to perform as well as those participants who were familiar with the CoRE system. Also, it indicates that the CoRE system is easy to use for users with various levels of experience.

Based on the above results, we answer the first research question: A CRF model can be used to infer humans’ desire of different abstract levels accurately when the feature templates were defined appropriately.
Table 5.2  Accuracy comparison of records whose participants were familiar or unfamiliar with CoRE system

<table>
<thead>
<tr>
<th>Desire levels</th>
<th>Familiar</th>
<th>Unfamiliar</th>
<th>Neutral</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low level</td>
<td>93.76%</td>
<td>91.19%</td>
<td>91.02%</td>
<td>0.0616</td>
</tr>
<tr>
<td>High level</td>
<td>78.68%</td>
<td>82.21%</td>
<td>83.29%</td>
<td>0.1459</td>
</tr>
</tbody>
</table>

5.2  NFRs Elicitation Results

As described in Section 4.5.5, NFRs were situated between low- and high-level desires, and we proposed to elicit NFRs based on the desires inference confidence of a CRF model. We assumed that users’ emerging new desires might lead to the low inference confidence as they might have some new, divergent behaviors that could not be interpreted well by the CRF model. To verify this, we separated the records by whether the participants’ self-reported desires existed or not in the training data and compared desires’ inference confidence. Records were grouped into the not existed set if the reported desire of a record was “not in the list.” Otherwise they were categorized as the existed set. The average desires’ inference confidence was calculated for each set. Table 5.3 presents the results: for both low- and high-level desires, the inference confidence of the not existed set, when participants have new desires, was significantly ($\alpha = 0.001$, Mann-Whitney U test) lower than the existed set (low-level desires: 0.37 vs. 0.93; high-level desires: 0.57 vs. 0.88). The last column also shows the effect size (>0.8) was large based on Cohen’s classification [60]. The substantial difference of inference confidence between the two sets indicated that the low inference confidence of a CRF model could be used as a hint to find new desires.

In the Post-Session questionnaire, participants were asked to report desire satisfaction degree for both low- and high-level desires using a 7-point Likert scale, with “1” representing “Completely dissatisfied” and “7” being “Completely satisfied”. Table 5.3 presents the desire satisfaction degree for the two groups mentioned above categorized as not existed and existed. Similar to the inference confidence for both low- and high-level desires, the satisfaction degree was much lower in the set when participants had new desires than that in the set when they did not.
The significant difference was substantial as well. The low satisfaction degree of desires implies that users tended to be discontented with the CoRE system when they had new desires, which subsequently caused divergent behaviors and low desire inference confidence.

Table 5.3 Comparison of desires’ inference confidence and desires’ satisfaction degree between record sets with or without a new desire (L: low-level desires; H: high-level desires)

<table>
<thead>
<tr>
<th>Desires’ confidence/satisfaction degree</th>
<th>Existed</th>
<th>Not existed</th>
<th>P-value</th>
<th>Effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confidence (L)</td>
<td>0.93</td>
<td>0.37</td>
<td>***&lt;0.001</td>
<td>0.9420</td>
</tr>
<tr>
<td>Satisfaction degree (L)</td>
<td>6.40</td>
<td>4.50</td>
<td>***&lt;0.001</td>
<td>0.8966</td>
</tr>
<tr>
<td>Confidence (H)</td>
<td>0.88</td>
<td>0.57</td>
<td>***&lt;0.001</td>
<td>0.8975</td>
</tr>
<tr>
<td>Satisfaction degree (H)</td>
<td>6.00</td>
<td>1.70</td>
<td>***&lt;0.001</td>
<td>0.9743</td>
</tr>
</tbody>
</table>

*α=0.1, **α=0.01, ***α=0.001

To analyze the different cases in Table 3.3 for NFRs elicitation, we set the thresholds of high and low confidence for the low- and high-level desires empirically referring to the distribution of inference confidence level of desires as presented in Table 5.1. Each threshold was assigned value as follows: $T_{Lh} = 0.9$, $T_{Hh} = 0.8$, $T_{Ll} = 0.5$, and $T_{Hl} = 0.5$. Also, researchers could try to learn the thresholds in a real-world scenario referring to methods such as reinforce method, bayesian optimization, and exhaustive optimization [40].

5.2.1 High confidence high- and low-level desires (hh)

To elicit NFRs automatically, we focused on desires of both low- and high-levels, inferred with a high confidence. We filtered the data records that had a predicted low-level desire with an inference confidence larger than $T_{Lh}$ and had a predicted high-level desire with an inference confidence higher than $T_{Hh}$. Then, we looked for the contributing relations between low- and high-level desires for each high-level desire in filtered data set.

Table 5.4 details the contributing relations with the first column being high-level desires, followed by their contributing low-level desires in the second column, then followed by the contributing weights of each low-level desire in the third column. The last column shows the number of records and the corresponding sessions for each contributing relation. New
Table 5.4 Contributing relations and weights among high- and low-level desires for case hh (* marks contributing relations not in the initial knowledge base)

<table>
<thead>
<tr>
<th>High-level Desire</th>
<th>Low-level Desire</th>
<th>Contribution Weight</th>
<th># Records (Sessions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Build Reputation(30.07%)</td>
<td>Share a Work</td>
<td>0.582</td>
<td>311(66)</td>
</tr>
<tr>
<td></td>
<td>Revise My Shared Work *</td>
<td>0.345</td>
<td>184(25)</td>
</tr>
<tr>
<td></td>
<td>Discuss *</td>
<td>0.073</td>
<td>39(12)</td>
</tr>
<tr>
<td>Encourage Somebody(24.61%)</td>
<td>Discuss</td>
<td>0.641</td>
<td>280(59)</td>
</tr>
<tr>
<td></td>
<td>Withdraw My Opinion *</td>
<td>0.336</td>
<td>147(40)</td>
</tr>
<tr>
<td></td>
<td>Revise My Shared Work *</td>
<td>0.023</td>
<td>10(4)</td>
</tr>
<tr>
<td>Look for Collaborator(25.51%)</td>
<td>Discuss</td>
<td>0.587</td>
<td>266(57)</td>
</tr>
<tr>
<td></td>
<td>Share a Work</td>
<td>0.413</td>
<td>187(54)</td>
</tr>
<tr>
<td>Look for Feedback(19.82%)</td>
<td>View My Shared Work</td>
<td>0.469</td>
<td>165(55)</td>
</tr>
<tr>
<td></td>
<td>Revise My Shared Work *</td>
<td>0.375</td>
<td>132(33)</td>
</tr>
<tr>
<td></td>
<td>Discuss *</td>
<td>0.128</td>
<td>45(20)</td>
</tr>
<tr>
<td></td>
<td>Share a Work *</td>
<td>0.028</td>
<td>10(4)</td>
</tr>
</tbody>
</table>

Contributing relations were marked with “*”. Next, we elaborate on the contributing relations for each high-level desire.

Regarding the high-level desire “Build Reputation”, which comprised about 30% of all the identified high-level desires, the most weighted subordinate and contributing low-level desire was “Share a Work” (0.582); however, for this high-level desire, we found another two contributing low-level desires, “Revise My Shared Work” and “Discuss” with weights of 0.345 and 0.073, respectively. Although the contributing weight of “Share a Work” was larger than the other two low-level desires, after discussing with the domain experts, we believe both these two new contributing relations were reasonable. The new contributing relations implicate that users could build their reputation via revising their shared work or discussing in addition to sharing a work in the CoRE system. Based on this, one potential improvement strategy of the CoRE system is to add mutual navigation links among pages on which those three low-level desires rely on. For example, on the page of “upload a paper”, where users can realize a desire “Share a Work”, to smooth the operability, users can either use a link or click on a Submit button that navigates them to the page of “edit a paper”, where users can achieve a desire “Revise My Shared Work.” This link or Submit button can be used in reverse.
For the high-level desire “Encourage Somebody”, the two new contributing low-level desires identified were “Withdraw My Opinion” and “Revise My Shared Work”. Regarding the low-level desire “Withdraw My Opinion”, which had a non-trivial weight of 0.336, one possible reason is that users want to withdraw some comments that may discourage others. Based on the analysis, the other newly identified low-level desire “Revise My Shared Work”, which had a relatively low weight, did not substantiate a contributing factor to the high-level desire “Encourage Somebody.” To evolve the system and to increase the efficiency of operation, one possible modification to the CoRE system is to display a button or link for accessing users’ comments history on the page where they want to submit comments for discussion.

In the case of the high-level desire “Look for Collaborator”, there were no new contributing low-level desires found. However, the contributing weights of existing low-level desires indicate that users were more likely to realize the high-level desire “Look for Collaborator” through the low-level desire “Discuss” than via “Share a Work.” This case can still provide useful guidance including prioritizing the potential mutual links among pages. For example, a link from the page of “upload a paper”, where users can achieve a desire “Share a Work”, to the page of “make a comment”, where users can achieve a desire “Discuss”, tended to be more preferred among users than the opposite case.

Regarding the high-level desire “Look for Feedback”, we found three new contributing low-level desires. With the advice from domain experts, we have faith in all the contribution relations from the three low-level desires. Similar to previous cases, the CoRE system could be improved by adding transition links to allow users to jump between pages on which a user wanted to view or revise shared work.

Overall, in the case hh, we could detect new contributing relations among different levels of desires in the initial knowledge base based on their high inference confidence. In our study, the detected contributing relations could help domain experts develop improvement strategies for system usability such as operability and efficiency. All the newly identified contributing relations
could be used to update the initial knowledge base and to calibrate the CRF model for further system evolution.

5.2.2 Low confidence high-level desires and high confidence low-level desires ($lh$)

Case $lh$ included data records that had a high-level desire inferred with a confidence lower than $T_{Hl}$ and a low-level desire inferred with a confidence higher than $T_{Lh}$. For each data record that satisfied the pattern of case $lh$, we located all the records in the whole session to observe the neighboring behavioral and environmental contexts. To make sure that the filtered data records had reliable low-level desires, we limited the data set to keep only the sessions that had all low-level desires inferred with confidence larger than $T_{Lh}$.

As described in section 3.2.1, the high-level desires inferred with low confidence indicated users’ potentially new high-level desires. In this case, our data showed that about 96% of data records had an unknown high-level desire reported. We present some examples to illustrate how to elicit NFRs based on identifying new high-level desires and new contributing relations from data records in case $lh$.

Table 5.5 Example of session in case $lh$ (L: low-level desires; H: high-level desires)

<table>
<thead>
<tr>
<th>Action</th>
<th>Time interval (s)</th>
<th>Inference result L (confidence)</th>
<th>Inference result H (confidence)</th>
</tr>
</thead>
<tbody>
<tr>
<td>clickMenuUploadPaper</td>
<td>27</td>
<td>Share a Work (0.9814)</td>
<td>Look for Feedback (0.5041)</td>
</tr>
<tr>
<td>clickSubmit</td>
<td>23</td>
<td>Share a Work (0.9814)</td>
<td>Look for Feedback (0.3229)</td>
</tr>
<tr>
<td>clickSubmit</td>
<td>25</td>
<td>Share a Work (0.9612)</td>
<td>Look for Feedback (0.3183)</td>
</tr>
<tr>
<td>......</td>
<td>...</td>
<td>......</td>
<td>......</td>
</tr>
</tbody>
</table>

One example we found in the data records was that a user tried to click the “Submit” button multiple times when uploading a paper. These data records corresponded to 6 (15%) sessions of 3 (19%) users in case $lh$. Table 5.5 lists one example of this phenomenon. It appears that the user was submitting a paper. However, clicking “Submit” multiple times meant their submission was not successful due to providing incomplete information as revealed from the observed data. Also, the related contextual data showed that the time interval for those operations of submission
tended to be short. We compared the time interval of submission operations between the records in this phenomenon and the records that had a users’ self-reported low-level desire as “Share a Work” and high-level desire as “Build Reputation” because the contributing relation in the latter case had the highest weight, as shown in Table 5.4. The results showed that the average time interval of the former was much shorter than the latter (25.13s vs. 81.44s). The difference was statistically significant based on the Mann-Whitney U test ($\alpha = 0.001$). Such a phenomenon implies a user’s preference of providing system required information as briefly as possible for convenience on the page of “Upload a paper” as illustrated in Figure 3.3. Therefore, we identified a new alternative of low-level desire “Share a work as conveniently as possible.” Indeed, the desire “Share a Work” in the initial knowledge base means to share a work as detailed as possible, which makes a positive contribution to the high-level desire “Build Reputation.”

To consider the “unknown” high-level desire, one potential explanation is that the users intended to perform a “quick update.” If this is the case, the users might have intended to simplify the tedious process of submitting all information by submitting only some primary information when uploading a paper. As illustrated by Figure 5.1, the low-level desire “Share a Work” makes a positive contribution to the newly identified high-level desire “Quick Update” if a user chooses to share a work as conveniently as possible. The evolution of the CoRE system might focus on modifying the condition of submission by allowing incomplete information on the page of “Upload a Paper” to augment the system’s operability and efficiency. Our elicitation is justified by participants’ responses in the post-session questionnaire when the users were asked about the qualities they cared about when fulfilling the low-level desire “Share a Work”. For the six sessions with this specific phenomenon, about 67% of the responses reported “flexibility” and 33% “efficiency” as qualities they cared about.

Another phenomenon we observed when analyzing data records in case lh is that 11 (69%) users submitted a comment consecutively, which was reflected in 21 (53%) sessions. As listed in Table 5.6, a user filtered a paper and submitted a comment, and then repeated those operations for a second time. In practice, the frequency of users’ behavioral and contextual contexts can be
Figure 5.1 Discover new high-level desire ($D_{lx}$ represents the desire to share a work as detailed as possible; $D_{ly}$ represents the desire to share a work as conveniently as possible )

used as a hint to locate data records for analysis. For example, in this specific phenomenon presented in Table 5.6, those four repeatedly occurred users’ actions (“clickMenuAllPapers”, “clickFilter”, “clickComment”, and “clickSubmit”) showed a frequency of 65% over all the actions in the data records in case $lh$. One possible explanation for the unknown high-level desire in this phenomenon is that the user intended to do a “batched comment” by submitting multiple comments one by one. Our analysis also gained support from participants based on their answers in the post-session questionnaire since participants mentioned “efficiency” in 95% of sessions and “flexibility” in 24% of sessions when asked about the qualities they care about. This newly analyzed high-level desire and contributing relation indicates that the
potential evolving strategies of the CoRE system could focus on providing interfaces to provide users with more operational efficiency from the perspective of usability. For example, they can submit batched comments more smoothly without having to jump back to the main menu to filter papers for each operation.

Table 5.6 Example of session in case lh (L: low-level desires; H: high-level desires)

<table>
<thead>
<tr>
<th>Action</th>
<th>Time interval (s)</th>
<th>Inference result L (confidence)</th>
<th>Inference result H (confidence)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>......</td>
<td>......</td>
<td>......</td>
<td>......</td>
</tr>
<tr>
<td>clickMenuAllPapers</td>
<td>8</td>
<td>Discuss (0.9963)</td>
<td>Look for Collaborator (0.3699)</td>
</tr>
<tr>
<td>clickFilter</td>
<td>30</td>
<td>Discuss (0.9980)</td>
<td>Look for Collaborator (0.3939)</td>
</tr>
<tr>
<td>clickComment</td>
<td>23</td>
<td>Discuss (0.9963)</td>
<td>Look for Collaborator (0.4744)</td>
</tr>
<tr>
<td>clickSubmit</td>
<td>43</td>
<td>Discuss (0.9881)</td>
<td>Look for Collaborator (0.4389)</td>
</tr>
<tr>
<td>clickMenuAllPapers</td>
<td>11</td>
<td>Discuss (0.9947)</td>
<td>Look for Feedback (0.5324)</td>
</tr>
<tr>
<td>clickFilter</td>
<td>32</td>
<td>Discuss (0.9967)</td>
<td>Look for Feedback (0.4936)</td>
</tr>
<tr>
<td>clickComment</td>
<td>16</td>
<td>Discuss (0.9975)</td>
<td>Look for Feedback (0.4993)</td>
</tr>
<tr>
<td>clickSubmit</td>
<td>22</td>
<td>Discuss (0.9991)</td>
<td>Look for Feedback (0.4494)</td>
</tr>
</tbody>
</table>

5.2.3 High confidence high-level desires and low confidence low-level desires (hl)

To analyze case hl, we separated out data records that had a low-level desire inferred with a confidence lower than $T_{Ll}$ and a high-level desire inferred with a confidence higher than $T_{Hh}$. Similar to the filtering procedures used in case lh, we kept the whole sessions with all the high-level desires inferred with a high confidence larger than $T_{Hh}$. The low confidence low-level desire inferred by a CRFs model implicated an emerging new low-level desire, as mentioned in section 3.2.1. Our study showed that for data in the case hl, 89% of records were reported with an unknown low-level desire.

We apply an example to illustrate how to elicit NFRs in this case. In the process of reviewing those data records, we found that many users liked to click the button “MyProfile” on the main menu immediately after sharing a work. This phenomenon corresponds to 5 (22%) users and 12 (30%) sessions in case hl. Table 5.7 lists an example of such phenomenon. The first three records
Table 5.7 Example of session in case hl (L: low-level desires; H: high-level desires)

<table>
<thead>
<tr>
<th>Action</th>
<th>Time interval (s)</th>
<th>Inference result L (confidence)</th>
<th>Inference result H (confidence)</th>
</tr>
</thead>
<tbody>
<tr>
<td>clickMenuUploadPaper</td>
<td>2</td>
<td>Share a Work (0.9980)</td>
<td>Build Reputation (0.9625)</td>
</tr>
<tr>
<td>clickCommentPaper</td>
<td>105</td>
<td>Share a Work (0.9972)</td>
<td>Build Reputation (0.968)</td>
</tr>
<tr>
<td>clickSubmit</td>
<td>90</td>
<td>Share a Work (0.9649)</td>
<td>Build Reputation (0.9692)</td>
</tr>
<tr>
<td>clickMenuMyProfile</td>
<td>1</td>
<td>Share a Work (0.4719)</td>
<td>Build Reputation (0.9657)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

in Table 5.7 show that the user was trying to build a reputation via sharing a work due to the high confidence desires for both high- and low-levels. However, the last record of the low-level desires, shown in bold in Table 5.7, indicates an emerging new low-level desire since the inference confidence is lower than the predefined threshold. One potential interpretation of this new low-level desire is that the user wanted to check his or her profile since the user’s behavioral context showed that the button “MyProfile” was clicked. Therefore, “Check My Profile” may be a new alternative way to build reputation.

The future improvement of the CoRE system could be adding a transition link to users’ profile information on the confirmation page of “upload a paper” to augment the users’ operational flexibility. To verify our elicitation, we checked the participants’ responses in the post-session questionnaire. Sessions were reported with concerned qualities such as “flexibility” (58%) and “efficiency” (42%) when sharing a work, and we received the support from domain experts as well.

All three cases hh, lh, and hl illustrate how to elicit users’ emerging NFRs such as efficiency, flexibility, operability, subjective satisfaction, etc. from the perspective of system usability. Therefore, we can answer Research Question 2 by stating that it is possible to elicit NFRs based on users’ desire inference confidence.

5.3 Summary of Case Study

In summary, we provide three promising means to discover users’ evolving NFRs based on desire inference confidence levels. For all the cases listed in Table 3.3, we focus on the first three
Figure 5.2 NFRs presented between two different abstraction levels of desires (\(lh\), \(hh\), and \(hl\) are mapped to the cases described in Table 3.3)

cases, illustrated by the desire tree in Figure 5.2. The case \(hh\) identifies new contributing relations between existing high- and low-level desires; case \(lh\) indicates the presence of a new high-level desire as well as the contributing relation from its corresponding subordinate low-level desires; case \(hl\) implies that a new alternative contributing to an existing higher-level desire is identified as well as the contribution relation between them.

To locate the objective situations for analysis, domain experts can consider both desires’ inference confidence and appearance frequency of situations. Considering the frequency of situations, it may be difficult to locate situations that are exactly the same. However, objective situations are likely to be located by looking for specific patterns. For instance, in case \(hh\), any situations with the identical high- and low-level desires can be used as the pattern; in cases \(lh\) and \(hl\), the pattern may be any situation sequence that includes a certain percent of situations satisfying the conditions in each case, which can also be used to reduce the manual work load of domain experts. To look beyond the neighboring level desires in practical application scenarios, we suggest domain experts to explore the whole desire tree with a bottom-up fashion: reasoning from the lowest-level desires to the highest-level desires. The reason is that the revisions on the root (highest) level desire generally have a relatively large impact on all the subordinate level of
desires, while revisions on a bottom level desire may not have much impact on the root level desire or low-level desires in other branches.

Based on a CRF statistical model, our NFR analysis focused on the contribution relations between desires by exploring users' genuine desires under the situation framework. We outline our method of NFRs analysis with Figure 5.3. The whole process starts from the interaction between users and the software system. Through this interaction, the users' behaviors and system responses information will be generated and serve as input for a CRF model to infer users' desires at both low- and high-levels. Since desires are generally subjective, we try to achieve the objectivity from observing users' behavioral and environmental contexts, instead of inferring desires directly. The relationships among different abstraction levels of desires could be presented based on the analytical procedures introduced in Section 3.2.1, such as the new desire contribution relationships (case $hh$), high-level desires (case $lh$), and alternative low-level desires (case $hl$). By analyzing the desire contribution relationships between desires, we can reveal the
information of how a user intends to address his or her interests. This information is a valuable resource for domain experts to elicit new NFRs from users’ minds and figure out strategies of modification for the system-to-be.
CHAPTER 6. NFRS REPRESENTATION WITH AN EXTENDED i* FRAMEWORK – i*D

This thesis focuses on NFR elicitation from the human perspective, irrespective of the system itself, to ensure what the users get is what they want. To illustrate the difference between desires and goals, we distinguished these two concepts in Section 3.1. A desire only pertains to a human, while a goal is related to the interaction between a system and a human. Although desires and goals are concepts from two different perspectives, they are interrelated to some extent. Currently, the relations between desires and goals are still blurred in spite of decades of research [50, 62, 69]. Our work tries to bridge the gap between desires and goals in requirements engineering and to provide a formal way to show our elicitation results.

We have shown that we are able to elicit users’ NFR requirements based on the new contributing relations and new high- and low-level desires from users’ behavioral and contextual data. NFRs elicited by domain experts represent the relations among human desires and can be used by requirement engineers and software engineers for system evolution. However, there is still a gap between the analytical results of humans’ desires from domain experts and the requirements that can be directly used by software engineers, which is a common topic in the research area of information systems [1, 53]. We take advantage of the ability of i* and extended the current model with human desire elements. Then, we present how to transfer our elicitation results provided by domain experts to system requirements that can be directly used by software engineers with the extended i* model.

6.1 i* Framework

The i* framework [69] provides a requirement modelling framework that supports the early phase of requirements engineering. It aims to analyze and model stakeholder interests, and how
those interests might be addressed by exploring alternate system proposals. The i* framework was approved by the International Telecommunication Union (ITU) as an international standard in 2008 [67]. This framework includes two modelling components: the Strategic Dependency (SD) model and the Strategic Rationale (SR) model. The former is used to represent the intentional dependency relations among actors, while the latter is used to represent the internal relationships between different intentional elements of actors, such as between stakeholder interests and concerns, and how they might be handled by different system and environment configurations.

6.2 i* Extension

Although the i* framework has tried to explicate issues and concerns that actors have about the current system with the SR model, the concepts used for descriptions of the human actors, such as hard goals, software goals, and tasks, are generally mixed with concepts used for descriptions of systems. To have the characteristics of a system and its users fully explored, we extend the i* framework as i*D (D signifies Desires) by separating the human actors from other agents in the system. In framework i*D, only desires with different abstraction levels are used in an SR model to describe the relationships between intentional elements inside each human actor. Figure 6.1 presents all the graphical notations used in the original i* framework as well as a new notation we introduced to represent desires in i*D framework. In this section, we illustrate how to use the extended SR and SD models to describe users’ mental states and NFRs, respectively, while the elicitation results discussed in Section 5.2 are used as examples.

6.2.1 Extended Strategic Rational Model

Because the Strategic Rational model in the original i* framework does not have the element of desires, we add a new element to represent human desires in the i*D framework since the i* framework starts a process analysis from understanding the interests and motivations of system users. We only use desires as intentional elements of human actors to avoid interference from other systems agents by focusing on human mental states.
Our i*D framework also extends the formalization of the original i* framework because a more formal approach is able to offer the foundation for building tools to assist reasoning [27]. In the original i* framework, the analysis of SR model is discussed around four concepts including ability, workability, viability, and believability [69]. Our formalization of the extended SR model is described based on these four concepts. Since we treat human actors differently in an extended SR model, our description of formalization is focused on human actors. We use $D_i$ to denote a desire at a certain abstraction level $i$ and use $R$ to denote a set of relationships among desires through which a user can address his or her interests. Desires with different abstraction levels are connected with means-end links since they are used to specify purposes and the ways to achieve the purposes, which is well matched to desire contributing relations. We describe the means-end link with a predicate $mel(l, D, r)$ where $l$ is the link, $D$ is the end referring to an intentional element desire, and $r$ is the means referring to a desire contributing relation (routine). The formal characterizations of ability, workability, viability, and believability are presented as follows.
Ability describes a human actor’s process for realizing a desire. The following notation denotes that a human actor $h$ has the ability (A) to realize a desire $D$ if and only if the actor has a desire contribution routine $r$ among all the routines ($R$) to do so. The purpose in the notation describes that the desire contribution routine $r$ is specific for the achievement of the desire $D$.

$$A(h, D) \equiv \exists r(R_h(r) \land \text{purpose}(r, D))$$

Workability describes whether the ability process is going to work or not. The desire $D$ is workable for the human actor $h$ ($W(h, D)$), if that actor has a workable desire contribution routine to achieve $D$ ($W(h, r)$). To describe the workability of a desire contribution routine, we denote $\text{element}(D, r)$ as all the desires in a desire contribution routine $r$.

$$W(h, r) \subset (R_h(r) \land \forall D'(\text{element}(D, r) \supset W(h, D'))) \land \forall r'(\text{subroutine}(r', r) \supset W(h, r'))$$

The workability of a desire contribution routine can be evaluated recursively. For example, a desire contribution routine is workable if all the desires in the routine are workable and all the subroutines of this routine are workable.

Viability describes how well the process to achieve a desire will work, which specifies the qualities of routines. Believability emphasizes on the evidence needed for a process to be workable. Viability and believability can be reflected by the workability of means-end links. We denote means-end rules of a human actor $h$ as $H_h(D, r, \varsigma)$ where $D$ refers to the desire, $r$ refers to the means, and $\varsigma$ refers to the applicability situation. A workable means-end link ($mel$) $l$ depends on the condition that the human actor has a rule for the desire contribution relations and the actor believes (B) the applicability situation $\varsigma$ of that rule to be valid, which is represented in the following notation:

$$W(h, l) \subset \exists D \exists r(R_h(r) \land mel(l, D, r) \supset \exists \varsigma(H_h(D, r, \varsigma) \land B(h, \varsigma)))$$

Figure 6.2 illustrates how to use the extended SR model to describe the new contributing relations between high- and low-level desires with one example for each case in $hh$, $lh$, and $hl$ mentioned in Chapter 5. It can also describe the newly identified desires as annotated by
“unknown” in Figure 6.2. Contributing relations among different levels of desires are represented by means-end links, which are used in the original i* framework as well. For example, regarding the high-level desire “Build Reputation” (end), one alternative way (means) to realize is through achieving a low-level desire “Share a Work”.

In the extended SR model, we associate a means-end link with its weight for desire contributing relations identified by case \( hh \) in Table 3.3, as \( hh \) is the case where both low- and high-level desires are inferred with high confidence. The desire contribution weight between two desires in different abstraction levels is defined as follows:

\[
W(d_i, d_{i-1}) = \frac{|Situ_{d_{i-1}}(d_i)|}{|Situ(d_{i-1})|}
\]

where \( d_i \) and \( d_{i-1} \) refer to two neighboring low- and high-level desires, respectively, \( Situ_{d_{i-1}}(d_i) \) refers to the set of situations that have a desire \( d_i \) which contributes to the desire \( d_{i-1} \), and \( Situ(d_{i-1}) \) refers to the set of situations that have a desire \( d_{i-1} \). The desire contribution weight \( W(d_i, d_{i-1}) \) between neighboring desires \( d_i \) and \( d_{i-1} \) is calculated by dividing the size of set \( Situ_{d_{i-1}}(d_i) \) by the size of set \( Situ(d_{i-1}) \).

As shown in Figure 6.2, for the high-level desire “Build Reputation”, the weights associated with the means-end links from its three subordinate low-level desires are 0.58 (“Share a Work”), 0.35 (“Revise Shared Work”), and 0.07 (“Discuss”), respectively. This weighted means-end reasoning in the extended SR model provides quantified guidance to domain experts and requirements engineers for figuring out users’ preferred system configurations. For example, in the CoRE domain, users are more likely to achieve the high-level desire “Build Reputation” through the low-level desire “Share a Work” compared with the low-level desire “Discuss” as shown in Figure 6.2.

6.2.2 Extended Strategic Dependency Model

By separating human actors from system actors, the i*D model brings new relations between these two groups of actors. The extended SD model specifies the dependency relations between human and system actors by adding dependency links to connect desire contributing relations
(depender) and the specific system tasks (dependee). For example, Figure 6.3 illustrates the dependency relations between the CoRE system and its users described by the SD model.

In Figure 6.3, the system actor “Papers and Comments Managing Module” (PCMM) is described with an SR model by connecting the system’s hard-goals, soft-goals, and tasks with the means-end links and the task decomposition links. The dependency links in Figure 6.3 connect desire contributing relations with specific tasks in a module of the CoRE system. For example, the contributing relation between the high-level desire “Batch Comment” and the low-level desire “Discuss” depends on the implementation of a system task “Submit Comment for Multiple Papers.” This system task has a positive contribution to the system soft-goal “High Usability” as shown in Figure 6.3. Thus, with the assistance of the extended SD model, user desires and system goals are connected by system tasks because creating a task for submitting multiple comments that bring users more operational efficiency can satisfy both the user desire and the system goal. The desire contributing relation mentioned in the above example implies users prefer some efficiency when submitting multiple comments. This can be served as an NFR that is mapped to the system goal as high usability.

We hereby provide a formal characterization for the relations between the human and system actors. The example shown in Figure 6.3 illustrates that a human actor relies on the elements that belong to another non-human actor, and the human actor has no knowledge about whether those elements are workable or not because he or she does not have the routine to achieve those elements. In the original i* framework, the commitment and transfer of workability have been used to bridge the gap of delegating workability among different actors [69]. We apply the same concepts to describe the dependency relations between human actors and non-human actors as follows:

\[ W(h, t) \subseteq \exists s(A(s, t) \land C(s, h, t)) \]

where an element \( t \) is workable for a human actor \( h \) if there is a non-human actor \( s \) who has the ability \( A \) to realize \( t \) and is committed \( C \) to realizing \( t \) for the depender \( h \).
The NFRs in this thesis are measured within an individual’s mental states, and in the CoRE system, there is not too much interaction among users. In practice, for an application where users frequently interact with each other, there may be some desire dependency relations among different kinds of users. For example, in a meeting scheduling system, the desire “attend a meeting” of meeting participants could depend on the desire “initiate a meeting” of a meeting initiator. In this case, the relation among different human actors can be described as follows:

\[ W(h, D) \subset \exists h'(A(h', D) \land C(h', h, D)) \]

where a desire \( D \) is workable for a human actor \( h \) if there is a another human actor \( h' \) who has the ability to realize \( D \) and is committed to realizing \( D \) for the depender \( h \).

6.2.3 Benefits of i*D Framework

In the i*D framework, the NFRs can be represented as an organic whole of desire contributing relations and their dependees (system tasks), which are connected by the dependency links. This is consistent with the concept of NFRs dictating “properties that functional requirements should have” [51]. In Figure 6.3, the task “Submit Comment for Multiple Papers” indicates a functional requirement, while its depender specifies a property with desire contributing relations that describe how users wanted to address their interests. Thus, users desires and system goals are indirectly connected by the dependency links in the i*D framework. The elicitation results from domain experts can be connected to the concrete tasks that can be directly used by developers with an i*D framework.

The i*D framework brings about a promising advantage to fully explore the evolving domain knowledge and promote software project success. With the i*D framework, the whole process of requirements elicitation, either functional or non-functional, will start from understanding human actors’ interests and end up with practical system design tasks.
Figure 6.2  New contributing relations and new desires described by SR model in i*D framework (D_h: high-level desire; D_l: low-level desire)
Figure 6.3  NFRs representation in CoRE for the system evolution with SD model in i*D framework (PCMM: Papers & Comments Managing Module)
CHAPTER 7. DISCUSSION AND CONCLUSION

7.1 Discussion

Other NFRs. The elicited NFRs from our case study basically focus on but are not limited to system usability. Considering the characteristics of the CoRE system with the current version, we do not expect many security issues because the system is used to provide researchers a friendly environment to share and collaborate which is not a mission-critical application. Due to the limited number of users in our study and the sufficient system handling capacity of the current CoRE system, we expect few performance issues to be reflected neither. However, in real-world applications, our framework can also be used to identify NFRs such as security and performance of a software system by incorporating corresponding training data in the initial knowledge base and by analyzing user observations such as login and page loading contexts based on inferred new desires or new contributing relations. For example, the case study by Xiao et al. has validated that it is possible to detect intrusion scenarios in a previous version of the CoRE system, which illustrates system issues from a security perspective [65].

NFRs prioritization. Prioritizing requirements is an imperative task for stakeholders since almost every software project is subjected to time to market constraints and budgetary restrictions [19]. Researchers has studied requirements prioritization under Situ framework based on situation-transition structure applied to elicit human-centered requirements [6]. Their method highly depends on observational data in a specific domain, and the unobserved situations and situation transitions will impact on finding the priorities of the derived requirements. Our method takes advantage of those unobserved situations to identify users’ evolving needs and prioritizes requirements based on desire contributing weights. For example, case hh shown in Table 5.4 presents the prioritized contributing relations among different levels of desires with contributing
weights. The desire contributing weights could be used as a guidance for domain experts to make decisions about those most important NFRs when they are facing a tight deadline.

**Mining NFRs from requirement documentation.** Many methods [15, 74, 57, 9, 76] automatically extracting NFRs relying on techniques such as text mining and natural language processing (NLP). These methods share the assumption that various types of NFRs can be characterized by certain keywords, which are used as indicators. However, these methods basically suffer from the high false positive rate or low accuracy. Although these methods have strength in speed, they cannot well reflect the essential meaning of the requirements documentation. Our method tries to explain users’ mental states by desire inference, and represents a very promising direction to combine the desires-oriented framework and NLP-based techniques. One example is to accelerate the construction process of the initial knowledge base in desires-oriented framework with automatically mined NFRs by NLP-based techniques.

**Agile Development.** An important incapability of Agile development is that it lacks convincing methods in dealing with non-functional requirements when coping with high-integrity software systems [13]. Our method hints an opportunity to improve Agile development from the aspect of requirements augmentation. In Agile development, the core characteristic is to advocate time-boxed iteration cycles with constant user engagement. Using our method, the NFRs elicited in each iteration could serve as task-level alternative features that will be considered in the next development iteration. Additionally, our method prefers an incrementally shippable system or an incremental prototype to be available, and a prototype can generally be constructed quickly when the Agile method is applied. Therefore, our method shows promise of being appropriate for Agile development considering its essence of rapid incremental and iterative refinement of the software products.

Moreover, because many low-fidelity prototypes aim to identify user needs, usability goals and the overall high-level conceptual ideas about a system [46], the desire hierarchy structure in our method can be used to assist building a system prototype from the perspective of understanding and validating user needs in early design. If a system prototype is absent, domain experts can
figure out some initial assumptions about how a system-to-be is supposed to work by observing how a user functions without such a system. When they observed more of the users’ behaviors and the corresponding effect in the environment, the initial observations can be useful for desire analysis and quickly constructing an early prototype. For example, Figure 7.1 illustrates the Agile development for a software system to detect users’ activities of daily living (ADLs). To build a prototype, we can start from observing users' behaviors and environmental effects from existing history data, such as the pattern showing that users are likely to achieve a high-level desire “Have a meal” with several low-level desires including “Cooking,” “Eating,” and “Washing dishes.” Those initial observations could help domain experts form an early-phase knowledge base and help develop a system prototype. Alternatively, if there exists a prototype, the application of our method can start from the Sprint 1 (prototype), as shown in Figure 7.1, and keep providing new features for the coming iterations.

**Alternative ways for desire inference.** In this work, we treat users’ desires with different abstraction levels, and each level of desires can be inferred independently because they are human mental states that can be represented with external behaviors. Because Xie et al. [66] only dealt
with a single-level goal, the feature templates used for CRFs training need to be modified in our case. We note that multiple-level desires could have feature templates with different complexities. We believe that the lower level a desire is at, the more concrete it should be and the more specific feature templates are needed for successful recognition. For lower-level desire, their feature templates may be more sophisticated. However, for higher-level desires, in order to avoid the over-fitting problem, feature templates could be defined in a more general way to present the summary characteristics of their contributing lower-level desires.

Another way to predict users’ higher-level desires is to use not only observation data, but also the inferred low-level desires. For instance, in Table 4.6, to infer the high-level desire located in the last column, their corresponding low-level desires could be taken into consideration. In this case, the input data of a CRF model can be either a combination of users’ actions, environmental context values, and the inferred low-level desires, or just the inferred low-level desires. To determine what properties should be used in the combined input, the criteria need to be formulated empirically regarding the specific, practical problem. We note that the precondition to infer high-level desires with inferred low-level desires is that low-level desires are inferred with high confidence, which could be estimated by checking the inference confidence of CRFs models.

Hierarchical division of desires. With the goal of finding users’ emerging intentions by analyzing their behaviors and system contexts, situation-aware computing has been used in requirements engineering. The most similar work to ours was conducted by Xie et al. [66], who utilized a CRF statistical model to infer users’ goals based on the operations of users and system’s corresponding contexts. Furthermore, they also proposed three analysis methods for eliciting users’ emerging intentions by considering goal transition, users’ divergent behavior, and erroneous behavior, respectively. Compared to their work, our approach has several advantages, four of which are especially notable. First, we take a further step in gaining a better representation of human mental states by using true desires inference instead of merely relying on goals inference. Second, the goals are treated as a single layer concept by Xie’s et al., while we treat desires as a multi-layer concept by dividing them into multiple layers for analyzing their relations among each
other. Third, many records in the data pre-processing procedure were removed by Xie et al., while we take advantage of data records when user-reported desires do not exist in the desire selection dropdown list. Lastly, we suggest a more concrete metric of Section 3.2.1, which can be used as a means of reference for domain experts when analyzing new NFRs.

**Human-computer interaction (HCI).** The desires inference model provides us an opportunity to predict the user’s desires during runtime. The inferred desires could assist software engineers to adjust requirement specifications and evolve software systems to meet users’ satisfaction. After improving the system with users’ genuine desires, users will continue to interact with the evolved software system, and the information generated from the interactions may provide insights for the next evolution. This process keeps iterating by continuously exploring human mental states and observations to help software services evolve better.

Also, the CRFs model consistently evolves as a result of users interacting with the system, leading to a better understanding of NFRs by software engineers. At the beginning, only domain experts are familiar with the software requirements, which is the only resource to generate the training data. After software is deployed, more and more observations coming from the field become available, which can be used to enrich the training data set and calibrate the model. Then, software engineers can recognize certain situation changes for further analysis.

**Individualization.** By exploring human mental states, our method shows a promising individualized software service paradigm. Individualization is superior to traditional personalization through parameterization as it considers individual user’s specific requirements [34].

That is, the state-of-the-art personalization is mainly implemented with parameterization. In [30], several parameters in a collaborative filtering-based recommendation system were analyzed to generate user recommendations. With parameterization, researchers explore the combinations of different values for each parameter variable, within a specific value range, to generate different recommendations for different groups of users. Thus, this method tends to personalize the system for a group of users because it is impossible to exhaust all the possible combinations of parameter
variables. However, individualization considers the individual user’s mental states, which are distinct for every user, to customize services for a single user. Admittedly, there is still a very long way from capturing users’ complete mental states when using software, but this work presents a beginning of studying software requirements from extensively tackling human desires and it brings the insight of exploring human mental states into requirements engineering.

**Runtime evolution.** Unlike context-aware computing [55], which explores changes in context, such as system error logs, to discover users’ intentions, the new methods incorporating human mental states bring the possibility of runtime individualized software evolution [10]. Assuming that we can accurately infer human mental states, it is still hard to implement and deliver the constantly evolved systems at runtime. We noticed that researchers in the software engineering community have applied genetic programming (GP) for automatic runtime bug repairs [37]. Further direction of runtime evolution might be using GP to generate service alternatives for users based on their mental states.

Although there are many challenges, such as recognition of users’ favorable alternatives, runtime testing and system reliability, the information gathered from humans’ mental states is extremely valuable for software engineers during the system runtime after the software has already been deployed.

**Existing NFRs models.** In the i* framework, software engineers and domain experts work together to construct models for analyzing the interests of various stakeholders and understanding how their interests could be addressed. The process of building this framework tends to be labor-intensive and subjective because communication between domain experts and stakeholders is usually through interviews, and it is hard to obtain the genuine requirements of the real users if they are not directly involved. Our method focuses on managing users’ desires and the contribution relationships among them in order to support domain experts after software systems have been deployed. Domain experts might take advantage of the analysis results of our method to calibrate the i* model to describe more accurate, individualized alternatives and actors’ relationships with updated domain knowledge.
Usability study. The research community of user experience (UX) has applied both qualitative and quantitative analysis methods as their best practice, such as the diary study, field study, and evaluation methods [47]. These method have some limitations: 1) data collection may not be completed automatically, and subsequently the data need to be hand-coded; 2) participants either may not report all the information needed for analysis or act inconsistently when they are observed; and 3) it is unrealistic to conduct enough interviews with users to get a representative sample for analysis.

A part of the framework proposed in this thesis provides the mechanism for automatic collection of observation data, which overcomes the diary and field studies with regard to the reliability of collected data. Moreover, the desire analysis based on users’ behaviors helps UX researchers understand whether users’ desires are satisfied or not and further understand the usability of the system. As user experiences are subjective for each individual user, it could be advantageous to study the users’ mental states before and after system deployment, instead of only the context information.

Functional Requirement Elicitation. Our framework could be able to elicit not only NFRs, but also functional requirements (FRs) through domain experts’ examination. In our case studies, many NFRs elicited focus on system usability. However, in order to improve the usability, a certain amount of modification or new functionality should be made or added. For example, Table 5.6 shows that a user needs to jump between papers to give batched comments on the current system. To augment the operational efficiency, new functions, such as allowing a user to check batched papers and then to comment together, could be considered for the system-to-be. Thus, if the functionality does not exist in the current software system, it is possible that the observation of situation sequences could lead to new functional requirements.
7.2 Threats to Validity

7.2.1 Threats to Construct Validity

*Desires reporting mechanism.* To obtain the ground truth for verification of desires inference accuracy, we asked participants to report their desires while they operated on the system. Reporting desires is critical to our study; however, this process may affect participants’ performance in the study. For example, a participant’s seamless thinking of achieving a high-level desire may be interrupted by having to report several low-level desires. To understand the extent to which the desire reporting operation influences the process of fulfilling desires, we asked participants to respond with a 7-point Likert scale with 1 being “Not at all influential” and 7 being “Extremely influential.” Analysis results show that the average influence value is 2.4, which maps to “Low influence” in our scale. Thus, the effect of reporting desires should not be a big concern.

7.2.2 Threats to Conclusion Validity

*NFRs elicitation.* The new NFRs elicitation based on desires inference confidence was conducted by domain experts by observing participants’ situation sequences. It is still subject to question whether the elicited NFRs are really desired by the participants or they are just domain experts’ subjective assessment. To validate this, we asked participants to indicate the operational qualities they cared about when conducting basic operations, such as uploading a paper and submitting a comment, on the CoRE system because this can largely reflect users’ real needs. We found that the NFRs elicited by domain experts were also supported by participants’ responses in the Post-Session questionnaire.

7.2.3 Threats to Internal Validity

*Desires granularity.* To make the CRF model produce reliable results, desires should be defined with a proper granularity. If the granularity of desires is defined too coarse, the CRF model may not be able to generalize the relationships between user desires and contextual data.
If the granularity of desires is defined too fine, the CRF model can be confused by labeling excessive tags. In our case study, it happens that the desires are relatively easy to define in the CoRE system domain, and in practice, domain experts should define the desires with appropriate granularity while considering concrete domains.

*Data quality.* Considering the quality of the data collected, it is possible to involve some undesired records if participants did not exert due effort in a good faith. For example, a participant might just randomly click through the whole study without paying any attention, and their data might lead to inaccuracy in desires inference and NFRs elicitation. Admittedly, this is a common problem for most evaluation studies that have human subjects involved. To mitigate this threat, we employed post-filtering and gold standard questions, mentioned in Section 4.3, as criteria to filter out the obviously undesired data.

### 7.2.4 Threats to External Validity

*Domain.* In the thesis, CoRE system was used as an example to explain the NFRs elicitation method. We strongly believe that our method will be applied in other human-centric context-aware domains since the training process may not be difficult to transfer across systems as mentioned in Section 3.2.2. The applicability of our method on other domains needs to be validated in the future.

### 7.3 Conclusion

This thesis proposes a method to analyze and elicit NFRs from contribution relations in human desires based on a situation framework. We distinguish desires with different abstraction levels and treat NFRs as how users achieve a high-level desire through different low-level desires. By focusing primarily on human-centric factors in goals, our primary contribution is to analyze NFRs from a human-centered perspective, which we believe is an appropriate fit and closely corresponds to the essential characteristics of NFRs. We also take inference confidence into consideration to make better sense of the inference results of CRFs models. We reason through a
case study and analyze three different cases, new contributing relations in desires, new high-level desires, and new low-level desires, respectively. Our results show the promise of our method in NFRs elicitation especially from the perspective of software system usability. We also extended from traditional GORE the broadly accepted i* framework to help incorporate NFRs elicited through using our method into the requirements analysis outcomes.
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APPENDIX. COOPERATIVE RESEARCH ENVIRONMENT

The Cooperative Research Environment (CoRE) is generally used for researchers to share their thoughts and views on academic papers. A registered member in the CoRE system can view all the papers and comments, download papers, view profile under the menu "My account". Besides, he or she can also upload/edit a paper and submit/edit a comment for a paper. The detail operations a user can perform on the CoRE system are listed below.

**Log in/Log out:** To login the CoRE system, a user can access the login page by clicking the link “log in” under the menu “My account”. Type in the login ID and password to login the system. After logging in, there will be a “log out” link under the menu “My account” from which a user can log out.

**View your profile:** A user can access the profile page by clicking the link “My profile” under the menu “My account”. On the profile page, there is a form showing user profile, including the login ID, roles, number of papers the user uploaded and number of comments the user submitted.

**View all papers list:** A user can access the page “list of all papers” by clicking the link “View papers and comments” under the menu “My account”. On the page “list of all papers”, there is a form showing all the uploaded papers. Each row of the form shows one paper’s information and operational links associated with the paper.

**View your uploaded paper list:** A user can access the page “list of my uploaded papers” by clicking the link “My uploaded papers” under the menu “Member”. Similar to the page “list of all papers”, the user can see a form showing his or her uploaded papers on the page “list of my uploaded papers”.

View your commented papers: A user can access the page “list of my commented papers” by clicking the link “My commented papers” under the menu “Member”. Similar to the page “list of all papers”, the user can see a form showing his or her commented papers on the page “list of my commented papers”.

View a paper’s information and comments: A user can view the information and comments of a paper by clicking the title of the paper on the page “list of all papers”, “list of my uploaded papers” or “list of my commented papers”.

Download a paper: A user can download a paper by clicking the link “Download” in the same row of this paper on the page “list of all papers”, “list of my uploaded papers” and “list of my commented papers”.

Create filters for paper list: A user can create filters for the list of papers showing on the page “list of all papers”. By clicking the link “show the selection form”, the user will see the selection form which shows all available filters: title, authors, publication type, and publish date, etc. Customize the filters, and then click the button “Filter” to update the list of papers. The list of papers showing in the form will meet all the filters the user input or select in the selection form. Please note: for the filter “categories”, if no category is checked, papers will be selected from “any category”; and if several categories are checked, papers will be selected from “any one in these categories”.

Make a comment: If a user has not submitted any comment for a paper, the user can see a “Comment” link in the row of a paper on the page “list of all papers”, “list of my uploaded papers” and “list of my commented papers”. Click the link “Comment”, and the user will see a comment submission form. In the form, the fields “Problem solved” and “Discussion” require at least 40 words, and the fields “Methodology”, “Technical merits” and “Limitation” require at least 100 words.
**Edit a comment:** If a user has submitted a comment for a paper, the user can see an “Edit comment” link in a row of a paper on the page “list of all papers”, “list of my uploaded papers” and “list of my commented papers”. Click the link “Edit comment”, and the user will see a comment submission form with his or her previous comment, and the user can edit his or her comment and submit the revision.

**Remove a comment:** If a user has submitted a comment for a paper, the user can see a “Remove comment” link in a row of a paper on the page “list of all papers”, “list of my uploaded papers” and “list of my commented papers”. Click the link “Remove comment”, and the user will see a pop-up dialogue asking him or her to confirm the removal action.

**Upload a paper:** A user can access the page “upload a paper” by clicking the link “Upload a paper” under the menu “Member”. The user can see a paper upload form on the page “upload a paper”, on which he or she can input or select paper information, and choose a file to upload. After finishing inputting all paper information, the user need to click button “Comment >>” to submit a comment for this paper. If the paper information and comment information satisfies all the requirements, the paper and comments will be accepted by the system.

**Edit a paper:** If a user is the uploader of a paper, the user will see an “Edit paper” link in the paper’s row on the page “list of all papers”, “list of my uploaded papers” and “list of my commented papers”. Click the link “Edit paper”, and the user can edit the information of the paper.